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Summary 

A real-time con~lnlinication requires a video coding strategy with high comprcs- 

siori ratio to ac2lit:vc. thr  brst vitlco quality at a givc:n bitratc, srnall huff'cr for 

low-delay interactive comn~unicat~ion, low computing colnplesity for easy imple- 

n~ent~ation with personal video application terminals (e.g. handphone and PDA), 

and high scalability to provide an embedded bitstream with adaptive capability 

for various video quality, frame rate and spatial resolution. This thesis investigates 

the existing video coding standa,rds, especially the newest H. 264/AVC and its scal- 

able extension. To produce t.he best visual quality of t,he reconstructed video with 

a given coding resource constrairlt and help meet the requirements of real-time 

communication, three aspects of resource allocation are considered in this thesis. 

The first aspect is bit allocation to regulate the generated bitstream a t  a given 

bandwidth ant1 to prcvc:ilt thc hiiff(:r fro111 ovc:rflowillg imti iiiltlcrflowing. This coiild 

b(: rcalizcd with ;in cfficici~t ratc coutrol scllc~ric.. Aftclr a~lalyzilig thc: prohlcnls 

(i1lac:cbur;tte rrleitrl a~~so lu tn  differrllce (MAD) prediction and inaccurate t'exture 

bits ~redict~ion) of the existing rat,e control schenle for H.264/AVC, a rate control 

scheme wit'h adaptive MAD prediction and sum bits R-Q model is proposed for 

low delay application of H.264/AVC stlandard. 

- 
viii 
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Summary ix 

The second aspect of this thesis is region-of-interest (ROI) based resource al- 

location. Most of the video encoders give equal in~portance to every part of the 

video regardless of its relative importance to the human visual system (HVS) . How- 

ever, in many video applications, clients might pay more attention to the region 

of their interest, so more coding resources, including bits and computing power, 

should he allocated to tlie parts that will capture lnore visual attention. An ROI 

based resource allocation schemes for H.264/AVC starldard is developed in this 

t,hesis. With thc clirect hamc diff(>rcricr: and skin-tone information, the R.01 colild 

be detected quickly. Then the ROI based bits allocation is achieved by adjusting 

the quantization parameter with ra?te control process, and the computing power 

allocation is realized by adaptively adjusting other coding parameters, such as the 

candidates for mode decision, the number of referencing frames, the accuracy of 

motion vectors and the search range of motion estimation, according tso the rel- 

ative importance of each MB. Moreover, to achieve a decoding-friendly encoder, 

the decoding complexity could also be optimized at the encoder side by utilizing 

an ROI based rate-distortion-complexity (R,-D-C) cost function. In this way, the 

encoding resources could be allocated properly and the overall subjective visual 

quality could also be improved. 

The third aspect is bit allocation of rate control for scalable video coding. 

Tlie bit allocation for fixcd bitrate codilig arid buffer coiitrol are also required at 

the scalable eiihancemerit layers. Tliis thesis presents a rate control scheme for 

H.264/AVC scalable extension. Witli our algorithm, the rate control for all the 

SNR (quality), spatial, and temporal enhancement layers could be achieved. The 

encoder could encode all the scalable layers into bitstreams with fixed bitrates, 

and the buffer is well controlled by our schenle to prevent its overflowing and 

underflowing. 
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Summary x 

In cornparis011 to the existing video coding schemes, the video coder with our 

proposed resource allocation strategy achieves better subjective and objective vi- 

sual quality, the coding ~oinplexit~y of the video coding system is also significantly 

rcducc.tl, arid tho i)uffc:r is wt.11 colltrollctl for low tlclay rral-tiino applic .a t '  ion. 
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i 

Introduction 

1.1 Background 

The demands for rrlultimedia services are rapidly increasing and the expectation 

of the quality for thcsc services is becoming highcr. To attain the highest possible 

quality and to be free from noise and waveform distortlion during transmission 

and storage, analog signals (sucl~ as speech, audio, images, and video) should be 

sampled and digitized to digital data for t~ransmission/recording and reconstructed 

at  the receiving ends. However, the volunle of these directly digitized data is 

usually huge. Although the technology is continuously pushing up the bandwidth 

capacity and reducing the transmission or storage cost, tlie cllannel bandwidths 

and storage capacities are still limited and relatively expensive in conlparison with 

the volume of these raw digital data. To make all the digital services feasible and 

cost cffkrtivc. data coinprcssion is tfcsircd. All the digital signals carry redundant 

information and could be compressed by rcinovirlg thcsc rcduiltlailcy for effiricnt 

use of bandwidth at  the lowest possible cost. 

In the area of data compression, video coding have attracted a lot of attention 

due to many challenging research t#opics and immediate or potential applications [I],  
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1.1 Background 2 

such as video conferencing, videophone, video on demand, high definition television 

(HDTV), interactive TV, telemedicine, etc. Video compression is the basic tech- 

nology for these video applications, and it is achieved by removing the redundancy 

from the original video scqliencr. There are three kinds of redundancy within 

the digital video data: temporal rcclundancy, spatial redundancy and statistic re- 

dundaiicy. The teiriporal reduiidaiicy could be explored by either tlie traditiorial 

motion est,irnation and motion compensation technique of NlPEG standards [2] 

or the recently proposed motion compensated temporal filtering (MCTF) [3] [A]. 

The spatial redundancy could be reduced by transforin coding, such as discrete 

cosine transform (DCT) [5] and discrete wavelet transform (DWT) [6]. The statis- 

tic rrt1uritlailc:y c:oultl be reinovetl by elitropy codiiig irietliotls, suc.11 as Huffiiiari 

coding [7], arithmetic coding [8] and run-level coding (RLC) [9]. 

Wit,h tlir development. o f  vitlro c~otlitig techiiology, the coding rlficirlic:y is irn- 

proved significantly. The H.264/AVC is the latest international video coding stan- 

(lard which could iichitlvc a sigriificarit iinprovcrricrit ill rate-distortioil cEcirricy. 

The H.264/AVC could provide half bit-rate savings when conipared witli MPEG- 

2 [lo] which is t'he most corninon standard used for video storage and transmis- 

sion, and the co~npression gain of H. 264/AVC over H .263 [I 11 is in the range of 

25% to 50% drlc to ditfcrcnt t,ypc of applications. Howc:vc:r, sucll iinprovcmcnt is 

achieved at  the expense of extreincly high coinputing complexity caused by the 

newly adoptled technologies in H .264/AVC. 

Besides the coding efficiency: to satisfy the increasiiig deniands of video stream- 

ing over coinputer networks, the transnlission of video over heterogeneous networks 

should be more reliable, which requires efficient coding, as well as scalability to 

different client capabilities, system resources, and network conditions [12]. For ex- 

ample, clients may have different display resolutions. systems may have different 
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1.2 Motivations 3 

caching or intermediate storage resources, and networks may have various band- 

widths, loss rates, and best-effort, or cluality of service (QoS) capabilities. Scalable 

video coding has been proposed to increase the adaptability of video coding sys- 

tcm for various networks and client conditions. There are many applications that 

require scalable video coding: Internet video, wireless LAN video, mobile wireless 

video for conversational, video on demand (VOD), live broadcasting purposes, end- 

to-end Internet/wireless video delivery, multi-channel content production and dis- 

tribution, storage applications, multi-point surveillance systems; and so on. Highly 

scalable coding is intended to accommodate decoding for various video applica- 

tions with diverse needs in resolution, video quality and frame rate. The scalable 

functions provided in the H.264/AVC scalable extension include SNR (quality) 

scalability, spatial scalability, temporal scalability and combined scalability. 

1.2 Motivations 

With the fast development of video communication technology, real- time nlultiine- 

dia services, such as live video broadcasting, video telephony and video conferenc- 

ing, have become important components of daily conlrnurii~at~iorl [13]. This kind of 

real-time coinrnunication requires a video coding strategy that can provide feasible 

solutions to the following problems: 

(a) How to encode the video sequences into bitstreams with given bitra,tes? 

( I )  How t,o coritrol t>lie buffer to prevent it froirl ovc>rflowing aiitl uritlrrflowilig? 

(c) How to improve the subjecti~re visual quality with concern of the human visual 

system? 

(d) How to reduce the computing corrlplexity for easy implementation of the video 
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1.2 Motivations 4 

coding systern with personal video application terminals (e.g . handphone and 

PDA)? 

(e) How to solve the problems stated in (a) and (b) for scalable video coding'? 

The i~lotivat~ions of the research in t,his tthesis are tlo address these problems 

from the following three aspects: 

(1) Bit allocation of Rate Control for H.264/AVC: 

The mot.ivation of this part is to solve the proble~ns (a,) and (b) stated above. 

Bit a l lo~a t~ io~ i  of rate control has played an ilnportalit role in video services. 

especially for real- t irrie con~munication. In many video applicat,io~is, the com- 

pressed video signal is to be delivered through constant bitrate channels, but 

the information within each frame is inherently compressed into variable bits. 

Due to the complex video encoding process, it secms not feasible to adjust 

only the ericoding parameters to allocate extreniely accurate fixed bits to ev- 

ery enc:uclecl fra~nc-.. Therefore, one buf1er should be acltlecl bet,wc.en l,hc vicieo 

encoder and the trans~nission channel to regulate the bitstream before trans- 

mission. With a proper rate control strategy, the encoding parameters could be 

ac!jllstctl to  1)rcvc;nt tlic buffer froill ovcrflowirig ailtl iliitlcrflowirlg. This is ixn- 

portant brcausr buffer overflowiilg ant1 underflowing will cause fra,me skippiiig 

and wasting of chanxlel resource, respectively. 

Every video coding standard has its own ratlc control technique, such as TM5 

[14] for MPEG-2 [lo], TMN8 1151 aiid TMN12 [16] for H.263 [ll] 1171, VMS 

[18] [19] for MPEG-4 Visual part 2 [20], JVT-GO12 [21] for H.264/AVC [22] 

ant1 so on. Thc ratc co~itrctl for H.264/A\;C is rnorc3 difficult t ,ha~i that for 

MPEG-4 Visual part 2. This is because the quantization parameter (QP) is 

used for both rato control and rate distortion optimization (RDO) [23]. That! 
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1.2 Motivations 5 

is t,o say, the statistic information of residual data (rriearl absolute tlifferencr 

(MAD)) needed by the rate control algorithm is available only after the RDO 

has used a QP  value to generate it. To solve this QP-MAD dilemma. Li et 

al. [21] suggested an estimate for MAD based upon the available information 

of the previous frames. It is a temporal linear model for MAD prediction. The 

temporal linear niodel assumes that the statistic information varies gradually 

from frame to frame. However, if a scene change or high motion occurs, infor- 

mation collected from the previous frames is no longer useful and the temporal 

linear model fails to predict an accurate MAD. In that case, the rate control 

result degrades significantly. Meanwhile, in H. 264/AVC, the amount of non- 

texture bits fluctuates with unpredictable property and a higher percentage 

is required than that of the previous standards (MPEG-1, %IPEG-2, H.261, 

H.263), especially at  low bitrates [24]. So the amount of non-texture bits of 

the current basic unit cannot be simply predicted from the recent encoded 

basic units, and the error from the simple prediction of non-texture bits will 

impair t$he final rate control result. Therefore, we should investigate a more 

robust bit allocation strategy with better rate control result to overcome the 

inaccuracies in MAD prediction and non-texture bits estimation. 

(2) Region-Of-Interest (ROI) based resource allocation for H. 264/AVC: 

The main objective of this part is to solve the above stated problems (c) and 

(dl - 

Most of the ava,ilable video encoders allocate bits [14-16,18,19,2 11 or computing 

power [25-321 with equal importance to every part of the video regardless 

of its relative importance to the human visual systenl (HVS). However, in 

many video applications, clients might pay more attention to the region of 

their interest, so more coding resources including bits and computing power 
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1.3 Ma-jor Contributions 6 

should be allocated to parts that will attract more visual attention. With 

the ROI based coding resource allocation, the subjective visual quality could 

be improved with concern of the human visual system, and the conlputing 

coinple~it~y could he reduced for easy implement at  ion. 

(3) Bit allocation of rate control for H.2641AVC scalable enhancement 

layers: 

The main focus in this part is to solve problem (e) mentioned earlier. 

Besides H.264/AVC, bit allocation of rate control is also desired for all the 

SNR, spatial, and temporal enhancement layers. In the current JSVM refer- 

ence software 1331, there is 110 rate coiltrol inechanisni for each scalable layer. 

VITe could extend our bit allocation strategy for H.264/AVC ratbe contJrol to the 

scalable enhancement layers, by taking into account the compression method 

used for spatial enhancement; temporal enhancement, as well as SNR enhance- 

ment layers. 

1.3 Major Contributions 

The major contributions of this thesis are as follows: 

(i) Proposal of a bit allocation scheme for H.264/AVC rate control: 

A switchctl incan absol~it,c tliff(:rcllcr (MAD) prc:tlictioll sc1lc:rnc is introtlliccd 

to enhance the traditlional temporal MAD prediction model, which is not 

suitable to predict abrupt MAD fl~ct~uation. Moreover, ail accurate suirl bits 

R-Q model is also formulated to describe the relationship between the t+otal 

amount of bits for both textlire and non-textme information and quantization 

pararnctcr (QP), so that t,hr nogativc. cffect caused by inaccurate non-texture 

bits estimation is removed. By exploring the r~lat~ionship between the PSXR 
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1.3 Major Contributions 7 

and QP value, our proposed sum bit,s R-Q model could further optimize the 

QP calculation at  the MB level. VC7hen co~npared with the bit allocation 

scheme JVT-GO12 [21] which is adopted in the latest JVT H.264/AVC refer- 

ence model JM9.8, our algorithm could reduce the mismatch bctween actual 

bits and target ones by up to 75%. To meet the low delay requirement, the 

buffer is better c~o~lt.rolletl to prevent it fro1i1 overflowi~lg arltl urltlerflowiiig. 

The average lunlina,nce PSNR of reconstructed video is increased by up to 

1.13dB a t  low bitxates, and the subjective video quality is also improved. 

(ii) Development of ROI based resource allocation schemes for H.264/AVC: 

Due to the complexity of H.264/AVC, it is very challenging to apply this stan- 

dard to design a conversational video communication system. This problem 

is addressed in this thesis by using ROI based bit allocation and computing 

power allocation schemes. In our system, the ROI is first detected by using 

the: dircct frarnc tiiff(.roncc. arlti skin-ton(. information. Several coding param- 

eters including quantization paranletter (QP), candidates for mode decision, 

number of referencing frames, accuracy of nlotion vectors and search range 

of motion esti~nation are adaptively adjusted at  the MB (macro-block) level 

accordillg to the relative importance of each MB. Subseque~lt~ly, the encoder 

could allocate more resources such as bits and computing power to the ROI, 

and the decoding conlplexitj~ is also optimized at  the encoder side by uti- 

lizing an ROI based rate-distortion-complexity (R-D-C) cost function. The 

encoder is thus simplified and decoding-friendly, and the overall subjective vi- 

sual quality can also be improved. When compared to the 1at)est H.264/AVC 

reference model JhI9.8, our simplified encoder can be used to achieve much 

better subjective visual quality with comparable PSNR value. The mismatch 

between the actual frame bits and the target ones is reduced by up to 80%. 
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1.4 Thesis Outline 8 

Meanwhile, our proposed encoder could save the nlotion estimation time by 

up to 73%) save the overall coding tsirne by up to 63% and reduce the decoding 

interpolation conlplexity by up to 48%. 

(iii) Presentation of a bit allocation scheme of rate control for H.264/AVC 

scalable extension: 

Based on our new result for H.264/AVC rate control, a switched model is pro- 

posed to predict MAD by the available MAD infornlation from the previous 

frame of the current layer and thc current frame of thc previous layer. Thus, 

abrupt MAD fluct~~ations could be predicted properly in the enhancement 

layer. Moreover, a bit allocatio~i schelrle for hierarchical B frame prediction 

structure is proposed. Wit11 our algorithm, the rate control for all the SNR, 

spatial, and trelnporal enhancement layer could be realized, and the encoder 

could achieve fixed bitrate encoding for each scalable layer. When compared 

with the FGS based fixed bitrate coding method in JSV?rI 7.9, thc coding ef- 

ficiency is irnproved by up to 9.4 dB using our rate control algoritli~n. because 

the adjusted QP value could achieve a good balance between the motion and 

texture hits due to rate distortion optimization (RDO) . Compared with the 

fixed QP encoding method, which iterates the coding process for up to 15 

times, our schonle encodes the sequence only once. XIoreover, to meet the 

low delay rryuirenielit, the buffer is well coritrolled by our sclielrie to prevent 

it from overflowing and underflowing. 

1.4 Thesis Outline 

The rest of the thesis is organized as follo~vs: 
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1.4 Thesis Outline 9 

Chapter 2 first overviews the basic ideas behind the hybrid video coding struc- 

ture. It then summarizes the new features adopted in the H.264/AVC video coding 

st,anciarcl, and coinpilrcs t11c tiiffcrcnrcs bct,wccn H.264/AVC and its prcvious stan- 

tlartls in tc?rnls of spt:cific foatnrcs arid codi~ig cfficic.rlcy. Fillally, thc H.264/AVC 

scalable extension is briefly introduced at the end of t,his chapter. 

Chapter 3 proposes a bit allocation scheme of H.264/AVC rate control for low 

delaj~ video communication. The rat,e distort'ion optimization (RDO) employed in 

H.264/AVC standard is first described. Then, the observation of a relationship 

between direct MAD and actual MAD motivates t,he proposal of a direct MAD 

prediction model. A prediction model switching strategy is also introduced to 

ada,ptively choose a prediction model with higher accuracy. hloreover, we propose a 

new sum bits R-Q model t'o solve the inaccurate texture bit prediction problem, and 

the quantization paramet'ers could be next optimized a,t the >lB level by Lagrange 

theory. With the proposed adaptive MAD prediction ~netllod a,nd the sum bits 

R-Q model, our rate control algorithm is then described in detail. Finally, several 

experimental results and relevant discussions are provided. 

Chapter 4 develops the ROI based resource allocation schemes for H.264/AVC. 

It first presents our ROI detectZion scheme for H.264/AVC standard. Based on 

the rate control scheme for H.264/AVC proposed in Chapter 3, an ROI based bit 

a4110cation is implemented. Meanwhile, the computing power could also be properly 

allocated with the determined ROI information. At the end of tlhis chapter, our 

simplified system is compared with the .JVT H.264/AVC reference software Jhl9.8 

wit,h experimental results and discussions. 

Chapter 5 presents a bit allocation scheme for rate control of H.264/AVC scal- 

able extension. Based on the rate control scheme for H.264/AVC proposed in 

Chapter 3, the bit allocation algorithm for hierarchical B frame, SNR, spatial and 
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1.4 Thesis Outline 10 

ternporal elilisric~e~lient layers are respectively described in this cliapter. The effi- 

ciency of our rate control scheme for H.264/AVC scalable extension is supported 

by experimental results. 

Chapter 6 concludes this thesis with concluding summaries and discussions for 

future research dire~t~ions. 
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Overview of H.264/AVC and its 

Scalable Extension 

2.1 Hybrid Video Coding 

Although there exists several other video coding schemes, such a's the wavelet 

hasrd sub-band video coding 1341 1351 [36], the hybrid video coding [lo] is the 

lnost corninon alg~rit~lirri wit<h successful applications. In the hybrid video coding 

scheme, the reconstructed previous frame is used as the reference for motion esti- 

mation and motion compensation to remove temporal redundancy. The resulting 

displaced frarnc tliff(\rcncc. which has nmllch lowcr cncrgp as coniparrti with thc 

original frame, is then processed with discrete cosine transform (DCT) tlo rcmove 

the spatial redundancy. 

The data structure in a video sequence is shown in Figure 2.1. Based on the 

group of pictures (GOP) structure, the encoder side needs to determine whether 

the incoming frame is coded as an intraframe (I) or an interframe (P/B). Each I- 

frame is then divided into blocks, each block of pixels is converted t>hrough a DCT 

uriit t,o DCT cweffic~ierits, u~llic>li are t,llr~l quantizeti ilc*c~orcfrig t.o a qua~itizat~io~l 
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2.1 Hybrid Video Coding 12 

table. Tlle DC coefficients of neighboring t>locks are arrangeti ill a group arltf 

processed by means of differential pulse code modulation (DPCRlI) to generate 

tliffcrc~nticzl DC values. The AC' coc~fficicnts are reordered in a zigzag way and then 

translated to entropy coding. For B/P frames, as shown in Figure 2.2, motion 

estimation could be performed on each block, based on the current frame and the 

reconstructed reference frame. For B frames, both the forward arid the backward 

motion predictions are needed. With the determined motion vectors, predictive 

motion compensation is used on the reconstructed reference frame to generate the 

motion compensated frame residual. This residual is then passed through the DCT 

unit and a quantization unit to generate a sct of quaiitizctl DCT cocfficicilts. All 

the coefficients are next coded in the sarrie way as the int,rafsa~lle. The deterininecl 

motion vectors are first coded with the DCPhI method, and then coded with 

entropy coding [I]. 

The hybrid coding algorithm has been employed in the present digital video 

compression standards, e.g., H.261 [37], H.263 [ll] [17], MPEG-1 [38], MPEG- 

2 [30], MPEG-4 Visual part 2 [40] [dl] and H.264/AVC [42] [22]. H.261 [37] is 

developed by CCITT (Consultative Committee for Inter~iatiorial Telephone and 

Telegraph) in 1988-1990, designed for video conferencing and video-telephone ap- 

plicatioris over ISDN telephone lines, and the targeting bitrate is p x 64 (1 5 p 5 

30)kb/sec. H.263 [ll] [17] was proposed in 1995 and designed for low bitrates 

(less than 64 kb/sec) communication. MPEG-1 [38] was released in 1991 targeting 

the VHS (Video Home System) quality on a CD-RON or VCD. Unlike MPEG-1 

which is basically a standard for storing and playing video on a single coniputer 

at  relatively low bitrates, MPEG-2 [39] is a standard proposed in 1994 for dig- 

ital TV and meets the req~~irements for HDTV (High Definition Telcvision) and 

DVD. MPEG-4 Visual part 2 video coding [40] [41] is the first standard to consider 
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Figure 2.3: The encoder side of hlj~brid video coding scheme. 

Figure 2.4: The decoder side of hybrid video coding scheme. 
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video coding frame work is respectively dcscribed in Fig. 2.3 and Fig. 2.4. 
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witll the target to  tloul~lr t,lw codirlg efficirnc:y as c*oxril~;tretl wit11 the previous ITU- 

T standards. In 2001, the Joint Video Team (JVT), which includes the expertzs 

from VCEG and MPEG (the I S 0  Motion Picture Experts Group), was formed 

to realize the H.26L draft into a real Inter~iational Standard. The. official titlc of 

this new standard is Advanced Video Coding (AVC) [42] [22], and it is also well 

known by its previous working name, H.26L and H.264. In fact, there are other 

two identical titles for AVC: ITU-T H.264 and I S 0  MPEG-4 Part 10 [42] 1221. In 

this thesis, this new standard is simply specified by the name "H.264/AVC7'. 

Bositlcs providing highcr cotling cfficicncv than previous standards (&/PEG-1, 

MPEG-2, MPEG-4 Visual part 2, H.261 and H.263), the H.264/AVC standard 

is a straightforward video coding strategy designed to achieve a network-friendly 

video representation, silnple syntax ~pecificat~ions, seamless integration of video 

coding into all current pr~t~ocols and more error robustness. H.264/AVC could 

be employed in a wide range of applications for video content including but not 

limited tto thc following [42] [22]: 

Direct broadcast (DBS) satellite video services; 

Multimedia serviccs over packet networks (MSPN); 

Real-time conversational (RTC) services (videoconferencing , videophone, etc. ) ; 

Remote video slirveillance (RVS); 

Digital terrestrial telel~ision broadcasting (DTTB), cable   nod ern, DSL: 

Interactive storage media (ISM) (optical disks, etc.); 

l/l\;~ultimcdia mailing (MMM) ; 

Serial storage media (SSM) (digital VTR, etc.) ; 
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Digital Cinema, Content contribut.ion, content distribution, studio editing, 

post processing. 

Video St,rcaming over the internet; 

Cable TV (CATV) on optical net8\vorks. copper, etc.; 

In practice, a con~pliant encoder and decoder of H.264/AVC are likely to include 

the functional elements shown in Fig. 2.3 and Fig. 2.4. Most of the basic functional 

elenlerlts (predict ion, traiisform, quailtization, entropy encodiiig) of H. 264/AVC 

are also presented in the previous video coding standards (MPEG-1, MPEG-2, 

MPEG-4 Visual part 2, H.261, H.263) but the important changes in H.264/AVC 

occur in the details of each function block. Compared to the previous video coding 

rncthocls, soi~ic f(latnrcls to cil;thlr clillia~icctl codiilg cfficaicliic~y arc n(3w14. iiltrotlncod 

in H.264/AVC, including but not liruited to the following [42] [22] : 

Multiple reference fra,me motion e~tima~tion and compensation: 

In MPEG-2 and itts previous ~t~andards ,  the nlotioil estimation and coinpen- 

sation is carricd out between the current frame and thc previously recon- 

structed frame. H.2641ilVC extends tblie enhanced reference frarrle selecttioil 

irletllod used ill H.263. It enables the ellcoder to choose the reference frame 

fro111 inult.iple rrcorlst.ructrd Srairirs with liigllrst pretlic:t.ilig rffic*irncy. This 

method with ~nult~iple reference frames could be used in hot11 single direc- 

tional and bi-directional nlotion est,iination. 

Weighted prediction: 

For some abnorillal video sequence such as the one with fa,cles, the motion 

compensation method used in the previous standards does not work well. 

H.264/AVC allows the motion-compensated residual data to be weighted 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



- 

aild offsetetl by the airlourlt,~ spec.ifietl by the erlcoder. This call sigilificaritlp 

improve the cotling rffiriency for the sequence ~ont~aining fades, wild it. call 

also be used for other purposes. 

Directional spatial prediction for intra coding: 

More flexible intra prediction method is provided in H.264/AVC to explore 

t'he correlation b e h e e n  the edges of the previously reconstructed neighboring 

macro-blocks and the current coding macro-block. This method improves 

t,hc predicting cffic.ic:ncy wllcw t,llc. tomporal corrc~lation is 11ot clffcctivo for 

prediction. 

Decoupling of referencing order from display order: 

In the previous standards, there is a strict dependency between the ordering 

of motion estimation reference frames and tjhe ordering of frames to  be dis- 

played. In H.264/AVC, tthis restriction is removed by allowing t'he encoder 

to choose the ordering of reference frames and displaying frames with a high 

degree of flexibility? only wit'h the constraint of a total memory capacity limit 

to ensure decoding ability. 

In-loop de-blocking filter: 

In the block-based video coding algorithms, the blocking artifacts (due to 

block-based motion c;ompensation and quantization) significantly adverse the 

subjectfive visual quality. Based on a concept froin an optioilal feature of 

H.263, the de-blocking filtcr in the H.264/AVC design improvcs both objec- 

tive and subjective visual quality of t he rec~nst~ructed frames. Because t he 

reconstructed frames serve as the reference frames for further motion estima- 

tion, the de-blocking filter also increases the temporal prediction efficiency. 

Quarter-sample-accurate mot ion estimation and compensation: 
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The quarter-sample-accurate motion estimation and compensation was first 

used in the advanced profile of t>he MPEG-4 Visual part 2 standard, and 

most of the previous standards only enable half-sample-accurate motion es- 

timation and compensation. The new design of H.264/AVC employs the 

quarter-san~pleaccllrate motion vector by reducing the iilterpolation com- 

plexity corupared to the advanced profile of the hfPEG-4 Visual part 2. 

Variable partition mot ion est~rn~ation and compensation with small block size: 

The M B  partition of H.2641AVC varies from 16x16 to 4x4, it provides more 

flexiblc A.IB partition choice for motion est,iina8tion and motion compensation 

than any previous standard. 

Motion vectors over frame boundaries: 

The frame boundary extrapolation method, which was fist used in H.263, is 

also employed in H.2641AVC. In the AilPEG-2 and its previous video coding 

standards, only the pixels witllin tlle previous recorlstructed fraines are used 

as reference for motion estimation and c~ompensation. 

Decoupling of frame displaying metlzods from frame refer~ncing cnpclbility: 

In H.264/AVC, the hi-directional predicted frames could also he used as 

references for predict ion of other fraines, they are forbidden in the previous 

standards. In this way, H.2641AVC provides the encoder with more flexibility 

to choose t,hc rcf(:rc~icc frarnc wit,h highcr prediction cfficicrlc:y. 

Improved "skzpped" and "direct" mot ion modes: 

In H.261/AVC, the "skipped" inode of inotion estinlatioil could coiltrain rrio- 

tJion information to improve the predicting eficiency for t,he sequences with 

global motion. Otherwise, the mot3ion infornlation is not included for the 
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''skipped" area in the previous standards. Meanwhile, the "direct" mode is 

newly intSroduced in H.264/AVC for bi-directional motion estimation. 

Arith,metic entropg coding: 

As arithmetic coding was previously found as an optional feature of H.263, 

H.264/AVC provides an advanced arithmetic entropy coding method, named 

CABAC (c~nt~ext-adaptive binary arithmetic coding). 

Context-adaptive endrop y coding: 

In H.264/AVC, two entropy coding methods are employed: CABAC and 

CAVLC (context-adaptive variable-length coding). Both these entropy cod- 

ing ~net~llods are adapt,ively context-based and outperforms the entropy cod- 

ing metthods used in previous standards. 

Small  block-size transform: 

In the previous video coding standards, the block trarisforrn size is fixed 

to 8x8. To reduce the "ringing" artifa,cts, H.264/AVC enables the encoder 

to transform the spatial signal data based on a 4x4 block. Mea,nwhile, the 

smaller block size also corresponds to a smaller macro-block partition for 

nlotion estimation and compensation. 

Hierarchical block transform: 

Although the small 4x4 block size transform is perceptually beneficial in 

most cases, it is still desired to provide some transforms with longer basis 

f~rlct~iorls for tlle signal wittll sufficietit correlatiorls. H.264/AVC uses a hier- 

archical trallsforiri to extend the effe~t~ive block size for low frequency cllrolrla 

information to 8x8. For intra coding, the length of the l~nliria~nce transform 

for low-frequency information could be extended to a 16x16 block size. 
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Short word-length transform: 

H.2641AVC standard o11ly requires 16-bit calculation for transform, while 

the previous ones usually requires 32-hit processing. In this way, the short 

word-lcngth iildlices a simple transform calculation. 

Exact-match inverse t7-ansform: 

Based on an optional feature in the H.263, H.264/AVC is the first standard to 

achieve exact equality of decoded video content from all decoders. In previous 

video coding standards, hccarisc the exact match to the ideal specified inverse 

t r  arisforrll is inipractically achieved, t,he DCT trarlsfor~n is generally specified 

within ail error tolerance boundary. This causes a drift probleiri het~veen tlie 

t~ncoder ant 1 tlec:otlc:r, so c>aca'll (lac.( )tlrr tlrsign wc )ultl protlut:~ slight.ly t lifkrrlit 

reconstructed video. 

Redundant frames: 

Tlie H.264/AVC standard allou7s the encoder to send some regions of the 

frame inultiple times when some important parts of the frame is lost during 

transmission. In this way, the coding system is more robust to data loss. 

Data Partitioning: 

Because some data, such as the header and nlot>ion information is more impor- 

tant than others in terms of reco~lstructirlg the video contrent1, the H. 264/AVC 

standard provides the sy~lt~ax of each slice to be ~epara t~ed into up to three 

diffcrclit partitioris for t,ra~isrliissioii. This ~licthod is bascd ori soinc previous 

work of MPEG-4 Visual part 2 and an optioiial part of H.263. 

SP/SI synchronization,/slvitching frames: 

The H.264/AVC standa,rd introduces some new frame types that allow syn- 

chronization fu~lction of t,he decoding process of some decoders with the help 
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frorri other decwlers, ratlier tllari tlec>reasilig tlie caodiiig effic.ier1c.y of all tle- 

coders by sending an I frame. 

Parameter set structure: 

Because the loss of a few key bitls of header information (such as sequence 

header or frame header information) could induce a disastrous impact on 

the decoding process of the previous standards, the H.264/AVC provides a 

parameter set structure to separate the header information and handles them 

in a more flexihlr and spccializcd manner. 

Unit synta,x structure: 

Each syntax structure in H.2641AVC is placed into a logical data packet 

called a NAL (Network Abstraction Layer) unit. Unlike forcing a specific 

bitstream interface to the system as in the previo~is video coding standards, 

the NAL unit syntax structure allows more flexibility of carrying the video 

content in a manner appropriate for each specific network. 

Flexible macro-block ordering (FMO): 

In H.264/AVC, a new ability to partition the frame into regions called slice 

groups is newly introduced. In t,his way, each slice could be decoded indcpen- 

dently as a subset of a slice group, and this rriethod can significantly enhance 

robustness to data losses by managing tlie spatial relationship between the 

regions that are coded in each slice. 

Arbitrary slice ordering (ASO): 

Because each slice of a coded f ra~ne can be decoded independently on the 

other slices of the frame, the H.264/AVC standard allows the sending a,nd 

receiving of the slices of the frame without constrained order. This technique 
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is based on an optional part of H.263, and it could improve the end-to-end 

delay for real-ti~ne applicat'ions. 

Flexible slice size: 

111 MPEG-2, tlie slicsr struc~tme is fixed arid the cwdi~lg efic~ienc~y is rrclncrd 

by (dec~reasirig the effec*tiveness of prcdictioli a r ~ l  i~icreasi~ij: the cluantflitJy of 

header data. The slice sizes in H.264/AVC are highly flexible as earlier 

standard LIPEG- 1. 

Tat: 
Feat,ure/Standard 

Block Size 

Transform 

Quantization 

Entropy coding 

Motion Estimation 
& Compensation 
Playback & Ran- 
don1 Access 
ME accuracy 

Profiles 
Reference frame 
Bidirectional prc- 
diction mode 

Error robustness 

Transmission rate 
Compatibility with 
previous standards 
Encoder complex- 
ity 

le 2.1 : Co~nparison between Video C'oding St,andards. ., 
klPEG-1 I MPECi-2 I MPEG-4 Visual 1 H.2641AVC 
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Yes 
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Scalar quantiza- 
tion with step 
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VLC 
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Yes 

No 

16x16 

16x16, 8x16, 16x8, 

8x8 DCT/wavelet 

One 
forward/backward 

Lour Mediurn Mediu~n High 

8x8, 4x8, 8x4, 4x4 
4x4, 8x8 Int DCT 

Scalar cluantiza- 
tion with step 
size of constant 
increment 
VLC 

Yes 

Yes 

5 

Synchronization & 
concealment 

UD to 1 . 5 M b ~ s  

4x4, 2x2 Hadamard 
Scalar quantization 
with step size in- 
crease at  the rate of 
12.5% 
VLC, CAVI,C, 
CABRC 
Yes, more flexible Up  
to 16 hIVs per LIB 
Yes 

I t 

sample, 
114-sample 
8 

Data partitioning. 
FEC for impor- 
tarit packet trans- 
rnission 

2- 1 SkI bus 

1/4-sa~nple 

4 
nlultiple 
forwardlforwsrd for- 
wardlbackward back- 
wardlbackward 

One 
forward/bax:kward 

One 
forward/backward 

Synchronization. 
Data part it ioning, 
Header extc~nsion. 
Reversible VLCs 

64kbr)s - 2hlbus 

Data partitioning, 
Parameter setting, 
Flexible macroblock 
ordering, Redundant 
slice, Switched slice 
64kbps -24OA4lbps 
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2.3 Scalable Extension of H.264/AVC 23 

Tempete CIF 30Hz Tempete CIF 30Hz 

0 512 1024 1536 2048 2560 3072 3584 24 26 28 30 32 34 36 38 

Bit-rate (kbitls) Y-PSNR (dB) 

Figure 2.5: Cornpare the cotlirlg efficie1ic:y of H.2611AVC ant1 other standartis. 
"H.263 HLP" is the H.263 High Latency Profile, "ASP" is the MPEG-4 Advanced 
Sirrlple Profile, "H.26L9' is Test Model Long Term which is finalized as H.264. 

With the above mentioned features, H.264/AVC outperforms previous stan- 

tlartls ill ttrlrls of cotiirig efficiently itrltl network a(1itl)tiuii. Orie exitrril~le to corn- 

pare the c:otlirig rfficie1it:y of H.264/AVC itrid otlirr staritlartls is giver] iri [43] arltl 

as shown in Fig. 2.5. The most significant features that contribut'e to  the superior 

rate-distortion performance of H.261/AVC are the flexible motion estimation strat- 

egy and the contcxt based arithlnetic coding scheme. The comparison of specific 

coding algorithms among H.264/AVC and othcr prcviolls video coding standards 

is also given in Table 2.1 [44]. 

2.3 Scalable Extension of H.264/AVC 

Althollgh t,hc H.2fi?/A\rC st,andartl provitlcs high cotling cficic~rlry at* a fixctl bi- 

trate. when video data, is t,ransnlittcd over error-prone and variable bandwidth 

channels, it is desirablc to provide an enlbedded bitstream with highly adap- 

tive capability for various video quality, frame rate and spatial resolutioli. A 

new promising technology providing these features is named scalable video coding 
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2.3 Scalable Extension of H.264/AVC 24 

(SVC), wllicl~ is under development as b!PEG-21 part 13. During the 68-th MEPG 

meeting in March 2004. 15 proposals were received for the SVC request. The 

PvlEPG meeting decided to choose the Work Draft (WD) from two most impressive 

schemes: w;wlet based three-dimensional sub-band video coding [34] (proposed 

by LticroSoft Research Asia), and scalable extension of H.264/AVC 1451 (proposed 

by Fraunhofer Institute for Teleconmmnications - Herillrich Hertz Illstitute). After 

improvements ancl conlparisons for about more than half a year, in January 2005, 

the MEPG meeting finally selected the scalahle exttension of H.264/AVC [46] as 

the Scalable Video Model (SVSd) reference software. 

In this thesis, our contributions for scalable video coding are based on the scal- 

able extension of H.264/AVC proposed by Fraunhofer Institute for Telecolrlniunica- 

tlions - Herinrich Hertz Institute (HHI). Compared to the H.264/AVC standard, its 

scalable standard provides SNR, spatial and temporal scalability. and the nlethods 

of MCTF (hIotion Compensated Tenlporal Filtering) and "hierarchical B frame?' 

are employed as two options to remove temporal redundancy. 

MCTF 

Rrc~ausr of' a high sir~lilarit y I)rt w(3ril i hr ;tc!jilc>rrlt fril~rlt's, rfficierlt. video c:ot liilg 

trrhrliclur rrcluil-(1s a n  effrt:t.ivr 1-rlrlovill of t,ernporal redundancy. The traditional 

video compression method is hybrid coding [10], which ernploys closed-loop lnotion 

compensation in the temporal domain and 2-D discrete cosine transform (DCT) 

algorithm in the spatial domain, as described in Section 2.1. This method has 

been taken in the present digital video compression standards. e.g., H.261. H.263, 

MPEG-1, &$PEG-2? MPEG-4 Visual part 2. In this scheme, the reconstructed 

previous frame is used to predict, the c~irrent frame before motion compensation. 

Tllc rosultirlg displaced frai~lo tliffclrollccl, which has iiinch lower c.llcrgy as c.oll~parcd 
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2.3 Scalable Extension of H.264/AVC 25 

witoh the original frame, is then encoded and transmitted to the decoder side. 

There are some disadvantages in this method. First, the reconstructed reference 

frame has lower quality than the original frame, especially at low bitrate. So using 

this distorted reconstn~cted frame to perform ME/MC can lead to decrease in the 

t,ornporal pr~dict~ioll cfficit.ilcy. S(:roilti, t,ho closotl-loop bascti vitl(:o cotlirig schc.incx 

e~nploys layered coding and bitplane schenle to achieve quality (SNR,) scalability, 

such as fine granularity scalability (FGS) method [47] and its improvement versions 

[48-501. Due to only the reconstructed frames in the base layer are used as reference 

for motion prediction, the prediction gain is relatively low at high bitrate. Third, 

if there is some crror occurring during video transmission, the crror will propagate 

(the quality of the subsequent reconstructed frames will keep decreasing) until the 

next intxa(1)-frame is received. So this closed-loop ME/MC scheme is not suitable 

for the het!erogeneous network environ~nents, such as internet. 

To overcome such disadvantages, open-loop ME/MC based video coding is pro- 

posed and becoming the focus of attention in scalable video coding. Thcre is one 

more option to reirlove temporal redundancy for the scalable video coding, which 

is called motion-compensated temporal filtering (k1CTF). MCTF was first intro- 

duced by Ohm [4] and later improved by Choi and VJoods [3]. By derivation from 

the lifting scheme 135,361, MCTF ensures perfect reconstr~iction of the input even 

when non-linear operations are used during the lifting process. 

At. the decomposition (analysis) side of MCTF, the input signal is Ln, where n 

is the temporal detonlposition level (r1 = 0 for the original frames). The temporal 

high-pass and low-pass suhbands at temporal level rz + 1 are respectively derived 

by the following equations (Note that for simple expression, the spatial coordinate 

and the corresponding motion vectors are not specified): 
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2.3 Scalable Extension of H.264 /AVC 26 

Hni'[k] = Ln[2k+  I] - P(L7"2k]) 

Lnt' [k]  = L" [2k] + U ( H n f  ' [ k ] )  

where k is the tenlporal coordinate for each temporal level, Hr*l [k] and Ln+l[k] 

are the tenlporal high-pass and low-pass subbands at  tenlporal level + 1, and 

P(*) and U(*)  are predi~t~ion anti update operat,ioiis, whidi are tlifferent for Haar 

or 5/3 transfornl based temporal deconlposition: 

It can be seen from the above equations that Haar transfornl based tenlporal 

decomposition only covers temporal in f~rn l~ t ion  of one directional neighboring 

frame, on the other hand 513 transform based temporal deconiposition covers both 

directions. The uni-directional hfE/hIC generates less motion data as cornpared 

with bi-directional ME/MC. It could save more bits for the spatial infornlation at  a 

given bitrate. However uni-directional ME/MC explores less temporal correlation, 

this increases the energy of residual data in tenlporal high-pass subband. Therefore, 

to balance this pair of opposit,c cffccts anti t,o achicvc high coding cfficiciicy, uni- 

directional and bi-directional MCTF should be adaptively emplojred at  niacro-block 

level for temporal decomposition. 
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2.3 Scalable Extension of H.264/AVC 27 

The L K T F  structure of for one GOP with 12 frames is shown in Fig. 2.6, 

where H n  and Ln are the temporal high-pass and low-pass subbands a,t temporal 

level rz. 

Figure 2.6: The MCTF based t'emporal decomposition for one GOP. 

The reconstruction (synthesis) equations for MCTF are easily derived from the 

decomposition (a,na,lysis) side: 

Ln [2k] = L"+' [k ]  - u(H"+' [k]  ) 

Ln[2k+ 11 = Hn+'[k] + P ( L n [ 2 k ] )  
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2.3 Scalable Extension of H.264/AVC 28 

I group of pictures (GOP) I I 
I + 

+ I +  group of pictures (GOP) 
I _____--- - - - - - -  _____- - - - - - - - -  .---- -- - -__  --- I 

_---- - - - -_  --- -. - - -.. _---  -._ I 

o I 1  2 3 4 5 6 7 8 1 9  10 11 1 2 1 3 1 4  1 5 1 6 1  
display order 

Figure 2.7: A I ~  example of hierarcllical B frarne predictiorl struct'ure with four 
temporal levels. 

2.3.2 Hierarchical B Frame 

Whcn the tcrnporal update procedure is removed from 513 iva~~elet bascd MCTF, a 

predictive video coding structure is formed witlh hierarchical B frame. An cxarnplc 

of hierarchical B frame prediction structure with four telrlporal levels is shown in 

Fig. 2.7. In one GOP, the key frame (e.g. 0-th, 8-th, 16-th display order in Fig. 

2.7) [51], is first coded as an intra frame or inter frame with prediction from the key 

frame of the previous GOP. The remaining frames are hierarchical bi-directionally 

predicted, the coding order witthin one GOP is "Io/Po. B1, B2, B2. B3, B3, B3: 

B3". The key frames are only predicted from other key frames, and the non-key 

frames are predicted fro111 the nearest fralnes of the lower temporal level. 111 this 

way, the hierarchical B frame structure could also provides the temporal scalability 

as MCTF. 

2.3.3 SNR Scalability 

For the SNR base layer; H.26I/AVC based transform coding is used. The pre- 

dicted frames cont4ain intra or residual rnacro-blocks as in the 11ybrid video coding 

described in the Section 2.1. The residual macro-blocks are encoded with DCT and 
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2.3 Scalable Extension of H.264/AVC 29 

quantization, and the intra macro-blocks are cocled using the intra coding modes, 

the same as H.264/AVC. The intra frames are coded independently of each other as 

H.264/AVC intra frames. The SNR base layer provides the minimal visual quality 

with an initial quantization step size. 

On top of the SNR base layer, SNR enhancement layers are coded using an 

embedded quarltizatiou approach [46]. The cluantization error between the SNR, 

base layer and the original predicted frames is re-quantized with a smaller quan- 

tization step size, and further coded with the same remaining procedures as for 

the base layer. This enhancement layer together with its corresponding base layer 

could be comnbinerl as the base laj~er for the next enhancement layer encoding, and 

this FGS refillelnent could be applied repeatedly with additional SNR enhance- 

ment layers. In this way, multiple SNR enhancement layers could be achieved by 

repeatedly decreasing the quantization step size and applying DCT transform with 

a corresponding entropy coding. The SNR enhancement layers provide progressive 

refinement to the SNR base layer by the bit plane coding method. The progressive 

refinement can be trurlcated a t  any arbitrary point so that the quality of the SNR 

base layer can be improved in a fine granular way, similar to the fine granular 

scalable work proposed for MPEG-4 Visual part 2 [47]. 

2.3.4 Spatial Scalability 

For spatial enhancement layer, the inter-layer prediction is introduced in the He264/AVC 

scalable extension to  remove the inter-layer correla'tion with the base layer, as 

shown in Fig. 2.8 [52]. 

There are three parts of the inter-layer prediction: 
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ehancement layef encoder Regressive 
(spatial enhancement layer) I rdinement 
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prediction texture coding base layer bit-stream 

P 

Hierarchical texture : * -----+ motion-compensated f3ase layer 

prdiction 
P 

AVC compatible cncoder 

bit-stream rn 

Figure 2.8: The flow chart for spatial scalable extension. 

(i) Inter-layer mo t ion  prediction: To predict the motion vectors front the avail- 

able motion inforniation of tlie lower resolution spatial layer, two more macro- 

block modes are utilized besides the MB partitions used in H.2641AVC: 

"BASE-LAYER" and "QPEL-REF" [46]. For these two modcs. the ntacro- 

block partition is obtained by up-sampling tlte partition of the corresponding 

8x8 block of the lower resolution layer, as shown in Fig. 2.9 [46]. Tlie reference 

frame for the macro-block in the erlliancernelit layer is the sarne as tlie corre- 

sponding sub-macro-block partition of the base layer, and tlte associated mo- 

tion vectors are scaled by a factor of 2. While for hlB with "BASE-LAYER" 

mode, no additional mottion information is coded or transmitted, for the 

"QPEL-REF" mode, a quarter-sample motion vector refinement is further 

transmitted for each rnotion vector. Meanwhile, the up-sampled niotion vec- 

tor from the lower spat'ial resolutiorl layer could also be used as the motion 

vector predictor for the hllB of the spatial enhancement) layer. A flag wolild 

I)(. trailsiriitt3cl(l with (lac11  rioti ion vc.ctor difforciiccl to iilclic.ato whct,llcr tllo 

motion vcctor prcdictor is cstilnilted from thc spatial neighboring hilBs or 

fro111 tlie correspondirig scaled base layer niotioli vector. 
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2.3 Scalable Extension of H.264/AVC 31 

Direct, 
16x1 6, 
16x8, 

lntra 

Figure 2.9: The up-sa~npling method of MB pa'rtition. 

(ii) Inter-layer intra texture prediction: In order to enable the inter-layer pre- 

diction of low-pass signals, an additional intra macro-block mode is intro- 

duced [46]. In this mode, the predicted intra texture information is generated 

by up-sampling the reconstructed intra texture inforn~ation froin the lower 

re~olut~ion layer using the 6-tap filter which is defined in H.264/AVC for the 

purpose of half-sample interpolation. Note that, this intra texture predic- 

tion is only allowed for the MBs whose corresponding 8x8 block of the base 

layer is located in an intra coded 3IB. The prediction residual is transmit- 

ted using the H.264/AVC residual coding. In t,his way, the intra prediction 

signal is directly obtained by de-blocking and up-sampling the corresponding 

8x8 luminance block inside tphe corresponding lower spatial resolution layer. 

Therefore, the decoding complexity is significantly reduced, since the inverse 

MCTF is only required for the MBs that is actually decoded. 

(iii) Inter-layer residual texture prediction: The residual information coded in the 

lower spatial resolution layer is also adaptively used to predict the residual 

information of the spatial cnhancemcnt laycr [46]. To achieve this, a flag 
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2.3 Scalable Extension of H.264/AVC 32 

indicatirlg the appli~at~ion of residual signal prediction froin the lower spatial 

resolution layer is transmitted for each macro-block. If the flag is true, the 

base layer residual signals is block-wise up-sampled using a bi-linear filt>er 

with constant border extension and used as prediction for t'he residllal signal 

of the current layer. In this way, only the corresponding diff(:rclnco signal is 

coded. 

2.3.5 Temporal Scalability 

The temporal decoi~lposition wit,h hierarchical coding staruct4ure permits ternporal 

scalability by removing the information which corresponds to the frames that are 

not used as reference frame for the subsequent motion estimation and conlpensation 

[461. 

Tern porat Base Layer (Layer 0) 

Figure 2.10: Arl example of ternporal scalability. 

An example for the temporal scalability provided by the MCTF based tempo- 

ral decon~position of a group of 12 frames using 3 decomposition stages is given 

in Fig. 2.11, where L indicates the t.empora1 low-pass frame; H indicates the 
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2.3 Scalable Extension of H.264/AVC 33 

temporal high-pass frames, and 11% indicates the motion information after motion 

prediction. If all the high-pass frames are discarded and only L3 is received at the 

decoder side, the reconstructed video is with & tenlporal resollltion of the origi- 

nal input sequence. If the two high-pass frames H3 are additionally received, the 

decoder could reconstruct the sequence as L ~ ,  which is with $ temporal resolution 

of the original input sequence. In a same way, the sequence with half of the origi- 

nal temporal resolution could be achieved with further receiving H2, and the full 

temporal resolution sequence could be obtained if H' is finally added. Therefore. 

the low-pass frame L"S the tcmporal base layer, while H3, H 2  and H' refer to 

thc progressive temporal cnhanccment layers. 

Similar tto ArlCTF, the hierarchical B frame predictiorl structure car1 allso be 

enlployed for supporting several temporal scalability levels. As shown in Fig. 2.7, 

the key frames ( Io /Po)  represents the coarsest supported temporal resolution, and 

the t!emporal resolution could be refined by further including the B frames of the 

next temporal levels. 

2.3.6 Combined Scalability 

The wide range of spatial, t'e~nporal and SNR scalability can be easily conlbined 

into a layered coding scheme. The coding structure depends on the scalability 

space that is required by the application. 

An cxamplc of the combined scalable video coding scheme is provided in Fig. 

2.11. where Lz, and H: represent the temporal low-pass and high-pass frames, m is 

the index of the scalable layer, and n indicates the temporal level (same as in Fig. 

2.6). The sequence with QCIF spatial resolution is first encoded at a frame rate 

of 15Hz as Layer 1. By using the inter-layer prediction method, Layer 2 with CIF 

spatial resolution is encoded from t4hc up-samplcd information of Layer 1. Layer 
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Layer 1 
QCIF 15Hz 

Spatial 
upsampled 
frames 

Layer 2 
CIF 15Hz 

Layer 3 
CIF 15Hz 

Layer 4 
CIF 30Hz 

Layer 5 
CIF 30Hz 

i inter-layer 
& prediction 

Figure 2.11 : An example of conlbiiled scalability. 

3 is achieved based on Layer 2 by the SNR refinement. By additioilally encoding 

the high-pass frames H!! the temporal frame rat'e is refined to 30Hz in Layer 4. 

Similar to Layer 3, Layer 5 is the SNR enhailcernent layer based on Layer 4. 
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Bit Allocation of Rate Control for 

3.1 Introduction 

Bit allocation of rate control is an important issue in video streaming applications. 

If the original video sequence is encoded with fixed quantization parameter (QP), 

a fairly constant quality reconstructed video could be achieved. However, the 

bits used for each frame can vary drastically, because the co~nplexity of frames is 

~ont~inually changing in a real video sequence. In the video application, constraints 

imposcd by tl(.cotic.r h1iffi.r size and nct,work ha~ulwitlth roq~~i rc  thc cncodnr to 

compress the vidco scqllcncc at  a near consta~lt bitrate. For the real-timc video 

cao~lllrlullic.ntion, a. srlialler buffer size is used to satisfy the low delay requirernerlt. 

Herr. r.;tt,e c~ontrol 1)rcornrs more challenging because a smaller buffer size can easily 

cause overflowing and underflowing problems. So, low delay video communication 

requires more accurate bit allocation strategy. 

There are two essential issues that should be considered when designing a hit 

allocation scheme for rate control. The first issue is about how to assign proper 
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target bits to each Imsic: urlit ljased on the current network baiidwititli ant1 buffer 

status. The second issue is about how to adjust the encoder parameters (i.e. 

quantization parameter) when encoding each basic unit to  meet the target allocated 

bits. According to  the sizr of tohe basic unit, rate control could be implemented a t  

the MB level, thc slice levcl or thc frame 1cvc:l [21]. The rate control at  smallcr 

basic unit level could achieve rrlore accurate target bits iriatcallilig allti better buffer 

regulation, at a cbost. of slight, c:oding c:fIic:ierlcy loss. 

Based on the classic bit allocation work 1531 [54] and combined with appropriate 

buffcr co~ltrol [55] [5ti], rat(: control has 1)(~.11 ~viticly str1dic:d ill digital vitic:o cotling 

standards and applicat'ions, such as TM5 [14] for MPEG-2 [lo], TMN8 1151 and 

TMN12 [16] for H.263 [ll] [I?], Vh18 [18] [19] for MPEG-4 Visual part 2 [20], 

JVT-GO12 [21] for H.264JAVC [22] and so on. For example, a simple linear rate- 

distortion model is employed in TM5: 

where K is a constant, R is the bits to encode each basic unit, Qs is the quantization 

step. It can be seen that a very simplified R-Q niodel is used in TM5, thus it cannot 

achieve accurate rate control. An irnprovemcnt proposed in [57] [58] is based on 

TM5 by iiitrotluc.illg an offset to indicate tlw overhea(I \)its its: 

where C is a parameter to specify the non-texturc bits. However, t,he improved 

TM5 still cannot provide precise rate control due to its simple R-Q niodel and 

roligh est,iln;ttio~~ of the off'srt . 
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In TMN8, a quadratic R-Q model is used: 

where o2 is the variation of the coding coeffic.ierlts witliin tlie basic unit. Tlie T M N 8  

rate control algorithm is designed for P frames in H.263 video coding. Compared 

to TM5: the TMN8 could achieve the target bit rate more precisely. However, 

because there is no homndary for the QP value adjustment. at MB level, the TMN8 

cooltl suffers largc mtc ront,rol crror whrll sccnc chiiligcs or high rnot~ioil occnrs. 

In VM8, the eniployed R-Q model is: 

where J4,4Dactml is the actual rueall absolute tiifference of the ~:urrerit. t~rtsic unit, 

K1 and K2 are the second and first order parameters of the R-Q model, and 

R,,,,,,, is the target texture bits and derived from 

with R,s,L, and Rp,,,-k,., being respectively the target sum bits and the predicted 

non-texture bits to encode the current basic unit. Note that both a* in TMN8 [15] 

and hlAD in Vh118 [18] [19] arc used to indicate the coding complexitjr of the 

spatial information. In GO12 [21] and our scheme, MAD is used as the complexity 

indicator. The VM8 algorithm is not suitable for H.264/AVC rate control. Due 

to the way rate di~t~ort ion optimization (RDO) is used in H.264/AVC [22], the 

AfADactllal is not available bcforc QP calculation. And tohc Rp,,,-,,,, is very hard 

to predict in H.264/A\W because of more conlplicated motion determination. 
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Besides the above standard rate control algorit'hms, a rate cont3rol scheme with 

pdomain source modelling is proposed in [59-611, where the relation of coding bits 

and quantization step is indirectly connected with p, which is the percentage of 

zcros a i n o ~ ~ g  thcx ql~,tiltizctl DCT roc~fticic~ilts. For t,llc transfor111 coding syst,cins, 

the rate function of the pdonlain is a linear function. A rate control scheme is pro- 

posed based on the pdomain ~ilodel. In 159 611, it was reported that the p-donlain 

scheine could achieve accurate ancl robust mt.r cont.ro1 a~icl buffer rrgnlat ion. Br- 

sides, the p-domain model could estimate the R-D curve before q~~ant~izat ion and 

entropy coding with low complexity. Thus, the p-domain based rate control is a 

potential candidate for real-time visual comm~inication. However, the derivation 

of the p d o ~ n a i n  rate control is based oil previous ~ t~andards  (MPEG-1, hIPEG-2, 

MPEG-4 Visual part 2, H.261 and H.263), where the RDO is not employed for rno- 

tion determination. When RDO is used in H.264/AVC, p (the per~ent~age of zeros 

among thc ql~antizcti DCT c'ot~ffiric~nts) rannot ba ost,in~at,t\d l)cforcx motioil c.stiinit- 

tion. Therefore, it is dcsired to dcvclop a rate control for thc current H.264/AVC 

video codiilg ~ t~andard .  

Coinpared with previous standards of MPEG- 1, MPEG-2, hIPEG-4 Visual part 

2, H.261 and H.263, there are two more challenges for rate control in H.264/AVC: 

(i)  Since rate di~t~ort ion optimization (RDO) is used to  search for nlotion infor- 

111atiorl in H.264/AVC [El, tllc yuantizatiorl paraincter (QP) afii:cts both the 

motion estiination and the spatial quantization steps. This means that be- 

fore the QP value is determined, the actual MAD is not available to indicate 

the coding complexity of the current frame. On the other hand, MAD is an 

important variable for det?errnining the QP value. How to  adjust QP witjllolit 

the actual MAD is a Q P  dilemma. 

(ii) With a much more coinplicated inotion cstiinat,ion st'rategy adopted by the 
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H.2641AVC standard [22], a higher percentage of the bits for encoding motion 

information is required when compared to the previous standards (MPEG- 

1, MPEG-2, H.261, H.263), especially at  low bitrates. And the amount of 

these non-texture bits fluctlmtes with hard-to-predict property, so it cannot 

be simply predicted. 

One rate control scheme with tIemporal MAD prediction method and VM8 [18] 

[19] based R-Q quadratic model was proposed by Z. G. Li et a1. in JVT-GO12 [21] 

and wa,s adopted by JVT in the H.264lAVC reference model Jkf9.8 [62]. In this 

and 

hfADpred,temp [i] = I'l [i] x AIADactl,al [i - I] + Y2[i] (3.7) 

where iZ.IADpred,te7,zp[i] denotes the temporal predicted MAD of the current basic 

unit in frame i, AlADaCtual [i - 11 denotes the actual MAD of the co-sited basic unit 

in the temporal previous residual frame. Yl[ i ]  and Y2[i] are tlie first-order and 

zeroth-order parameters of this linear prediction model, which would be updated 

after encoding every basic unit. 

However, therc are two problems in fhis existing H.264/AVC rate control scheme: 

(a) Inaccurate MAD prediction,: 

If MAD fluctuates due to high motion or scene changes in the test sequence, 

the linear model performs poorly for slich sudden changes. And the updated 
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3.2 Rate Distortion Optimization in H.264/AVC 

In tthe rate control scherncs, the ~tat~istics of the current predicted residual frame 

collld be used as a measure of coding complexity, such as the variance of residual 

c+oefficirrlts usrtl ill 'I'hIN8 [15] and the IrleaIl al~solute differerlcae (XIAL)) used ill 

VM8 [18]. These actual statistical data must be calculated based on determined 

motion infor~nation. In the previous video coding standards (MPEG-1, MPEG-2. 

H.261, H.263). the motion information is estimated by: 

mv = arg min { D,,,, ) 
rn.c1 E r. 

where m,u is the determined MB motion vector, r is the motion search range, and 

Dm, is the. lrlc.wn absolute. diffcrrllcc ht.twvcc~l t21c cllrrt:nt original MB and the rcfcr- 

ewe  MB. As the QP value is not involved in the motion estirnatioll step, the actual 

statistical illformatiorl could be derived independent of the QP value. Therefore, 

the QP value could be naturally adjusted between the motion conlpensation step 

and the spatial quantization step to meet the required coding bits of rate control, 

as shown in Fig. 3.1. 

Input Mot ion Adjusted For Entropy MAD 
Video Info. QP Coding 

ME w/o 
MC , 

QP Spat. 
RDO Adjustment Quan. 

b 

Target Bits 

Figure 3.1: The flowchart of rat'e control for previous standards (MPEG-1, hlPEG- 
2, H.261, H.263). 
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Adjusted 
QP 

Figure 3.2: The flowchart of rate control for H.264/AVC. 

Input Motion 

One of the distinguishing propertlies of the H.264/AVC standard is its imple- 

rrientation of rate distortiorl optirllizatioil (RDO) tto deterrnine inotion inforlna- 

tion 1231. This work is based on the classic rate-distortion theory [66]. With RDO, 

Lagrangian method is used to provide optinlal bit allocatioil between motion in- 

formation ant1 rc!sitli~;~l cocfficicrit s. h~Iorcovcr, ill H. 264/AVC, t,hc part it ion of 

one MB for motion conlpensation varies from the set {INTRAlGxlG, INTRA4x.1, 

INTER,16xl6, INTER16x8, INTER8xl6, INTER.8x8, INTER8x4. INTER4x8, IN- 

TER4x4. SKIP, DIRECT) [42]. Both ~not~ion estimation and mode decision should 

be optimized by using the Lagrangian rnetllod [23]. The motion estinlat>ion to de- 

termine  notion vector of every partition is obt'ained by minimizing: 

Adjusted For Entropy 

where R,,, denotes the hits to cncode the n~ot~ion vector: and A,,,,,,, is the Lagrange 

inultiplicr for motion estimation. After the motion vectors for all kinds of motion 

rrlodes are estimated, the best rrlotion Inode is chosen by r~lir~iinizirlg: 

Video Info. MAD QP Coding 
ME w i t h  

b MC 
QP Spat. 

RDO * Adjustment Quan. 
D 

Initial 
QP 

Target Bits 
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where D,,, is the suirl of scluaretl tliffererlc~e (SSD) between the origiriwl MI3 and the 

reconstructed MB: RcOpfl is t,hr 1)it.s to encode the quantized resitlual c~orfficirnt.~, 

and Amode is the Lagrange multiplier for motion mode decision. The above Anlotion 

and Amode are decided empirically in [23] as: 

Thcrc\foro, in H. 264/AVC, CJP afic:ct s l~o th  tho motion tfct,cr~ninat ion and spa- 

tial residual q~ant~ization. In this way, the statistical data of thr  residual frame, 

such as the actual MAD used in VM8, changes wit,h the QP value adjustment as 

the adjusted QP value also influences the motion information. As shown in Fig. 

3.2, QP value adjustment with actual MAD requires the processing of the motion 

determination multiple of times. This is not desirable in real-t,ime applications a! 

motion determination is the most time cons~lming part of the whole video coding 

procedure. 

3.3 Improved MAD Prediction 

To solve the QP dilemma caused by RDO in H.264/AVC, one simple linear model 

is proposed in [21] to predict the RIAD using previous t,einporal information, as 

described in Eq. 3.13. This MAD prediction using previol~s temporal information 

is not accurate when MAD changes abruptly due to high motion or scene changes. 

h/Ioreover, this temporal prediction model is only updated by the available actual 

MAD data, which means t>hat this linear model only propagates the inherited 

temporal property of the previous actual MAD. Thus, the updated model is unable 

to predict current changcs. and is less sensitive to input data fluctuations. This is 
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not desirable for a model which is to be used to capture abrupt input changes. 

CREW QCIF 15Hz 

O0 
1 18 35 52 69 86 103 120 137 

Frame Index 

MAD-ac tual 

MAD-direct 

FOOTBALL QCIF 15Hz 

O0 
1 15 29 43 57 71 85 99 113 127 

Frame Index 

MAD-ac tual 
MAD-direct 

Figure 3.3: The comparison of actual MAD and direct MAD at  framc level. Anal- 
ysis of the P frames from CREWlQQCIF-15Hz and FOOTBALLQQCIF-15Hz se- 
quences, IPPP structure with QP=40. 

If some other information that is helpful for predicting MAD could be collected 

before motion determination, then the Q P  dilemma co111d be solved. For the frame 

level rate co~lt~rol (where the basic unit is one frame), after ailalyzing the original in- 

put frames, we find that AfADdirCct is somewhat related to AbfADactuac. hfADd,,,,t 

is R 1n~as11r(> to 0va111itt0 tlle d i f f c r ~ n c ~  i ~ ( \ t ~ ~ c ( : i ~  t,hc rllrr(\xit original franio and thc 

previous re~onst~ructed frame, which could be calculated without motion informa- 

tion (as all mot>ion vectors arc set to zero). Two example cllrvcs of A4ADdZrect and 
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MADactTLal at  the frame level are shown in Fig. 3.3. It could be observed that the 

fluctuation of AfADdirect always reflects a fluctuation of ilfAD,,t,,,l, especially for 

abrupt changes. Thus? AfADdzrecl is a kind of spatial information of the current 

frame, and collld hclp in the predi~t~ion of AdADactuoI through another spa,tial linear 

prcdiction model: 

AfADpred,spat [i] = Z l  [i] x AfADdzrect [i] + 2 2  [i] 

where ~!LfADpTed,spat[i] is t'lie spatial predicted 14.4D of the currerit basic unit in 

frame i, AfADdir,,,[i] represents the direct MAD of the current basic unit in frame 

i, Z l  [i] and Z2[i] are the first-order and zeroth-orcler pa,rameters of this linear 

prediction model, which would be updated after encoding every basic unit. 

Altjho~igl~ the ahovc spatial MAD prctli~t~ioil rollltl c~ffi~iciit~1-y prctlirt t,hr abrupt, 

changes of MAD, for some seqllences with fine tcxture details or irregular regional 

motion, t,his spatial prediction model sometimes does not work as well a t  the frame 

level. Therefore, we introduce the following two similarity rneasures to indicate the 

rfficienc~irs of t,c.mpor;tl MAD prrdic:t.ioil rnotlrl ant1 spatial MAD prrtliction rrlotlel: 

where S is t,hr rlurril~er of MALI sarllples usrtl t,o rrirasure 1'. Tllr irirtliod to 

predict MAD could then be adapttively switched between the spatial model and 

the temporal model: 

if [i] > [i] then 

hlADpred,adopt [i + 11 = AJADpreds,mp [i + 11 
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else 

MADpred,adapt [i f 11 = hfADpred,spat [i + l] 
end if 

The comparison of MADpred,temp and &fADpred,adapt is given is Fig. 3.4. Mean- 

while, tlie predictio~i errors of differelit r~lodels and the percentage of terriporal 

model in use are nleasured at  the frame level. The det,ails are sllown in Table 3.1. 

Figure 3.4: The comparison of actual MAD, linear predicted MAD and pro- 
posed adaptively predicted MAD at frame level. Analysis of the P frames from 
CREWQQCIF-15Hz and FOOTBALLQQCIF-15Hz sequences, respectivelj~. IPPP 
structure with QP=40. 

From Fig. 3.4 and Table 3.1, it is clear that our adaptive model could a d a p  

tively switched between the temporal model and spatial model to achieve a more 

accurately predicted MAD. Compared with the temporal MAD prediction model 
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Table 3.1: The Percentage of Temporal Model in Use and The Prediction Error of 
Diff(:rc>ilt Motlels tit Fraino Lcvc.1. IPPP st,rllctllrc with (JP=40. 

Sequence temp. predictor Prediction Error 
QCIF 15Hz in use temp. spat. adapt. 

TABLE I 19.6% 1 0.49 (7.3%) 1 0.24 (3.6%) 1 0.22 (3.2%) 
I 

FOOTBALL I 16.2% 
BUS 51.1% 1 0.77 (11.8%) 1 0.59 (9.1%) 1 0.59 (9.1%) 

CREW I 23.3% I 0.21 (2.0%) 1 0.34 (3.2%) 1 0.19 (1.8%) 

proposed in JVT-GO 12 [2 11, our adaptive rnodel is sigrlificantly better, especially 

for the sequences with high motion or scene changes. 

Similar idea can also be applied to the MB level MAD prediction. Here, the 

ILfADdirect could be calculated based on neighboring predicted motion information, 

which is easilv available without motion estimation. Because the motion vectors 

for neighboring partitions are often highly correlated, the motion vector predicted 

fro111 nearby vectors is often close to the final determined motion information. 

So in the MB level rate ~ont~rol ,  ltfADdzrect derived based on predicted motion 

vector is more correlated to hiADoctsal than hfADd,,,,t derived without any motion 

information, and in this way 121 ADdlTecl could reflect more regional properties such 

ns rcgional high motion and fine tcxtllre. The similarity measurcment could also 

be erllployrtl to atlaptively c.lioose the 1rlor.e rffioient MB level MAD pedictioil 

scheme, as described before. 

Fig. 3.5 compares our adaptive MAD prediction model and the temporal MAD 

prediction model at  the LIB level. It is clear that our proposed scheme is better a t  

predicting regional abrupt changcs due to regional high motion and fine texture. 

In summary, our proposed MAD prediction model can accurately estimate the 

statistical property before motion estimation, especially when high motion or scene 

change happens. Our bfB level adaptive MAD prediction further improves the 

prt\tlict,ion cfficic~ncy when rcgional high motion or finc tcxtllro occllrs. 
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Figure 3.5: The comparison of actual MAD, linear predicted MAD and proposed 
adaptively predicted MAD at MB level. Randomly analyzed the 67th frame 
from HARBOUROQCIF-15Hz, 90th frame from FOREMANQQCIF-15Hz, 35th 
frame from FOOTBALLQQCIF-15Hz and 5th frame from CREWQQCIF-15Hz 
sequences, with QP=40. 
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3.4 Sum Bit R-Q model 

In the rate control schemes for the previous st>andards (MPEG-1, MPEG-2, H.261, 

H.263) [Id-16,18,19], the amount of non-textl~re bits of the current basic unit is 

simply predicted from the recent encoded basic units, for exarliple by averaging. 

So, the amount of texture bits is derived as Eq. (3.5). In previous standards, the 

amount of bits used for non-texture encoding is ~nuch less than the texture bits. 

and the amount of non-texture bits varies smoothly. So the prediction error of 

Eq. (3.5) is still ~ccept~able. However, the H.264/AVC standard newly introduces 

nlaIiy cornplicated lnotion estimation niodes [22], which leads to some increase of 

t .11~ lion-t.ext.ure bit,s. At the sitrne time, due to t,llr tl~:velol)ir~t~nt o f  more efIicbient, 

mot,ion estimation, the energy in the residual frame is reduced. Therefore, non- 

texture bits occupy a higher percentage of the sum bits, especially at low bitrates. 

And there also exists hard-to-predict fluctuations in the non-texture bits, as shown 

in Fig. 3.6. So Eq. (3.5) might not be suitable for estimating the aniourlt of texture 

bits for H.264/AVC. The prediction of non-texture bits with fluctuation is a very 

complicated task, and the error of such prediction will finally yield a poor rate 

control result. 

To solve this problem, we found that the process of predicting the amount of 

non-texture hits might he abridged if one model could be formulated to directly 

relate the amount of sum bits to the QP value. From empirical  result,^, the MAD 

could be used as a complexity indicator to encode one frame into sum bits. The 

linear relationship between sum bits and MAD could also be observed in Fig. 

3.7. To construct an R-Q model, onc approach is to analyze the structure of the 

video processing and the statistical propcrtics of the video data. This is called 

the analytical approach. Another approach is to derive the R,-Q relationship based 

on several sampled values, which is called the empirical approach. Our proposed 
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Figure 3.6: The variation of the amount of texture bits and non-texture bits. Anal- 
ysis of HARB0UR;QCIF-15Hz, FOREMANQQCIF-15Hz, FOOTBALLOQCIF- 
15Hz and CREWOQCIF-15Hz sequences, with QP=40. 
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approach is based on the result in [14] and [21], which belongs to the analytical 

approach, but we make some improvements according to the empirical result. 
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Figure 3.7: The relationship between sum bit and MAD with fixed QP=40. Anal- 
ysis of FOOTBALLQQCIF-15Hz and CREWQQCIF-15Hz sequences. 

Bec.ause tlie (?I) value affects hotli lriotiori arid texture inforrrlation in H.264/AVC, 

it, is not sufficierit to just cborisider the relatiorisliip ljetweeri QP value and tex- 

ture bits. One example of the relationship among MAD, QP and texturelnon- 

texture/sum bits is shown in Fig. 3.8. It can be observed that both - and 

Non-Text Bit 
114 AD are monotonic increasing with 1, so their sununation should also be a 

Q P  

 sun^ Bi t monotonic increasing function. The relation between -iii-;iiT- and ' is also shown 
QP 

in Fig. 3.8. The problem here is to find a mathematical model to approximate this 

Sum Bit monotonic increasing relation between and 1. One can employ either the 
Q P  

quadratic or the linear model: 

x 1 [i] 
Rsum [i] = n f A D p r e d . a d a p t  [ I ]  X - 
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where R,,,[i] is the target sum bit of the basic unit to be encoded. ~vhic11 could be 

c:itlc:uliit.rd il(-(-ol.(ii t ~ g  t.o t .11~~ t)~ilfer statas and the remaining bits. X 1 [i] and X 2  [i] 

are two paranlet'ers of the R-Q model, that could be updated wit11 linear regression 

method aft,cr encoding each frame, and Q,[i] is the Q P  value. 

Table 3.2: Conlparison of R-Q Model Accuracy. IPPP structure with initial 
QP=40. 

1:lathematically. the quadratic model could achieve more accurate approxirna- 

tion. One siirlulatio~l is carried out to test the R-Q lrlodel accuracy, and the result 

is given in Table 3.2. 111 this sirr~ulation~ all the three R-Q models are used at! 

the frame level, the target bit,s for each frame is set t30 a fixed value. All the R-Q 

models are updated with lincar regression method after encoding each frame. The 

sum bits and adaptive MAD prediction inethods arc employed in our quadratic and 

linear rnodels as in Eqs. (3.16) arid (3.17). Frorn Table 3.2, both our quadrattic 

and linear R-Q models with sun1 bits and adaptive MAD prediction o ~ t ~ p e r f o r ~ n  

the GO12 model (Eqs. (3.6) and (3.13) ). The quadratic and linear models have 

comparable approximation accuracies, but the QP calculation and the model train- 

ing process of quadratic model are more complicated. If MB level rate control is 

activated, the Q P  calculation and model trailling of quadratic rnodel for each MB 

will signific.itnt.ly inc*rr;tsr t.hr encotling c~o1nl)lrxity. To trade-off t.hr cor1lp1~xit-y itrltl 

accuracy, linear model is clloserl in our scheme. Compared to the GO12 model, the 

approximation error is reduced by up to 33% with our linear model. The accuracy 

of the linear appro~irnat~io~l is also specified in Fig. 3.8 by the R-squared value 

Sequence 
QCIF 15Hz 

CREW 
CITY 

AIIOBILE 

Target 
Bits 

2000 
800 
2266 

h~lisnlatcll 
GO12 

638 
186 
524 

Ours, quad 

471 
102 
366 

Ollrs, linear 

475 
124 
359 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



3.4 Sum Bit R-Q model 53 

SSE  
I - -  

SST 

SSE  = C(Y,--Y?~)~ 

and 

SST = (C yi2)  - (C YzI2 
n 

Ex2 is an indicator from 0 to 1 that reveals how closely the approximated linea,r 

function (I?,) is to the actual data (Y,). The approximated linear function is most 

reliable when its R-squared value is a t  or near 1. SSE stands for the sum-of- 

squares error, and SST is the sum-of-squares tot'al. Note that ,  in H.264/AVC, t,he 

relationship bctwecn QS (quantization step) and Q P  is logarithmic as shown in Eq. 

(3.24). Q P  values of 20 to 40 correspond to QS values of 6.5 to 64. So the hitrate 

a t  QP=20 is alrnost 10 tirnes that of the bitrate a t  QP=4O. This bitrate range is 

sufficit:nt t.o cover t.hr video quality from high to low. The QP values ollt,sitlr this 

range are seldom used for real time video communication. Therefore, in Fig. 3.8, 

the relationship betwcrn - and ' is only shown for Q P  value that ranges 
Q P  

from 20 to 40, and the Q P  values of this rangc art: widely nsed in this research 

area [65,67,68]. Moreover, Q P  value is usually adjusted within a small range for 

the successive frames to lllaintain a smooth visual quality. Clearly, the proposed 

linear model can also work properly within such a small range, even with very high 

or very low Q P  values. 
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Therefore, with the linear R-Q model of Eq. (3.17), Q,[i] could be calculated 

based on RSum[i] and MADpred,adapt[z], which are both available before motion 

estimation. 

FOOTBALL #l 

7000 
n 6000 
2 5000 
\ - 4000 
5 3000 
; 2000 
+ 1000 

0 
0 0.02 0. 04 0.06 

1/QP 

FOOTBALL #2 

FOORBALL #2 

4 4000 
5 3000 
; 2000 

+- 1000 
0 
0 0. 02 0. 04 0. 06 

1/QP 

FOOTBALL 81 

n 1200 - - 

2 1000 
.': 800 
m 2 600 
z 400 
g 200 
= o  

0 0. 02 0.04 0.06 

1/QP 

Figure 3.8: The linear relationship ainong TextureBit, Non-TextureBit, SumBit 
and QP. Randomly chosen 1st and 2nd P frames from FOOTBALLQQCIF-15Hz 
sequence, QP=20:2:40 (QP values are set from 20 to 40, with increase step of 2). 

FOOTBALL #2 

P 1200 
5 1000 
.z 800 

600 
2 400 
g ZOO 
= 0 - 

0 0. 02 0. 04 0. 06 

l/QP 

A similar linear R-Q model has been used in some rate control work [65] based 

on TM5 [14] for MPEG-2 rate control: 

where K and C are two co~ista~its and could be calculated based on the texture 
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bits and non-texture bits after encoding each frame. The zeroth-order parameter 

C is the average bits to encode the motion information and other header bits, and 

it is a kind of simple predicted value of non-texture bit,s, which is not suitable for 

the H.2641AVC standard. 

Coln~)an:(l with Ecl (3.21), tllcrcl ;irc1 throo diffc:rc~r~cc.s in our proposotl rnotlcl: 

(i) X2[i]  in our proposed sum bits R-& model denotes the prediction residual. 

Here, Xl [ i ]  and X2[i] are not related to the texture bit,s and non-texture 

bits. They could he updated by a lincar regression method after encoding 

each frame. In this way, the inaccurate estimation for the amount of non- 

texture bitas is abridged. The final rate control result is irnproved because the 

ilegat,ive effect, of inarc~irate t,c.xt.ure bits esti~nation is eliminated; 

(ii) "Q" in our proposed R-Q model is the quantization para'mcter instead of 

quantization step in Eq. (3.2 1). So the ~alculat~ion procedure between quan- 

tization parameter and quasitiza,tiorl step is also abridged. This reduces t,he 

computing complexity. 

(iii) MAD, which is used to specify the coding complexity, is a predicted value in 

our sum bits R-Q model, instead of actual ~ralnc in Eq. (3.21). 

3.5 Optimized QP Adjustment at MB level 

It is known that, for a zero-mean i.i.d. source, the distortion ( D )  versus uniform 

quantization step relation could be approximated as follows (691 [54]: 
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where Q, is the quantization step and E is a source dependent parameter. 

In the previous standards, the relationship between quantization step and quan- 

tization parameter is always linear: 

H.264/AVC has newly proposed integer transform and division free quantiza- 

tion [70], and the relationship between QS and QP beconles 

Qs = 2Qp'6 x v(Q, mode 6) 

where 

The relation between QS and QP could be accurately approximated as an 

exponential function, as shown in Fig. 3.9: 

where Cl and C2 are two constants. According to Eqs. (3.22) and (3.25), if we use 
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Relation of QP and QS in H. 264/AVC 

70 
60 
50 

g 40 
30 
20 
10 
0 
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QP 

Figure 3.9: The relation of QP and QS in H.264/AVC. 

mean square error (MSE) to indicate the D(Qs), the PSNR could be derived as 

~ 5 5 ~  
PSNR = 1 0 l o g l o m  

where a and b are t.wo constants. This linear relation of QP and PSNR could be 

observed in Fig. 3.10. 

At MB level rate control7 some MBs within onc region may share the same QP 

value to reduce the extra bits to encode QI' tliffererit*es, one regio~i iriay c>ontairi 

several continuous MBs which are connected to each other horizontally or vertically. 

To obtain reconstructed video quality over the whole frame, the PSNR value of 

the whole frame should be maximized with given target hits, as 

where N is the number of regions within each frame, and wi is the number of MBs 
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FOOTBALL #1 
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QP 

Figure 3.10: The linear relationship between PSNR and QP. Randomly chosen lst ,  
2nd, 3rd and 4th P frames from FOOTBALL@CIF-15Hz sequence, QP=20:2:40. 
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wit,hin the i-tll region. According to E,q. (3.17), the sum bits constraint is 

n! 
X 1 [i] 

Rsvm = ~ [ ( ~ ~ ~ ~ ~ r e d . a d a p t  [i] * - + X 2 [i] ) * ~ l ) ~ ]  

i= 1 Qp [il 

The classic Lagrange theory 1711 can be used to obtain the optimized QP value 

for each region: 

X 1 [i] 
Qp[il = 

Rsum - X2 ,,i] c:=, wk J- 

For sintplicity, the number of MBs within one region is set to 1 in our scheme, 

that means wi = 1, l  5 i 5 N. Then Eq. (3.29) becomes 

x 1 [i] 
Q p  [i] = RsTLm - NX2[i] J- 

where N is now the number of MBs in one frarne. Eq. (3.30) would be used to 

adjust QP at MB level in our rate contbrol scheme, which will be described in details 

in the next Section. 

3.6 Proposed Rate Control Algorithm 

With the adaptive MAD prediction rrlet,llod and the sun1 bitts R,-Q model, the 

detailed block diagram of our rate c0nt~1.01 scheme at  the frame level is shown in 

Fig. 3.11. There are essentially five stages for frame level rate control: frame level 

MAD prediction, frame level target bit allocation, frame level QP adjustment, MB 
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Frame Level 
M A D  Prediction 

Target Bit 

-I Frame Level QP 1  up^^^^ F::e 
Adjustment b y  Prediction 

Update Frame MB Level Rate 

I 
Finish One 

I Frame I 

J Yes 

Figlire 3.11: The block diagram of our rate control scheme at frame level. 
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level rate control, parameter updates of frame level sum bits R-Q model and AllAD 

prediction model. 

1. Frame level MAD prediction: 

The encoder adaptivcly chooscs thc MAD prediction model with higher predic- 

tiou cf3ic:ic~ilc.y frolrl cit.licr tIclmporal or spatial MAD prcdi~t~iorl rnotic.1, as ticscril)otl 

in Section 3.3. 

2. Frame level target bit allocation: 

The target bit to  encode each frame is calcdatted from 

Rsum [i] = (1 - N) x Rl [i] + CY x R2 [i] (3.31) 

where RsuvL [i] is the target slim bits to encode the i-th frame, including texture, 

motion and other header information; a is a constant that is set to 0.5 in JVT- 

GO12 [21]; 

i.e. Rl [i] is cstiinitt~cd froni thc prcviorls a ~ t ~ n a l  buffclr occllpil~lcy Bc, targc't bllffcr 

occupancy Bt, frame rate f and the available bandwidth I.%', with P set to 0.75 in 

.JVT-GO12 [21] with c:oric~rrn of tight buffer rrgulatioi~: 

i.e. RaCt[i - 11 is the average value of actual sum bits used t'o encode the previous 

frame, R2[i] is adaptively assigned according to the remaining bits and frame conl- 

plexity. In Eq. (3.32): R,[i] and N,[i] arc the amount of remaining bits and the 
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number of remaining frames in the current GOP before encoding the i-th frame: 

GOPsi,, is the size of GOP, y is a weighting factor that is set to 0.875 in our 

experiments, and a is a variable to specify the ratio of coding complexity between 

the current frame and previously encoded frame. a is introduced with tlie aim to 

adaptively allocate more bits to encode the frame with more information, and it is 

given by 

where iVADact,al is tlie average value of previous hfADactUal. a is further restrained 

as 

1 : 0.5 < a < 1.5 

a : else 

Eq. (3.37) aims to  activate the impact of a only when a sudden MAD fluctu- 

ation happens, e.g. caused by a real scene change or motion change. An example 

to show the effect of a is given in Section 3.7. 

Finally, with the hypothetical reference decoder (HRD) which has been defined 
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in H.264/AVC [72], the target suin frame bits are bounded by 

where LHRDL2] and UHRD[i] are respectively the lower and upper bounds of HRD 

for the current frame, they could be calculated as 

where I$reCOP is the difference i-~etweeil the target. bits aiid actual bits of the 

previous GOP, Bfurl is the full b~iffer size, which is tleterminetl by the current. 

bandwidth W and minimal 1111ffi:r dolay tiinc tdel,,: 

where p is a constant with the value of 0.9. 

3. Frame level QP adjustment: 

When the target sum bit to encode the i-th frame is determined, the QP value 

could be calculated by Eq. (3.17). Since the inaccurate estimation of the amount 1 
of texture bits is abridged by our refined R-Q model proposed in Section 3.4, the 

adverse rRect. cbitust~tl i ~ v  t.llr: ro~lgll set.tirlg o f  non-texture bit.s as a predicterl value 

is eliminated. 

To maintain the smoothness of visual quality within onc seqllcnce, the QP v a l ~ ~ c  
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is further adjusted bjr 

where Q,[i] is the Q P  value for the i-th frame, and a[i - 1) is the average Q P  

value for all MBs in the previous frame. 

The adjusted Q P  value derived from Eq. (3.42) is applied as t.he initial Q P  to 

the MB level rate co~ltrol of current frame. 

4. MB level rate control: 

The MB level rate control could he viewed as an optiorial furictioil in our scheme. 

If the size of the basic unit is set ns one frame, the A;IB level rate control is skipped 

by directly using t,he frame level predicted Q P  to encode all MBs within the frarne. 

For low tlcliz); applicat,ioil with small buff(:r size, the MB level rate control is always 

activated as it could help the encoder to achieve more accurate target hit matching 

arid buffer c.orit,rol at tlie caost of iriillvr cotling rffic*ieiic*y loss. 

MB level rate control could be further enhanced by another five steps including: 

MB level remaining bit,s calculatio~~. k1B level MAD prediction, MB level Q P  

adjustment. MB actual encoding, para~neters update of MB level swn bits R-Q 

model and MAD prediction model. The detailed block diagram of our ratc control 

schelne a t  the MB level is i l l~st~rated in Fig. 3.12. 

4.1 MB level r-elnainir~g bits calcz~latiou: 

The remaining bits of MB level rat,e control is initialized as RS,,,, which is the 

amount of target bits for current frame. For the following hlIBs, T is calculated a t  

the subsequent of MB level ratc control for each AIB: 
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Figure 3.12: The block diagram of our rate control scheme a t  MB level. 
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where Rnzb[i - 11 is t,he actual sum bits used to encode previous MB. 

4.2 MB level MAD prediction: 

At the MB level, the MADdzrecl is calculated based on the motion information 

predicted from spatial neighboring MBs, as described in Section 3.3. Note that 

the spatial correlation which co~lld be used to predict motion information is only 

available for tlie current MB. For all other rernaini~ig MBs, the predicted motioli 

vectors are zero, so their hlADdtrect sl~ould be calculated in the same way as the 

frame level. Our AdADpred,odapt always yields a more accurate MAD prediction 

because of the switching policy as described in Section 3.3. 

Sometimes when the encoding sequence is characterized with high regional mo- 

tion, sucli as FOOTBALL, a rougli rriotiori estirrlat-ion could he activatled as an 

optional function to obtain rnore accurate MAD prediction. At the start of MB 

level rate control, INTRA16, INTER16 and the most possible mode could be uti- 

lized to achieve mode decision with tlhe predicted frame QP for all the MBs within 

the current frame, here the most possible mode is set to the determined motion 

mode of the co-site hlB witliin the previous frame due to similarity of the terriporal 

motion. The illformation of these tthree modes are saved at  the encoder side, and 

the derived MAD is assigned to AfADpred,ad~~pt .  With this rough motion estimation, 

k~ADpred,,d,,t becomes more related to the ~1ADaCtual .  I11 the following motion 

determination step, these three modes of rough motion estimation are not carricd 

out anymore, tlieir iliforrnatioli could be obtairied directly frorn previously saved 

data, so this rougli rliotioli estiniat,iori would not incur Illore computing conlplexity. 

The only expense for this method is that the three modes are first processed with 

fixcd QP for all MBs, 111lt ot,hcr motlcs arc wit,h ,zdjnst,ctl CZP. Howcvcr, this cff'cct, 

could be neglected when the QP adjustment varies within a small boundary. 

4.3 iZfB level QP adjustment: 
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If the current MB is the first one in the current frame, its QP value is directly 

set to the frame level predicted QP. 

If t'he remaining bits before encoding the current RdB T[i] < 0, the QP value is 

increased by 1 to achieve frame level actual bits that are closer to target bits, i.e. 

Otherwise, the MB level QP could be adjusted according to Eq. (3.45): 

x 1 [i] 
Qp[il = Tli] - (IV - i)X2[i] 

The derived QP  value should also be restricted by the QP value of the previously 

encoded MB to reduce blocking a,rtifacts: 

Qp [i] = min{Qp [i - I] + 1, max{Qp [i - I] - 1, Qp [i])) (3.46) 

Moreover, the boundary to rnairltaiil visual smoothness along the temporal 

direction should also be considered, i.e. 

where specifies the average QP value for all MBs in the previous frame. 

Finally, the QP value sho~ild be restricted between 0 and 51, which is provided 

by H.2641AVC [42] : 
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4.4 M B  actual encoding: 

The final adjusted QP value derived from Eq. (3.48) could he applied to motion 

estimation with RDO to the current MB. The QP value is also used to derive 

QS which is applied to quantize the spatial data before entropy coding. The 

relationship between QP and QS of H.264/AVC is specified in Eq. (3.24). 

4.5 Parameters updates of MB level sum bits R-Q model and MAD p~edict ion 

model: 

After encoding each RIB, the encoder should update the parameters of the hlB 

level suin bits R-Q model and the linear MAD prediction model. 

First, one sliding-window mechanism 1181 is employed to adaptively choose thc 

previous H MBs to update the niodel as sa~nple data. The sliding-window size H 

depeiids on tlie fluct~at~ioli extelit of codiiig complexity (IZIADactual). For example, 

if the coding complexity changes abruptly due to scene changes or high n~otion, H 

should be adaptively set tto a smaller value so that less recent data is used. This 

sliding-window mechanism could be mathematically exprcsscd as: 

If hfADactua1 [i - I] 2 hJADactua1 [i] , 

else, 
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where H,,, is the maximal sliding-window size predefined as 20 in our experiments. 

AfADaCtual [i] is the actual MAD of the i-th MB of the current frame. 

After encoding each MB, the first-order and zeroth-order parameters (Xl[i] ,  

X 2 [ i ] )  of the R-Q model co~lld be updated with the recent H sample data using 

linear regression method. To reduce the negative impact of some erroneous data 

points during the R-Q model update process, some poor data sllould be further 

removed as outliers. The amount of target bits could be recalculated by the first 

updated R-Q model with given actual QP value, and some statistical properties 

(such as standard deviation) between the amount of actual bits and recalculated 

target bits colild be uscd as an indicator to reject poor data. Therefore, only 

representative data from the recent H candidates are selected to finally update the 

R-Q model. In this way, the R-Q model could be further calibrated by introducing 

the rejection criterion of outliers. 

Similar parameter update strategy with outlier removal is also employed to 

update the first-ordcr and zeroth-order paramcters (Y l  [i], Y 2 [ i ] )  of the traditional 

linear MAD prediction model. Note that there is no parameter update for our 

proposed direct MAD prediction model. 

5. Parameters updates of frame level s u m  bits R-Q model and MAD prediction 

model: 

The paran~et~ers of frame level sum bits R-Q model and linear MAD prediction 

rnodel could also be updated after the encodi~lg of each frame. This procedure is 

si~nilar to the MB level parameter update, except that the training sample data is 

from t'he frame level encoding. 

All the parameters mentioned i11 our scheme are listed in Table 3.3 and 3.4 

for the frame level and the MB level rate control respectively. Some parameters 

are predefined heuristically as constants. For example, ru is a weighing factor to 
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Table 3.3: The parameters used in the frame level rate control. 

the target sum bits to  encode one frame 
the bits cstirrn-lted frorr~ buffer orcupancy 

the bits estimated from remaining bits and frame complexity 
a constant 
a constant 

the available bandwidth 
the frame rate 

the target buffer occupancy 
the actual b~iffer occuparicy 

a const.arlt 
the anlount of the remaining bits 

the number of the renlaining frames 
the parameter to indicate relative frame con~plexity 

the itverilge bits to encode previous frarnes 
the size of GOP 

the average actual MAD of previous frames 
the lower HRD bound 

the higher HRD bound 
the remaining bits of previous C O P  

the full buffer size 
the buffer delay tirl~e 

a constant 

parameters I description I default value 
2: 

Table 3.4: The para~net~ers used in the MB level rate control. 
rxirameters I descrintion I default, value 

the index of frame I 

QP - 
QP 

the initial Q P  of the M B  level rate control 
the average MB Q P  value within one fra,me 

balance R1 and R2, and it is set to 0.5. ,B is c>oristarlt. 1.0 wriglli the 111iflrr rnismat.c:h, 

ant1 it is srt  t,o 0.75 for tight buff(xr rcglilatioii. Ot hc.r rc:aso~lal)ly tiiff(:rcx~lt sc.ttiilg 

of t,llc>sc; parainrtcrs will ilot uff(;ct t,hc final rcslilts significil~it,lp. 

Besides the advantages of adaptive MAD prediction model and slim bits R-Q 

nlodel wllich we already described in Sectiolls 3.3 and 3.4, there are two other 

irnprovenlents in our rate control strategy a,s co~npared to JVT-GO12 [21]: 

I I 

(a) o defined by Eq. (3.36) and (3.37) are newly introduced with the aim to adap- 

tively allocate more bits to encode the frame with higher MAD. It improves 

the subjective vidco quality for the frame with more information. 

i 
T 

Rnz h 

QP 
H 

H T ~ ~ z  

the index of MB 
the remaining bits for current frame 

the bits used for one MB 
the calculated Q P  for the MB 

the window size of update 
the maxinlal window size 20 
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(b) The frame level predicted QP value is used as the initial QP at the MB level 

rate control, instead of using the average QP of the previous frame. This 

ensures that the MB level rate control starts from a closer range to meet the 

target frame bits. 

3.7 Experimental Results 

The performance of our proposed rate control scheme for H.264/AVC is evaluated 

in this section. The simulation is implemented with the JVT reference software 

JM9.8 [62], in which JVT-GO12 [21] is a'doptcd to achieve rate control. To compare 

our scheme with JVT-GO12 for real-time application, the MB level rate control is 

activated for both schemes, all the test sequences are intra-coded for the first frame 

(I frame) and followed with subsequent inter-coded frarnes (P  frames). 

I GO12 I Ours I Red. I GO12 I Ours I Red. 
I 

Table 3.5: The Comparison of the Target Frame Bits Mismatch. 

I I I I I 

CREW 1 30.2% 1 22.0% 1 8.2% 1 19.4% 1 10.1% 1 9.3% 

HARBOUR i 34.1% 1 22.4% 1 11.7% 1 26.2% 1 6.6% 1 19.6% 
I I I I 

NIB RC - 

We first compare the percentage of target frame bits mismatch in Table 3.5 with 

frwrno skipping being t,lirncd off', as t,hc comparison of targc.t bitjs mismatch for t,hc 

t,wo sc-htmlcs wit,h difft:rc~lt ilunlbcr of skippcd frit1nc.s is unfair. Tllc comparison is 

implemented in both the frame level rate control ( "FM RC" in Table 3.5) and the 

MB level rate control ( "MB RC" in Table 3.5) for four sequences. The target bits 

mismatch is reduced by up to 28% witah our scheme. Fig. 3.13 shows this com- 

parison frame by frame at the MB level rate control for the sequences FOREMAN 

and HARBOUR. Fig. 3.14 prrsents the corresponding PSNR plots to Fig. 3.13. 

FR R,C 
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I FOKEhMh' with JVT-GO12 i 
! 

1 !3 0 "2 '"  .---.- -----"il=- .'- A"" - . 
1 -  1 -500 1 --163L4&61-76--91--106-12 1-136-151 

I F r a n c  Index  

FY)REklilh w i t h  our scheme 

I = 
i e  

, 
0 I 

1 1 16 31 46 61 76 91 106 121 136 151 
Frame Index 1 

I I 
i 

I 
1 HhRBOVK ai t h  JVT-GO12 
I I 

1 

I 

i Frame I n d c x  i 
I 
1 

i- 
i HARBOUR with our scheme 
I 

1 16 31 16 61 76 91 106 121 136 151 
Frame I n d e x  

Figure 3.13: The comparison of target frame bits mismatch between our scheme 
and JVT-GO12 at MB level rate control. Analysis of FOREMANQQCIF-15Hz and 
HARBOURQQCIF-15Hz sequences, with sequence initial QP=40. 
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Figure 3.14: The comparison of PSNR between our scheme and JVT-GO12 at MB 
level rate control. Analysis of FOREMANQQCIF-15Hz and HARBOURQQCIF- 
15Hz sequences, with sequence initial QP=40. 
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Figurc 3.15: Thc rorriparison of buffm status t)ctwccxi cfiff(:ront coding sclicrno 
at  MB level rate control. Analysis of CITYQQCIF-15Hz, FOREMANQQCIF- 
15Hz, BUSQQCIF- 15Hz and MOBILEQQCIF-15Hz sequences, with sequence ini- 
tial QP=40. 
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Table 3.6: The Comparison of Final Rate Control Result. 
I RC I Bitrate I Frame / Bit I Tgt. bit I PSNR - - Sequence 

Sch. (kb/s) Sk. n7as. Mism. (dB) 
FOREMAM GO12 19.06 15 0 468 27.55 

QCIF Ours 19.02 4 0 237 27.81 
15Hz Ours # 19.04 4 0 210 27.86 

FOOTBALL GO12 63.87 27 4253 641 26.01 
BCIF Ours 63.98 21 4321 440 26.27 

HABOUR 
QCIF 
15Hz 

SOCCER 
QCIF 
15Hz 

TABLE 
QCIF 
15Hz 

CR.F,\V 

I 

Ours # 63.98 8 4110 340 27.14 

GO12 20.07 8 0 300 24.54 - - -  

Ours 20.02 8 0 142 24.84 
Ours # 20.02 8 0 112 24.95 

GO12 32.09 3 0 458 28.74 
Ours 32.07 1 0 193 28.85 

Ours # 32.07 1 0 172 28.95 

GO12 32.03 5 40 661 30.69 
Ours 32.03 4 0 344 30.92 

Ours # 32.03 4 0 331 31.03 

GO12 96.04 2 420 753 30.10 
CIF Ours 96.04 1 488 376 30.05 
15Hz Ours # 96.02 1 43 1 355 30.08 

CITY GO12 40.07 10 0 852 26.73 
CIF Ours 40.04 10 0 473 26.81 
15Hz Ours # 40.04 10 0 45 1 26.85 

ICE GO12 30.14 5 0 552 29.49 
- - 

QCIF Ours 30.03 3 0 139 29.83 
15Hz Ours + 30.03 3 0 137 29.89 -----  

I - I I I I 

MOBILE I GO12 1 21.95 1 7 1 372 1 839 1 22.90 
QCIF Ours 21.95 7 337 824 23.05 
7.5Hz Ours # 21.97 7 334 528 23.14 . 

I I I I 

BUS I GO12 1 25.82 1 8 1 668 1 524 1 24.57 
QCIF 
7.5Hz 

Ours 25.82 8 597 367 24.66 
Ours Sf- 25.82 8 532 288 24.76 
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3.7 Experimental Results 

Figure 3.16: The comparison of recon~truct~ed video quality, the 77th, 78th, 79th 
and 80th frames of FOREMAN. (a) reconstructed with our scheme, (b) recon- 
structed with JVT-G012. 

Figure 3.17: The comparison of reconstructed video quality, the 62th, 63th: 64th 
and 65th frames of FOOTBALL. (a) reconstructed with our scheme, (b) recon- 
structed with JVT-G012. 
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3.7 Experimental Results 

Figure 3.18: The conlparison of reconstructed video quality. (a) reconstructed 

without o effect, (1,) recorlstructed wit11 CT effect, (c) details of (a), (d) details of 

(b). 
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3.7 Experimental Results 78 

For real-tirue vicleo c~orrirrlunicatio~~, the buffer size is set as 0.1 * bitrate. In 

other wortis; the rrlaxi~rritl biiffer delay is 1irnit.rd t,o 100nls 1.0 sat.isSy the low delay 

rc>clliircmcllt. Whcn thc hliffi>r is full, t h  cncoclnr skips franlcls lirltil thcrc is avail- 

ahlc spaci. ill thc buff(>r. iV11e11 t,ll(l I)llff('r is (:ixlpt,y ariti thc input bit to  the. b1iffc.r 

is smaller than the output bandwidth, b~sff(>r ulltlcrflowing will ca~lsc low cllanilcl 

utilization. The niajor objectives of our rate control sche~lie are to regulate the 

amount of  sum hit to encotle each P frame. rffit:iellt,ly ut.ilizr t'he buffer resource 

and provc.nt t,hc buffor from ovcrflowiilg ant1 undcrflowing. Duc to our proposccl 

accliratc hit alloratioll srhcmc, the bllffcr is ~voll controllctl. Thc h1lffi.r fiillncss 

status is compared in Fig. 3.15. Our scheme in Fig. 3.15 is without the rough 

rilotio~i estirliatioll which is rrlentiolied in Sectioll 3.6. It is obvious that the encoder 

wit.h our proposrtl rate colltrol srhrrnr out prrforrns JVT-GO12 for l)uffrr co~lt~rol. 

It1 trrirls of  t~uffer overflowing ant1 uiidrrflowing, the effect. of rate c~orlt~rol coiiltl 

also be observed from Table 3.6, where the scheme marked wit'h # denotes the 

rough motioll estimation (described in Section 3.6) being turned on. Our scheme 

c*oultl preverlt frame skipping a i d  baildwidth wasting more effectively. Note that. 

clue t,o thr  srrlall buffer size for low tlelay applications, after intra-coding the first I 

fral~le, s0111e P Sra~nrs are always skipped to tlrc*rrase t.ho t~uffer occ:upilricy 1)rlow 

100%. This kind of frame skipping is unavoidable for low delay cornlnu~lication 

with sniall size buffer. This is the reasoil wliy fralrle skippiug also ilappcns with 

our rate co~it~rol scheme, albeit to a much less extent,. 

When frame skipping is turned on, the difference between the actual frame 

bits and the target frame bits in terms of MAD is compared in Table 3.6. If the 

current frame is skipped due to buffer overflow. its bit inismatch is not calculated 

in the comparison. Because if a frame is skipped, thc encoder only uses a few 

bits to encode the "skip" information, this will indrsce a large nlismatch beheen  
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the target frame bits and the actual encoded bits for the skipped frames, so the 

skipped frame is not included when calculating the MAD of fra~ne level target bits 

mismatch to achieve a fair con~parison. In Table 3.6 the target bits mismatch is 

reduced by up to 75% with our scheme. 

Because of the optimized bit allocation and accurate QP adjustment, the en- 

coder with our proposed rate control scheme could also achieve better or conlpara- 

ble recon~truct~ed visual quality for most of the test sequences. Although the main 

advantage of our scheme is to improve the accuracy of the target bits matching, the 

experiment result,s presented in Table 3.6 shows an increase of luminance PSNR by 

up to 1.13dB (average around 0.33dB) at low bitrates. With a given target bitrate, 

if one rate control scheme skips more frames, then it would definitely allocate more 

bits to encode the other frames to achieve the target bitrate. In the same way, the 

rate control scheme with less skipped frames uses less average bits to encode its 

non-skipped frame, and thus achieves less PSNR value per encoded (non-skipped) 

frames. Using this PSNR to compare rate control schemes is unfair, because the 

distortion of the skipped frame should also be of concerned. In the rate control 

tests at MPEG-4 Visual part 2, frame repetition method is decided as the conllnon 

method to calculate PSNR, because the frame is also repeatedly displayed at the 

decoder side if the following frame is skipped. In this chapter, this kind of PSNR 

calculation is used, the same as that employed in [15]. 

Fro111 this corrlparison which is carried out with various test sequences, it is 

found that the function of rough motion estimation (marked with # in Table 

3.6 when activated) could help the encoder to perfor~n better rate cont,rol for 

sequences with high motion (e.g. FOOTBALL), but it has not such effect on normal 

sequences. So it is recommended that this optional rough estimation function is 

turned on only when the encoding sequence has the property of continuous high 
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value and reduced rluinber of skipped franies. 

The subjective comparison of reconstructed video quality is also sho\vn in Figs. 

3.16 and 3.17. With JVT-G012, the encoder skips the 78th and 80th frames of 

FOREMAN and the 63th and 65th frames of FOOTBALL due to ineffcctivc h11ffi.r 

control. In contrast, our scheme provides better motion continuity. 

motion. 

Note that CREW is a kind of sequence with abrupt scene changes due to 

camera flash, and our scheme adaptively allocates more bits to the frames with 

higher coding complexity. So, more bits are assigned to cncodc the frames with 

camera flash to improve the quality of such frames. This induces less bits left to 

encode other frames, and it is the main reason for the slight average PSNR drop. 

However this 0.07 tlB average PSSR tlrop is very t 1iffic.ult. t,o observe subject.ivrly. 

And besides PSNR, the number of skipped frames, which is reduced by- our scheme 

in CREW, is also important to evaluate subjective visual quality. So even for 

CREW, our proposed scheme also ontperforms JVT-GO12 with comparable PSNR 

The effect of the a parameter, which is specified in Eqs. (3.36) and (3.37), 

! 

is shown in Fig. 3.18. There is a scene change at the 131t8h fra~ne of the Table I 

sequence. Since human visual systein always pays more attention to new scene, 

more bits should be allocated to the beginning of the new scene to inlprove its 

visual quality. Meanwhile, due to high quality referencing frames, the predict-ion 

of subsequent franies can be improved. As a result, the coding efficiency can be 

improved. 
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3.8 Conclusions 

In this chapter, wc addressed the problems associated with the e~is t~ing H. 264/AVC 

bit allocation stlrategy for rate control JVT-GO12 [21]: inaccurate MAD prediction 

and inaccurate estirliation of the amount of texture M s .  We proposed a bit al- 

location scheme with adaptive MAD prediction and sum bits R-Q model for low 

delay application of H.264/AVC standard. Both the frame level and MB level rate 

control could be achieved by our scheme. 

There arc five ncw resl~lts/in~provcments introduced in ollr scheme: 

(1) A spatial MAD prediction model is presented, and it could capture tlie abrupt 

MAD cahitnges illore rffic*ient,ly. Tlie MAD could be predictetl atlaptively by 

choosing either the spatial or temporal model with the help of real-time es- 

timation of MAD prediction. This adaptive prediction model could achieve 

more accuratc 3IAD prediction at bot,h thc frame levcl and the MB level. 

(2) One sun1 bits R-Q rrlodel relating the arnount of sum bits and t,he QP value is 

created by abridging the inaccurate estimation process of texture bits. 

(3) With our proposed sum bits R-Q model and the relation of QP and PSNR 

in the H.264/AVC standard, the QP adjustment is optimized at  the k1B level 

with Lagrange t heory. 

(4) More bits are adaptivcly allocated too the frame when scene change or high 

niot.ion happens. 

(5) Instead of using the average QP of the previous frame, the initial QP at  the 

LIB level rate control is set as the frame level predicted QP value. In this way, 

the MB level rate control starts from a closer range to meet the target frame 

I 

I 

I 
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From the simulation results, our proposed methods always outperforms JVT- 

GO12 [21]. The ~nismatch between target frame bits and actual frame bits is 

rcdurctf by lip t,o 75%, aiid thc t)~ifT(>r O C C I ~ ~ R ~ ~ C V  is I T ~ I I C ~  hctlttcr controll(d t,o 

avoid overflowing (which causes f ra~nc skipping) and i~ndcrflowing (which causes 

bandwidth wasting). Meanwhile? both the subjective and objective reconstructed 

video quality are improved, and luminance PSNR is increased by up to 1.13dB 

(with an average of around 0.33dB) a t  low bitrates. 
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Region- Of-Int erest based 

Resource Allocation for 

Conversational Video 

Communication of H.264/AVC 

4.1 Introduction 

With the fast devrlopment of vidco communication technology, conversational mul- 

timedia services such as video telephony and video conferencing have become an 

important colnporient of personal comrnunication [13]. This kind of real-time coln- 

munication requires video coding strategy witall high compression ratio to achieve 

best video quality at  a given bitrate, s?no,ll hufff:?. for low-delay interactive com- 

munication, and low cornputin.g cornplexitg for easy implementation with personal 

video application tcrrniniils (c.g. handphone and PDA) . 

H.264/AVC [22] provides video compression strategy for video conferencing 
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and video telephony applications. The novel features of H.264/AVC significantly 

i~~iprove t.hr codirlg effic:ienc.y when c.ornparetf to the fi)rrnel- video cotling st,ail- 

dards [22]. However, the improvement is achieved at  the expense of extremely high 

computing complexity caused by the newly adopted trchnologies, especially those 

for motion estimation/motion compcnsation (ME/kIC), such as rate-distortion op- 

timization (RDO) based variable block size ME/MC, inultiple reference frarnes 

ME/MC, and quarter-sample-accurate ME/I\/IC [22]. It is diffic:ult, to integrate 

this type of complex encoder/decoder into personal terminals (e.g. handphone 

and PDA) for real-time video communication. Therefore, it is desirable to obtain 

;i good tradcoff bctwc:cn tJic coinputirlg corriplcxity aiitl t l ~  c.oiliprcssioii ratio. 

There are ina,riy int'eresting results that aim to find fast ME and rriode de- 

cision algorithms t'o simplify the coding complexity. The motion vector field 

adapt,ive search trc*hxiique (MVFAST) [73] effectively utilizes the corrrlation o f  

acljarcmt blocks for cfficicnt rnotioil vcctor tictcr~nination. Thc macro-block (bIB) 

level neighborhood information is exploited in [25] along with a set of skip mode 

coiiditions. In [26], the homogeneous region detection is used to propose a fast 

inter-mode block-size mode decision algorithin. In [27], a fast ME algorithm is 

derived by excluding the low-possi bility modes in the rnode-decision process. The 

propcrty of thc all-zero cocfficicilt block that is produced by yuailt,ization and co- 1 

cfficieiit thrcsliold is utilized in [28] to cffectivcly skip uiiliecessary ~riodes. Tlie 

scheme of [29] limits the candidate rrlodes t'o a sniall subset by pre-encoding a 

down-sampled small frame. Both motiori vector and rnode decisioris are jointly 

optimized in 1301. The transform domain property is utilized in 1311 to achieve ef- 

ficient motion mode determination. The result in [32] proposed a fast ME method 

based on the available motion information when transcoding H.264/AVC from 

MPEG2. The above fast ME and mode decision algorithms can be used to reduce 
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the computing complexity with slight quality loss. 

Alost of the fast algorithms give equal importance to every MB regardless of its 

relative importance to the human visual system (HVS). However, in many video 

applications, clients might pay more attoention to the region of their interest. For 

example, tihe shoulder and head video is always encoded in real-time video comrnu- 

nication, and the region-of-interest (ROI) of clients is usually not the background 

but the human face. Therefore, for both the encoder and the decoder, more re- 

sources including bits and computing power should be allo~at~ed to the human face 

to improve the overall visual quality. The research on the HVS has drawn a lot of 

at,tontioli [74-831, and t,lic: co~icopt of R.01 is an cfficicrit tool for tllc: classification of 

franie. Tllat, is, it, c>ould be usetl t,o tlivide a frarrle into several parts with different 

importance. When the available resources including bits and computing power a,re 

not enough, the ROI information can be used to optimally allocate the available 

rcsol1rcc.s to tliffi:rcllt parts of the frame. according to their relative importance. In 

this way, the overall visual quality could be optimized. 

There are three major problems when the concept of ROI is used in video 

coding: the detection of ROI, the ROI based bitas allocation, a,nd the ROI based 

cornputting power allocation. The former two have been well addressed and there 

are many interesting results. In [84] and [85], ROI is detected according to a two- 

level neura-l network classifier. The method of 1861 utilizes the method of fuzzy 

logic control to adaptively assign the weighting factors to each MB, hence different 

bits are allocated tzo each kIB according to its complexity of the rate distortion 

model. Most of the existing schemes [84-871 detect the ROI after ME, and the 

coding parameter (e.g. quantization parameter) is next adjusted to utilize more 

bits to encode the ROI. These cxisting ROI detection schemes cannot be directly 

used in H.264/AVC because there is a dilemma in the detection of ROI due to 
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4.1 Introduction 86 

the employment of RDO in the H.264/AVC. h~lotion information is very important 

for the detection of ROI and is available after t'he RDO. The RDO can only be 

performed after the value of QP is available. However, the value of QP can be 

calculated after the ROI is detectled. A similar dilcnlnla also exists in rate control 

of H.264/AVC [21], and it is properly solved by using the available spatial and 

temporal MAD to est1ilnate the actual MAD ill our previous work [24], and as 

presented in Chapter 3. Meanwhile, automatic ROI extraction based on the HVS 

is a rathcr tlifficult task. In tho rcccnt rcscarch of 1111man visual sensitivity [87], 

color contrast, texture contxast, motion, skin color and face detection are separately 

exploited and integrated together to reflect the processing ability of HVS. But this 

ROI detection algorithm is too complex to be irnplernented into real-time video 

communication. Moreover, the ROI based conlputing power allocation problem 

has not been well studied yet. It is necessary to consider it because the computing 

capacity of handheld devices is very limited. 

We address the above three problems in this chapter. A fast ROI detection 

scheme is proposed to detect the ROI before tlie ME, alid the dilemma ill the 

cl~tec.tio11 of It01 is t,hus solvecl. The direct f'rtirn~ cliE~1-~nc*e tinct the ski11-t)orle 

information are applied to detect the ROI. This detection scherne is very suitable 

for conversational video conlmunicatioil due t30 its simple derivation. An ROI 

based rate control scheme is then designed for H.264/AVC and this scheme is an 

irriproved version of that presented ill Chapter 3. In this riew scheme, a relatively 

larger portion of bit,s is assigned to encode the ROI such that the overall visual 

quality could be improved. Since this chapter focuses on the conversat~ional video 

con~munication, and the computing power of handheld device is usually limited, 

a simplified computing power allocation scheme is provided with the concern of I 
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4.2 Fast ROI Detection 87 

(e.g. ME modes, sub-pixel ME accuracy, ME search range and multiple reference 

frames ME) should also be properly adjusted to allocate more computing power 

to the ROI. The overall encoding time is saved due to the reduction of computing 

complexity in the region outside the ROI. 

The remainder of this chapter is organized as follo~vs. Section 4.2 presents our 

ROI detection scheme for H.264/AVC standard. In Section 4.3, the ROI based 

bit allocation is implemented with the rate control scheme proposed in Chapter 3. 

Computing power allocation with the det,errnined ROI is described in Section 4.4. 

With the proposed ROI detection method and t.he parameter adjustment strat- 

egy, our simplified system is compared to the JVT H.264/AVC reference software 

JM9.8, where the experimental results and discussions are shown in Section 4.5. 

Finally, the concluding remarks are given in Section 4.6. 

4.2 Fast ROI Detection 

4.2.1 Dilemma in the Detection of ROI 

The psychology of HVS has been studied for more than 100 years [88]. The a>chieve- 

ments on visual attention camn be used to process the video signal adaptively by 

allocating more noise or distortion to tile frequency or spatial area which is less 

noticeable to the HVS, and improve the visual quality to the frequency or spatial 

area in which the HVS is more interested in. In the recent research of visual sen- 

sitivity [87], a HVS model is set up by using the features of color contrast, texture 

contrast, motion information, skin color and face detection. Although the inte- 

gration of these features could properly indicate the perceptual quality significant 

map (PQSM) of HVS, the algorithms to extract these features [89-931 are ex- 

tremely conlplex and are not suitable for implementation with the real-time video 
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encoder witth limited computing power. 

Moreover, due to the RDO in trhe H.261/AVC, there is a dilemma in the de- 

tection of ROI. Afotion information which is the   no st important feature for the 

detection of ROI cannot he determined withol~t the valuc of QP. However, the 

value of Q P  would be further adjusted after the ROI is detected. 

Although similar dilerrlnla in the rate control scherue of H. 264/AVC has beell 

well known 1211, the dilemma in the detection of ROI in H.264/AVC has not been 

addressed yet. 

4.2.2 Simple ROI Detection Method for Conversational 

Video Communication 

In our scaherrle, the 1101 inforrrixtion is tlerived fro111 pixel t1iffererlc.e itlltl skill-toile 

indicator. 

To solvc thc dilc~nrna in tho dct,cction of ROI, the tiiE(x-c.rlcc bct,wcell conscclltivc 

frames before ME can be applied to design a fast ROI detection scheme. As shown 

ill Figs. 4.1 (h) , 4.2 (1)) itrlt14.3 (h), the. t,clrlporal diff(:rclicc of two consccutivc franlcs 

could be used to approxiinately indicate tjhe texture gradient and irlotion extension 

which are important when creating PQSllI [87]. 

Meanwhile, for the conversational application, skin-tone area should also be 

highlighted as the HVS always pay more attention to the skin area (e.g face) even 

without motion. In the video compression standards, t,he YCaC,. color spare is 

widely used [lo, 11,17,20,22]. Fortunately, the Y CbC, color space is similar to  the 

tint-saturation-luma (TSL) color space 194) which provides the best face detection 

result as compared to other color spaces (e.g. red-green apace [95]), and it is 

perceptually uniform [96]. Although some studies assumed that the chrominailce 

parts of the skin-tone arc independent of the luminance part [97-991, in fact the 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



skin-tone color is nonlinearly dependent on luminance in practice [loo]. In our 

scheme, the skin-tone detection is based on the model proposed in [loo], where 

the skin-tone color is nonlinearly dependent on luminance. The skin-tone model is 

presented by the centers (u(Y) and V(Y)) and spread of the cluster (Wu(Y) and 

WV (Y)) . The transformed chromiriance could be calculated as: 

V(Y) : Y E [125,188] 
V1(Y) = (4.1) 

38.76 +I54  : else (V(Y) - W)) * 

i U(Y) : Y E [125,188] 
U1(Y) = (4.2) 

(U(Y) -D(Y)) . -+lo8 : else 

where Y is t4he luminance value of the pixel, U(Y), V(Y) are the corresponding 

chrominance values, U1(Y), V'(Y) are the nonlinear functions between luminance 

I and chrominance values, and 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



4.2 Fast ROI Detection 90 

The skin-tone pixel is detected if the followi~lg elliptical model is satisfied for 

the transformed chrominancc: 

where 

[;] = [ cosa sin;.] [ u l ( v - q x ]  

- sin u cos n V r ( Y )  - q, 

and rn, = 1.6, m, = 2 . 4 1 , ~ ~  = 25.39,p, = 14.03; n = 2.53 rad, q, = 109.38 and 

q, = 157.02. These parameters arc set according to the tra'ining reslllt from HHI 

image database. The details of this part could be found in [100]. The detected 

skin-tone arcas are shourn in Figs. 4.l(c), 4.2(c) and 4.3(c). Becallse some area 

on the face (i.e. eyes, inoutll) nlay not be detected as skin, one low pass filter is 

further employed to dilate the skin-tone area to cover a larger face area, the dilated 

skin-tone areas are given in Figs. 4.1 (d). 4.2(d) and 4.3(d). Note that because HVS 

always focuses on the centter of the frame [lol l ,  the MBs on tthe boundary of frame 

is not incll~ded into tthe skin- ttonc detection. 

Because the video sequelice is encoded at t,lie MB level, tlie pixel level direct 

t1ifferrrlc:r anti skin-t;o~le i1ifosr11ati011 are combined to indicate the ROI importance 

at the MB level. Let p be a binary parameter to represent whether the pixel is 
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4.2 Fast ROI Detection 91 

Figure 4.1: Example 1 of ROI detection: (a) the 5th original frame of the FORE- 
MAN sequence at  QCIF spatial resolution; (b) t,emporal tliffrrrnce at pixel level; ( c )  
the detected skin-tone areas; (d) the dilated skin-tone area; (e) IRor at IvlB level; 
(f) initial detected ROI mask: (g) final det,ected ROI mask after mean filtering. 

detected as skin-tlone (I:= yes, O:=no), then 

where i is the MB index, j, k are the pixel index within one MB, FO and F1 are 

two continuous frames, &nd IROI is the ROI indicator at MB level. In Figs. 4.1 (e), 

4.2(e) and 4.3(e), IROI of each MB in the testing frame is described in a grey-level 

graphic, where the white color derlotes the rnaxirnal IRor of the testing frame and 

the black one denotes the minimal value. 

The procedure for creating the ROI mask with the IRoI information is given in 

the: following three steps: 
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4.2 Fast ROI Detection 92 

Figure 4.2: Example 2 of ROI detection: (a) the 22th original frame of the MISS 
sequei2ce at  QCIF spatial rrsolutiorl; (11) temporal tlitferrilcr at. pixel level; ( ( 2 )  t.hr 
detected skin-tone areas; (d) the dilated skin-tone area; (e) IRoI at  MB level; (f) 
initial detected ROI mask; (g) final detected ROI mask after mean filtering. 

(1) The IRoI a t  MB level is first scaled as 

where i is the MB index of the current frame, p[i] represents the importance 

of the i-th MB to detect ROI, TRor is the average IRoI of all the MBs in the 

current frame. p[i] is next bounded as 

~ [ i ]  = m = { p ~ .  nlin{p [i] , pu))  (4.11) 

where p~ and pu are t,wo constants to denote the lower and upper boundaries 

of p ,  set to 1.0 arid 2.0 respectively in our scheme. p[i] is further re-rnapped 
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4.2 Fast ROI Detection 93 

Figure 4.3: Example 3 of ROI detection: (a) the 73th original frame of the M&D 
sequence at. QCIF spat.ia1 rrsolulion; (b) trlnporal tlifkreiicr at. pixel level; (c) the 
detected skin-tone areas; (d) the dilated skin-tone area; (e) IRol at MB level; ( f )  
initial detected ROI mask; (g) final detected ROI mask after mean filtering. 

(2) With the assumption proposed in [loll  that HVS always focuses on the center 

of the frame, a frame boundary ROI mask is introduced as shown in Fig. 4.4. 

For the sequences with QCIF spatial resolution, the MBs in the upper row, 

and left and right columns are excluded outside the ROI region. For the CIF 

spatial resolution scqucnces, t hc boundaries arc extcnded wit, h one more MB 

width. The p values of the 2vlBs within the boundaries (MBs with black color 

in Fig. 4.4) are set to --T. 

(3) Thr initial ROI masks for tlifforcnt test scc41icncrs aftcr thc abovc two stcps 
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4.2 Fast ROI Detection 94 

Figure 4.4: The boundary ROI mask of one frame. 

are showri as grey-level graphic in Figs. 4. l(f) ,  4.2(f) a ~ i d  4.3(f), where white 

arid black colors respectlively derlotx the maximal and rriinirnal p values of ea,ch 

MB. Although these initial ROI Inasks could indica'te the ROI region well, the 

p values of the spatial neighboring MBs within a local area sometimes varies 

significantly. If the encoder allocates the coding resources to the ROI according 

to the p values within these masks, the visual quality of the MBs with high 

p values might bc a lot better than their neighbors. This will induce block 

artifac:t,s at the rtlge of It01 ant1 atlversely affeclt. the overall visual quality of 

the whole frame. To solve this problem, a weighted 3 x 3 mean filter iZ.I is 

applied to all the MBs inside the boundary (MBs with white color in Fig. 4.4) 

to smoothen the initial ROI mask: 

The: final cictc~tod R,OI rnasks for difforcnt tost sc~cluonccls aftcr thc ak~ovc t$hrcc 

steps are shown in Figs. 4.1 (g) , 4.2(g) and 4.3(g), where the p value of each MB 

is also specified into grey-level from white (maximal value of ki*. i.e. v) 
to black (inini~nal value of p, i.e --). The. I)loc.k itrt,ifact is c~fT(.cativc.ly 
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4.3 ROI Based Bit Allocation for H.264/AVC 95 

removed by the weighted mean filter. 

Thc above proposctl schcmc only iitilizcs thc tlircct fiamc difference ant1 the 

skin-tone information, so it could be easily implemented intlo an H.264/AVC en- 

coder without the involvement of QP to realize fast ROI detection for real-time 

video coinnmnication. Meailwhile, this ROI detection scheme could achieve impres- 

sive ROI mask of the HVS to prepare for further coding parameter adjustments. 

Not,c t,hat our R.01 tl(:t,cct,ion schcmc is vcry cEcctivc for t,hc convcrsat,ioi~al 

video, where the background is usually still and clients arc more interested in the 

human face of the foreground. Whcn the proposed ROI detection cannot work 

effectively for soirle other kiiids of vitlros, equal i1rlportalic:e could be give11 to each 

MB, or higher importance to the center region of the frame as t'he HVS always 

focuses on the center of the frame [loll. 

4.3 ROI Based Bit Allocation for H.264/AVC 

Bit all~cat~iori for rate corltrol is one of the rriost important open issues in video 

encoding. In Chapter 3, we have proposed a bit all~cat~iorl scheme for H.264/AVC 

rate control, but this scheme allocate bits with equal importance to every MB of 

the frame, regardless of its relative importance to the HVS. In fact, to encode the 

ROI with higher quality, more bits should be allocated to the MB which is more 

important to the HVS. 

Based on the classic ra8te-distort ion theory (661, RDO is employed in the H .264/AVC 

standard [23] to provide optimal hit allocation between motion information and 

residual information. An encoder with a smaller Lagrangian parameter usually 

could generate more encoding bits and achieve better visual quality. So smaller 
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4.4 ROI Based Computing Power Allocation 96 

QP value should be assigned to MBs i11 the ROI. The bit allocation with ROI con- 

cern could be easily implenlented with our previously proposed rate control scheme 

for H.264/AVC, as described in Chapter 3. 

To provide an ROI based rate control at the MB level, Eq. (3.27) is replaced 

1-nax { (a x Q, [i] + b) w [i] ) 

where w,,i] is the weighting factor of the i-tli MBs. It can be chosen to incorporate 

the importance of the i-th h1iB's distortion a,s 

Therefore, a larger w[i] is selected if the i-th MB is in the ROI. Similar tlo Eq. 

(3.45), the value of Qp [i] is derived as 

x 1 [i] 
'P'~] = ~ [ i ]  - ( N  - i ) ~ 2 [ i ]  J- 

* J ~ f i ~ - , D p e c i , a ~ p t [ ~ ~  w [i] 

4.4 ROI Based Computing Power Allocation 

The H.264/AVC [42] 1221 is the lattest international video coding standard which 

c:oul(l ac:hievc. a sigilificaailt i~rrprovr~nrnt i l l  tllr rate-tlistort,ioi~ rlfic:ie11cy. The 

H.264/AVC could provide half bit-rate savings cornpared with MPEG-2 [lo] which 

is the most common standard used for video storage and transmission, and the 

compression gain of H.264/AVC over H.263 [Ill is in the range of 25% to 50% due 

l.o diffrrellt type of applications. 
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When compared with the previous video coding standards, many new meth- 

ods [42] [22] are introduced in the H.264/AVC to enhance its compression per- 

formance, such as variable block size motion estimation, quarter-sample-accurate 

motion estimation a,nd m,ultzple reference frames motion estimation. The com- 

plexity of H.264/AVC cncodcr and decoder are significantly increased due to the 

employment of tllese new methods. Moreover, the personal video terminals (e.g . 

handphone and PDA) of the clients are always equipped with relatively low com- 

puting rapacity. Clcarly. it is very tlifficlilt to usc thc original H.264/AVC cncodcr 

and decoder for real-time conversational video communication. Therefore, both 

the encoder and the decoder sl~ould he properly simplified by adaptively adjusting 

the coding parameters with the ROI concern. These are discussed below. 

4.4.1 Encoder complexity 

4.4.1.1 MB candidate modes 

To reprcscnt more accurate motion field of moving objects to reduce the residual 

c.rror. thcrc arc. a totill of 7 tliff(:rc.nt MB partitioils (16x16. 16x8, 8x16, 8x8, 8x4, 

4x8, and 4x4) that are utilized in tlle H.264/AVC [42] 1221, as shown in Fig. 4.5 

[102]. 

For the htBs in inter frame, both the inter prediction and intra prediction are 

tried to select the prediction mode with minimal R-D (rate distortion) cost. 

For inter prediction, cach htB could he first split up in four ways, as shown in 

Fig. 4.5 (a): either one 16 x 16 MB partition, two 16 x 8 partitions, two 8 x 16 

partitions or four 8 x 8 partitions. If the 8 x 8 mode is chosen from these four 

modes with minimal R-D cost', each of the four 8 x 8 sub-MB within the MB could 

be further split in additional four ways, as shown in Fig. 4.5 (b): either as one 

8 x 8 sub-h4B partition, two 8 x 4 sub-bIB partitions, two 4 x 8 sub-MB partitions 
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16x16 type 16x8 type

\
\

8x16 type P8x8 type \
Level One (8) \

---huLe-~eJT-;o-- '\ ---------
--------~ ----~

CL~-- ~--=~ l11 AI)
------- --~----

8x8 subtype 8x4 subtype 4x8 subtype 4x4 subtype

(b)

Figure 4.5: The MB partitions of H.264/AVe.

1,".~
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4.4 ROI Based Com~uting: Power Allocation 99 

or four 4 x 4 sub-MB partaitions. These AlfB partitions and sub-MB partitions 

provide a large number of possible combinations within each MB. This kind of 

tree structured motion compensation partitions MB into motion compensated sub- 

blocks of variable size. 

0 (vertical) 1 (horizontal) 3 (diagonal down-left) 4 (diagonal down-right) 
M A B C D E F G H  M A B C D E F G H  

Figure 4.6: The intra prediction methods for 4 x 4 partition of H.264/AVC . 

For earth k1B; the intra prcdiction is carried out for ea,ch 4 x 4 block or for the 

whole 16 x 16 macro-block. Thcre are a total of nine intra prcdiction modes for 

each 4 x 4 block, as shown in Fig. 4.6 [I021 : 

Mode 0: Vertical predict,ion 

Mode 1: Horizontal prediction 

Mode 2: DC prediction 

Mode 3: Diagonal down-lcft prediction 

Mode 4: Diagonal down-right prediction 

Mode 5: Vertical-right prediction 

Mode 6: Horizontal-down prediction 

Mode 7: Vertical-left prediction 
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4.4 ROI Based Computing Power Allocation 100 

Mode 8: Horizontal-up prediction 

0 (vertical) 1 (horizontal) 3 (plane) 

Figure 4.7: The intra prediction methods for 16 x 16 partition of H.264/AVC 

And therc arc four modes for a 16 x 16 macro-block, as shown in Fig. 4.7 [102]: 

IlIode 0: Vertical predicttion 

Mode 1: Horizontal prediction 

Mode 2: DC prediction 

Mode 3: Plane prediction based on a linear spatial interpolation. 

The intxa prediction is spatially based on previously encoded and reconstructed 

blocks, and the residual infornlation is subtracted from the current block prior to 

encoding. 

Therefore, H.264/AVC provides more flexible prediction modes for each hIB 

in the inter frames from the set (INTRAl6xl6, INTRA4x4, INTERlGxlG, IN- 

TER16x8, INTER8xl6, INTER8x8, INTER8x4, INTER4x8, INTER4x4, SKIP, 

DIR,ECT). Both the motion vector and the MB partition rnode sllould be deter- 

mined with RDO using the Lagrangian method, and the final SIB xnode is deter- 

mined with the minimal R-D cost. However, RDO based ME and mode decision 

require a series of operations (e.g. motion vector estimation, quantization; integer 

transform, entropy coding, inverse quantization and inverse int egcr transform) for 
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101100 4.4 RDI Based Computing Power Allocation

each prediction Inode. Because of the many possible partitions of each 11B, it is

extremely computationally intensive to select the best mode fronl all the candidate

modes. Subsequently, the resultant conlputational burden challenges the personal

tenninals (e.g. handphone and PDA) for real-tilne video communication. Due

to the limited computing power of the encoder, nlore coding resources should be

utilized on the coding of l\!IBs in the ROI to guarantee the overall visual quality.

Therefore, it is desired to design an ROI based cOInputing power allocation scheme.

\Ve divide all the possible NIB partition modes into three subsets: subset 0

is {INTER16x16, SKIP, DIRECT}, subset 1 is { INTER16x8, INTER8x16, IN

TER8x8} and subset 2 is {INTRA16x16, INTRA4x4, INTER8x4, INTER4x8, IN

TER4x4}. As shown in Fig. 4.8 and Fig. 4.9, the partition subset with complicated

modes takes rnore percentage in the area with higher It values. Based on this ob

servation, a simple algorithnl is used to predefine the candidates for rHode decision

as follows:

if fL[i] = - JLU;JLL , then

The partition mode is chosen from subset 0,

else

if -0.5 < fL[i] < -0.25, then

The partition mode is selected froln subsets 0 and 1,

else

The partition rHode is chosen from subsets 0, 1 and 2.

end if

end if

In this way, rnost of the available cornputing power is allocated to the ROI and

the encoder is sirnplified by reducing the encoding cOInplexity of MBs in the region
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4.4 ROI Based Computing Power Allocation 102

(a)

(b)

(e)

Figure 4.8: The original testing franles are shown in the left colulnn and the final
detected ROI nlask and the lVIB partition Inodes for the sanle franles are in the
right column. RandolTI analysis of (a) the 8th frarne of FORElVIAN@QCIF 15Hz,
(b) the 17th frarne of lVIISS@QCIF 30Hz, (c) the 16th frame of lvl&D@QCIF 30Hz.
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)2 4.4 ROI Based Computing Power Allocation

- PV;JJJ' < p[i] < -0.25 -0.25 5 ,'li} <

103

£I MB partition subset O. •• MB partition subset 1,OMB partition subset 2

Figure 4.9: The percentage of the partition subsets for the rv1Bs within the sarne
range of IL value. Analysis of FORE:Lv1AN@QCIF 15Hz with QP=40.

outside the ROI. This scherne would induce slight difference between the derived

:Lv1B rllode and the actual best rnode through a full search for the NIBs in the region

outside the ROI. However, this would not adversely affect the overall subjective

visual quality.

4.4.1.2 The number of reference frame

Four prior-decoded pictures
as reference

Current
picture

Figure 4.10: The rnethod of rnultiple reference frarnes for H.264/AVC.
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4.4 ROJ Based Computing Power Allocation 104

Contrary to the previous standards which only allows the use of the frame just

before and/or after the current frallle as the referencing one(s), the H.264/AVC

standard enhances the coding efficiency by offering the option of rnultiple reference

frames in the inter-frallle coding. As shown in Fig. 4.10 [22], besides the lllotion

vector, the frame reference pararneters (~) are also transrnitted to the decoder

side. This concept could also be extended to bi-directional predicted frarnes. By

analyzing the reference franles of sequence FOREIVIAN(Q)QCIF 15Hz with QP=40,

the other reference frames (not the one just before and/or after the current frarne)

only occupy 4.3% of the non-ROI region (f.L[i] = _/-LU;/-LL), and increased to 25.9% of

the ROI (p,[i] > - /-LU;/-LL) area. Therefore, to save the coding cOlllplexity of lVIBs in

the region outside the ROI, the reference frallres of the lVIBs in the non-ROI region

are fixed to the frame just before and/or after the current frallle. The lVIBs in the

ROI could use llluitiple previously and/or subsequently coded frarnes as referencing

ones to lllaximize their qualities. The number of the candidate reference frames

could be pre-defined before encoding.

4.4.1.3 Sub-pixel accurate motion estimation

The H.264/AVC standard uses quarter-salllple-accurate nlotion vectors while most

of the previous standards only enable at rnost half-sample-accurate motion vectors.

The more accurate motion prediction provides the encoder a significant irnprove

ment of motion estilllation and lllotion cOlllpensation. The pixel value at the sub

pixel position needs to be interpolated as the rnethod illustrated in Fig. 4.11 [22],

in \vhich the original integer pixel is labelled by upper-case letters "A-U" and the

interpolated sub-pixel are represented by other syrnbols. The half-sanlple-accurate

pixels (e.g. b, h, rn: 8, CC, dd, CC, Jf) are interpolated fronl the integer pixel with

a one-dimensional six-tap FIR filter. For exarnple, the value at the location b in

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



4.4 ROI Based Computing Power Allocation

Figure 4.11: The method of interpolation for H.264/AVe.
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4.4 ROJ Based Computing Power Allocation 106

Fig. 4.11 is first calculated with the values at the integer locations E, F, G, H, I

and J:

b (E - 5F + 20G + 20H - 51 + J) (4.17)

The final interpolation value is further obtained as follows:

and

b

b (b+ 16»> 5

Inin(255, Inax(b, 0))

(4.18)

(4.19)

The half-sanlple-accurate pixel value at position j could be achieved by using

the one-dimensional six-tap FIR filter on the six samples at half-salnple-accurate

position as

J

J

J

(cc - 5dd + 20h + 20rn - 5ee + ff)

(j + 16) » 5

min(255, Inax(j, 0))

(4.20)

(4.21 )

(4.22)

In this \vay, to interpolate j, the values at the half-sanlple-accurate position (cc,

dd, h, rn, ec, jj') nlust be calculated first. COlnpared to other calculations for the

half-sanlple-accurate pixel, the interpolation for j is the most cOlnplex.

The values at the quarter-sample-accurate position, denoted as a, c, d, n, 1, i,

k, and q, are calculated by averaging the two nearest salnples at integer and half
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106 4.4 ROI Based Computing Power Allocation 107

sample positions, such as

a (G + b + 1) » 1 (4.23)

In a similar way, the values at quarter-sample-accurate position denoted as e, g,

p, and r are derived by averaging the two nearest samples at half sample positions

in the diagonal direction as

(4.24)(b+h+1»>1e

Table 4.1: The Calculation Conlplexity at Different Sub-pixel Position.
Exarnple position Isub-pixel accuracy I interpolation cornplexity

H integer no
b, h half 1 x (six-tap)

J half 7 x (six-tap)
a, c, d, n quarter 1 x (six-tap) + 1 x (two-tap)
e, g, p, r quarter 2 x (six-tap) + 1 x (two-tap)
i, f, k, q quarter 7 x (six-tap) + 1 x (two-tap)

FraIn the above derivations, it is dear that the sub-pixel values at different

positions are with different interpolation complexity. The calculation conlplexity

at different sub-pixel positions arc given in Table 4.1.

By analyzing the sub-pixel l'vIE of sequence rvIISS@QCIF 15Hz with QP=40,

the sub-pixel (both half- and quarter-pixel) "NIE only occupies 2.1% of the non-ROI

region, and increased to 42.7% of the ROI area. To achieve fast video coding for

real-tinle communication, the accuracy of motion vectors for the :LvIBs in the non-

ROI region is up to half-pixel, and the lvIBs in the ROI employ the quarter-pixel

motion estinlation. Note that the sub-pixel :LvIE in the ROI area could be further

optirnized with the concern of decoding interpolation conlplexity, as described later
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in Section 4.4.2.

4.4.1.4 Motion estimation search range

108

Figure 4.12: The relation of the percentage of motion vectors belongs to large
search range and the /-L value. Analysis of FORENIAN@QCIF 15Hz with QP=40.
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Let 3[i] be the search range of the i-th JVIB, and S be a predefined constant

that specifies the search range. As shown in Fig. 4.12, the rnaxinlal 1110tion vectors

belonging to a larger search range (> 0.53) occupies a higher percentage in area

with higher /-L values. Therefore, the search range of :NIB 'i is adjusted by

3[i] 3 * (0.75/-L[i] + 0.625) (4.25)

Obviously, a larger range could be searched for the :NIB with higher inlportance

to HVS, and the coding cOll1plexity of the less important regioll is saved.

4.4.2 Decoder complexity

The analysis of computing cOll1plexity of H.264/AVC decoder is presented in [103],

the interpolation caused by sub-pixel :NIE is the lllajor tiIne consull1ing part of the
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decoder, it could take up to 56% of the decoding tinle. In the conversational video

conlmunication, the computing power of user's terlllinals are lilllited. Besides the

predefined sub-pixel NIE constraints presented in Section 4.4.1.3, it is desired to

proposed an ROI based decoding-friendly scheme for the ROI region (fl > -0.5),

so as to allocate Inore decoder resources on the area with high ROI interest (high

Ii value). Therefore, the decoding cOInplexity should be optimized at the encoder

side.

In H.264/AVC, rate distortion optiInization (RDO) is used to deternline motion

infornlation [23], both motion estilllation and ll10de decision should be optimized

by using the Lagrangian method, as the description of Eqs. (3.9, 3.10, 3.11, 3.12)

in Section 3.2.

Inspired by the previous COlllputing power allocation work proposed in [104]' we

take the decoding cOInplexity into account by nlodifying the above rate-distortion

(R-D) cost functions of Eqs. (3.9) and (3.10) into rate-distortion-conlplexity (R

D-C) cost functions:

Jnw = {Dmv + Amotion' ILmv + 13motion . Cmotion}

Jmode = {DTee + Amode . (Rmv + Reoeff) + 13mode . C mode }

(4.26)

(4.27)

·where 13motion and ,6mode are the two Lagrange 11lultipliers to cOlllprolllise the de

coder complexity during Inotion vector and motion Inode determination respec

tively, emotion and C mode are the pararlleters to indicate the decoding cOInplexity

at rllotion vector and Inotion mode deterrnination stages respectively. Here, emotion

is calculated based on the interpolation cOlllplexity of the current lllotion vector,

and C mode is the SUIn of the interpolation conlplexity of all the motion vectors in
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the current lnode.

As described in Section 4.4.1, it is known that the sub-pixel values at different

positions are with different interpolation cOlnplexity. Based on the details in Table

4.1, the interpolation cOlnplexity of each illotion vector Cmotion is predefined as

C mode (1\1V) -

o

1

1.5

2.5

7

7.5

:W1V is at integer position

:~/IV is at position b, h

IvIV is at position a, c, d, n

~IV is at position e, g, p, r

:WIV is at position j

:WIV is at position i, f, k, q

(4.28)

The higher values of fJmotion and fJmode could save illore decoder complexity at

the cost of video quality degradation. To save rnore decoder resources froill the

R,OI according to each 1\1B's relative ilnportance, ,f3motion and ,f3rnode are adjusted

as follows:

fJmotion [i] = 80 . (0.5 - p[i])

fJmode [i] = 4 . (0.5 - p[i])

(4.29)

(4.30)

In this way, the areas with lower IL values could be decoded \vith less interpo

lation complexity.
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4.5 Experimental Results

The perfonnance of ROI based resource allocation scheme is evaluated in this

section. Several standard MPEG test sequences with QCIF (176 x 144) spatial

resolution are carried out in our experilnents. The sin1ulation is irnplemented with

the latest JVT reference H.264/AVC software Jl\t19.8 [62], in which JVT-G012 [21]

is adopted to regulate the bitrates while the rate control scheme proposed in Section

4.3 is en1ployed in our encoder. Since real- till1e conversational video cornlllunication

is studied in this chapter, all the test sequences are intra-coded for the first frame

(I fraIne) and followed with inter-coded fraInes (P fraInes). The buffer size is set

as 0.1 * b'itrate, i.e. the InaxiIllal buffer delay is liInited to 100nls to satisfy the

conversational low-delay requirement. One additional buffer size is also siIllulated

to increase the buffer delay to 500111S. ()ther coding paranleters are listed as follows:

• l\tlotion estirnation search range is set to 16 pixels.

• RDO is enabled.

• CABAC is enabled.

• The nUlllber of reference frallles is set to 2.

• Quarter-san1ple-accurate motion estimation is enabled.

Note that sorne of the above coding paranleters should be adaptively adjusted for

our ROI based COlllputing power allocation schen1e.

\Vhen the buffer overflowed, the encoder skips fraIlles until there is available

space in the buffer. vVhen the buffer underflowed, certain bandwidth will be

wasted. Thus, it is desired to design a good buffer control scheIne to reduce and

even prevent the buffer froIn overflowing and underflowing. Clearly, it can be
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Table 4.2: Cornparison of Our Scherne and JIVI9.8 with Coding Cornplexity Opti
rnization

Tgt. Act!. Frame tv'IE overall overall ROI IP
sequence Seh. bitr. bitr. bits time time PSNR PSNR camp.

(kb/s) (kb/s) Mism. (ms/f) (s/f) (dB) (dB) x103

.JM98
19

19.05 484 1006 2.27 27.53 26.75 495
Ours 19.04 188 271 0.91 27.10 27.02 253

FOREMAN .JM98
64

64.03 1168 961 2.85 34.18 33.36 463
QCIF,15Hz Ours 64.03 492 457 1.97 33.86 33.67 312

.JM98
244

244.01 1358 927 4.16 41.49 40.59 474
Ours 244.02 1134 574 2.77 41.07 40.86 344
.JM98

8
8.04 155 978 2.17 32.83 30.13 59

Ours 8.04 105 388 0.96 32.82 30.39 51
MISS JM98

11
11.01 840 965 2.08 34.75 31.84 78

QICF, 30Hz Ours 11.04 139 404 0.88 34.61 32.15 73
JM98 68.20 1308 930 2.50 42.49 40.04 148
Ours 68 68.03 259 376 1.32 42.23 40.16 120
,Hv198

11
11.04 228 951 2.13 28.98 27.13 59

Ours 11.05 162 326 0.89 28.74 27.53 48
M&D .JM98

22
22.09 1348 938 2.32 31.18 28.64 98

QCIF,30Hz Ours 22.05 372 :368 0.87 30.85 28.88 72
.JM98

118
118.20 2156 928 3.23 38.47 36.19 152

Ours 118.07 594 342 1.54 37.98 36.49 123

shown froln Table 4.2 that this is achieved by our ROI based rate control scheme.

The Inismatch between the actual fralne bits and the target fralne bits is reduced

by up to 80% with our proposed encoder, and our ROI based rate control scheIne

could also be used to Inatch the target bitrates as exactly as J~/I9.8. The tinle used

to achieve l'vIE/l'vIC per fra111e is also specified in Table 4.2. Clearly, our proposed

encoder could save the IvIE/IvIC tilne by up to 73%, save the overall coding tinle

by up to 63%, and it makes the adaptive encoder Inore suitable for real-tilne a.p-

plication with lirnited cornputing power. Nleanwhile, as the decoding interpolation

cOluplexity is also considered with ROI irnportance at the encoder side, the inter-

polation c0111plexity is reduced by up to 48% with the R-D-C 1110del described in

Section 4.4.2.

Although the average PSNR values of the M8D and FORElvIAN sequences

have dropped slightly, the visual quality has irnproved significantly. This irnplies

that the PSNR, value SOllletirnes cannot indicate the subjective visual quality es

pecially at low bitrates, because S0111e annoying features such as block and ringing
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artifacts cannot be indicated by the PSNR value. The average PSNR value is calcu

lated with the sallle priority for all rvlBs without considering the sensitivity of HVS.

According to the previous research results of the perception psychopys [74] [75] [76],

the difference of perceptive sensitivity to the Ror and the region outside the ROr

may vary from 0 to 9.4 dB. Therefore, the use of the average PSNR value to eval

uate the reconstructed visual quality is not sufficient. We also cornpare the PSNR

value of the ROr region. Our scheme with ROI concern could improve the PSNR

value of the ROI region by up to 0.40dB.

Three exarnples of subjective visual quality comparisons are shown in Figs.

4.13, 4.14 and 4.15. It could be observed frorn these figures that the detected ROI

masks could represent the sensitive region of HVS very well. Although in the first

and third examples the PSNR value of the reconstructed frarnes with our silllplified

encoder are slightly lower than those resulted by J~vI9.8, the subjective qualities are

obviously illlproved. Note that, we have selected sorne frames with slight PSNR

loss to indicate that even with a lower PSNR value the proposed adaptive encoder

could achieve better visual quality than Jl\19.8. \Vith further detailed cornparison

of the background, SOllle slight distortion within the region outside the ROI could

be observed, such as the edge of the collar and the cap in Fig. 4.13 and the edge

of the coach in Fig. 4.15. Fortunately this noise is not sensitive to HVS and would

not annoy the video clients.

Finally, to test our scherne without the coding cOlllplexity optirrlization, the

encoder \vith only the ROI based rate control is sirnulated, and the results are given

in Table 4.3. COlllpared with Jl\:I98, the proposed ROI based rate control without

coding complexity adjustlllent could reduce the target frallle bits rnislllatch by up

to 83%, and improve the PSNR of ROI region by up to O.98dB. I'vleanwhile, the

rnotion estimation time and decoding interpolation complexity remains cornparably
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(a) (b)

(e) (d)

(e) (1)

Figure 4.13: Example 1 of comparison of the subjective visual quality. Analysis
of the 9th fraine of FOREIvIAN@QCIF 15Hz, (a) original fraIne, (b) detected ROI
mask, (c) the reconstructed fraine without ROI concern with PSNR = 27.30 dB,
(d) the reconstructed franle with ROI concern with PSNR = 26.72 dB, (e) details
of the most sensitive region of (c), (f) details of the nlost sensitive region of (d).
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4.5 Experimental Results 115

(a) (b)

(e) (1)

Figure 4.14: Exanlple 2 of comparison of the subjective visual quality. Analysis of
the 30th fraIne of rvIJISS@QCIF 30Hz, (a) original fraIne, (b) detected ROI n1ask,
(c) the reconstructed frame without ROI concern with PSNR = 34.04 dB, (d) the
reconstructed fralue with ROI concern with PSNR = 34.19 dB, (e) details of the
most sensitive region of (c), (f) details of the most sensitive region of (d).

--._---------------------
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(a)

(e)

(e)

(b)

(d)

(1)

Figure 4.15: Exanlple 3 of cOlnparison of the subjective visual quality. Analysis of
the 64th frame of NI&D@QCIF 30Hz, (a) original frame, (b) detected ROI nlask,
(c) the reconstructed franle without R.OI concern with PSNR. = 27.26 dB, (d) the
reconstructed franle with ROI concern with PSNR = 26.61 dB, (e) details of the
most sensitive region of (c), (f) details of the nlost sensitive region of (d).
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Table 4.3: Comparison of JIvI9.8 and Our Schelne without Coding Complexity
Optirnization.

Tgt. Act!. Frame ME overall overall ROI IP
sequence Seh. bitr. bitr. bits time time PSNR PSNR compo

(kb/s) (kb/s) Mism. (ms/f) (s/f) (dB) (dB) x103

JM98
19

19.05 484 1006 2.27 27.53 26.75 495
Ours 19.02 191 977 2.08 27.79 27.48 392

FOR.EMAN JM98
64

64.03 1168 961 2.85 34.18 33.36 463
QCIF, 15Hz Ours 64.03 487 939 2.70 34.04 34.07 453

JM98
244

244.01 1358 927 4.16 41.49 40.59 474
Ours 244.02 1096 914 4.00 41.27 41.57 471
JM98

8
8.04 155 978 2.17 32.83 30.13 59

Ours 8.05 106 950 1.75 32.81 30.50 53
MISS JM98

11
11.01 840 965 2.08 34.75 31.84 78

QICF,30Hz Ours 11.05 140 917 1.51 34.73 32.17 74
JM98

68
68.20 1308 930 2.50 42.49 40.04 148

Ours 68.07 209 917 2.27 42.31 40.16 147
JM98

11
11.04 228 951 2.13 28.98 27.13 59

Ours 11.04 165 918 1.72 28.75 27.58 57
M&D JM98

22
22.09 1348 938 2.32 31.18 28.64 98

QCIF,30Hz Ours 22.05 352 890 1.59 30.91 28.97 86
J~v198

118
118.20 2156 928 3.23 38.47 36.19 152

Ours 118.06 564 877 2.78 38.24 36.77 136

the sarrle. The perfonnance of the proposed rate control scherne without ROI

concern has already been well discussed in Chapter 3.

The sirnulation results show that our proposed encoder with ROI concern could

adaptively utilize the limited COll1puting power to achieve better visual quality with

shorter processing time than J:LvI9.8. Our sill1plified encoder is thus lnore suitable

for real-time conversational conununication.

4.6 Conclusions

In this chapter, we have proposed an ROI based H.264/AVC system for real-time

conversational video conlmunication. It can be applied to nleet desirable require-

ments such as high compression ratio, low computing complexity and low-delay

transmission. In our schenle, the ROI nlask is first detected with direct frame

difference and skin-tone infonnation. In contrast with previous R,OI detection

schernes, our rnethod is easier to be irnplernented with the existing H.264/AVC

s1t .....1
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encoder because the ROI detection scherne is easy to derive. \Vhen the ROI mask

is effectively detennined, Inore resources including bits and cornputing power are

allocated to the ROI. Therefore, several coding pararlleters (e.g. QP, l\IIB candidate

rllodes, the nurllber of reference frailles, motion estimation accuracy and illotion

estiillation search range) should be adaptively adjusted at the l\1B level according

to the ROI rnask. In this way, the visual quality of the area which is rnore sensitive

to the HVS is enlphasized, hence the overall subjective visual quality is irnproved.

lYieanwhile, the decoding conlplexity is also optinlized \vith an ROI based R-D-C

cost function at the encoder side to build a decoding-friendly scheille.

COillpared with the latest JVT H.264/AVC reference nlodel Jl\19.8 [62], our

encoder can be used to achieve rnuch better subjective visual quality with cornpa

rable PSNR value, and the ROI based rate control can be applied to reduce the

misnlatch between actual frame bits and target franle bits by up to 80%. lYiean

while, the lYlE/lYlC time is saved by up to 73%, the overall coding tinle is saved

by up to 63% and the decoding interpolation complexity is also reduced by up to

48<;{1. Therefore, our siruplified H.264/AVC encoder is rIlore effective for real-tilue

conversational video comrnunication.
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c:-5--------------
Bit Allocation of Rate Control for

H.264/AVC Scalable Extension

5.1 Introduction

Highly scalable coding is intended to acconlmodate decoding for various video ap

plications with diverse needs in resolution, video quality and frame rate. The scal

able functions addressed in this chapter include SNR (quality), spatial, temporal

and cOlllbined scalability. The objective of scalable coding is to achieve high scala

bility 'without a significant loss in coding efficiency. Recently, a scalable extension

of H.264/AVe proposed by HHI [46] has been adopted as the reference software

for scalable video nl0del, which is narned joint scalable video model (JSVNI). A full

spatial-temporal-quality scalable is provided by introducing new concepts of inter

layer prediction and hierarchical B franle, as described in Section 2.3. Inter-layer

prediction is employed to remove the redundancy between layers, and the motion

and texture infornlation in an enhancenlent layer is adaptively predicted fronl that

in its base layer. The effective inter-layer prediction of JSV:NI enables the encoder

to achieve scalable property without ruuch coding efficiency lose.

119
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5.1 Introduction 120

Besides scalability, rate control has also played an ilnportant role in video ser

vices, especially for the real-tirne comrnunications. As discussed in Chapter 3, with

a proper rate control strategy, the encoding parameters could be adjusted to pre

vent the buffer fronl overflowing (causes fralne skipping) and underflowing (causes

wasting of channel resource). In the current JSVrv1 reference software [46], there

is no rate control lllechanisrn for each scalable layer, the fixed bitrate encoding for

each scalable layer is realized by two lllethods [33]. The first one is the FGS ap

proach. In this lllethod, for each scalable layer a rnininlal bitrate is first generated

by a initial QP value, and SOllle FGS enhancenlent data are next progressively

encoded with decreasing quantization parallleter:

QP[k] {~2~~;[k-1] - 6,0)

k=O

k>O
(5.1 )

where QP[k] is the quantization pararneter to generate the k - til, enhancernent

FGS data (the FGS base data is denoted by k = 0), QPinitial is the initial quan

tization pararneter for the current scalable layer. Higher Inaxilllal bitrates could

be achieved with Inore FGS enhancement data, and any target bitrate for each

scalable layer between the lllinilllal and lllaxiInal bitrates could be extracted by

truncating the progressive refinement FGS data. In this way, to generate fixed

bitrate bitstreams for n scalable layers, encoder is required to run (n + 1) tinles

(the FGS truncation of previous scalable layer and FGS generation for the current

scalable layer could be run sinlultaneously). Although the FGS refinement and

truncation Inethod could achieve the target bitrate, this kind of fixed bitrate en

coding does not take the buffer status into consideration, and the F'GS approach

Inight significantly decrease the coding efficiency if the bits generated by the prede

fined quantization step is Inuch smaller than the target bits, because the FGS data
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only refines the texture infornlation and the corresponding motion refinement is

not included. Thus, \ve need to study a "Cross SNR layer ME/NIC scheme" , which

irnproves the coding efficiency by refining the nlotion inforrnation in the enhance-

ment layers. Another approach to realize fixed bitrate coding for each scalable

layer is to repeatedly use the logarithmic search algorithm to find a fixed quantiza-

tion paran1eter, which might be ernployed to encode the scalable layer with target

bitrate constraint. However, this algoritilln tries different quantization paralne-

tel's nlultiple tin1es for the whole sequence. The generated bitrate value with each

trial quantization parameter is further used as a feedback infornlation to adjust

the quantization paran1eter value for the next try, until the bitrate generated is

within the acceptable range or the encoding tirne exceeds the pre-defined n1axirnal

threshold. Apparently, this kind of algoritllln that encodes the whole sequence

multiple tinles is not applicable for real-tiIlle applications, and the buffer status

is not considered either. Therefore, an applicable rate control schClne with buffer

control is desired for the scalable video encoder.

In this chapter, our rate control schen1e for H.264/AVC presented in Chapter

3 is extended to support its scalable extension. First, we study a cross SNR

layer lYIE/l\:le schenle which provides a good trade-off between rnotion and texture

inforn1ation for all SNR layers. Then, the inter-layer property and hierarchical

ternporal prediction structure are analyzed within our rate control strategy. With

our previously proposed adaptive l\:'1AD prediction and surn bits R-Q model, both

the fran1e level and l\!IB level rate control could be achieved for H.264/AVC scalable

extension.

The rest of this chapter is organized as follows. A cross SNR layer NIE/NIC

scheme is first studied in Section 5.2. It refines the motion inforrnation adaptively in

the enhancement layer. The rate control scheme for SNR and spatial enhancement
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layers is introduced in Section 5.3, where :NIAD is adaptively predicted fronl either

the temporal infornlation of the current layer or the spatial infornlation of the

previous layer, and the actual bits used in the previous layer are also taken into

consideration for the target fralne bits allocation of the current layer. In Section

5.4, the temporal prediction structure of hierarchical B fralne is analyzed for bit

allocation, and a corresponding rate control schenle is also proposed. COInbining

the methods froIn Section 5.3 and Section 5.4, the rate control scheme for combined

enhancement layer is described in Section 5.5. Section 5.6 presents the experinlental

results and discussions. Finally, the conclusions are given in Section 5.7.

5.2 Cross SNR Layer ME/MC Scheme

To achieve SNR scalability, the trade-off between Inotion inforrnation and residual

infonnation should be considered at all SNR layers. By using the rate distortion

optilnization (RDO) that is fonnulated as the Inininlization of the following cost

function:

where the distortion D, representing the residual (texture or prediction error), is

weighted against the nUlnber of bits R associated with the nlotion infornlation using

a Lagrange rnultiplier Aopt. Each Aapt corresponds to a bitrate range and a tradeoff

between Inotion inforrnation and residual infonnation. A large Aopt perforrns better

at a low bitrates while a small /\opt works well at a high bitrates [45]. A large Aopt is

nonnally selected in the existing SNR scalability schemes [45,105-109] to generate

the motion vector field (:NIVF). Only the residual infonnation is refined at high

bitrates [106--109]. Clearly, in these SNR scalability scheInes, there is not enough

J = D + AoptR (5.2)
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motion infornlation to support the residual inforrnation, and the tradeoff between

the motion infonnation and the residual infornlation is very poor at high bitrates.

As a result, there still exists a PSNR gap of about 1-3 dB when conlpared to the

state-of-the-art single layer coding scheme at high bitrates [110].

There are sorne existing works that use the previous base layer infornlation to

predict the current enhancernent layer frarne to increase the FGS coding efficiency

[111,112]. The scalable motion information concept combined with wavelet coding

was first suggested in [113]. This concept was then used by many scalable coding

proposals in the 1vIPEG scalable coding contest in lVlarch 2004. In this section,

we study the cross layer SNR ME/MC scherne with the concern of RDO and

irnplenlentation of H.264/AVC scalable extension.

To nlinimize Eq. (5.2), two paranleters are predefined for 1vlE/1vlC correspond

ing to different bitrate ranges at the l-th temporal level and the j-th spatial level.

Suppose that they are Aopt(l, j) and Ahigh(l, j), respectively, and satisfy

(5.3)

:)

lS

g

ff

IS

~e

;h

;h

where Aopt(l, j) corresponds to the most irnportant bitrate range at the l-th tenl

poral level and the j-th spatial level, which can be determined by the custorner

conlposition [114]' and Ahigh (l, j) corresponds to high bitrate range.

At the l-th tenlporal level and the j-th spatial level, lVIE/lVIC starts with the

paranleter Aopt(l,j) by using the sunl of absolution difference (SAD) Dp(dx,dy):

(5.4)
x,y

where F1 (x, y) is the predicted franle, F2 (x, y) is the reference frame, and (dx, dy)

is a illotion vector (IvIV).
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The final NIV (dx, dy) is often selected by the encoder to mininlize the following

perfonnance index:

rnin{Dp(dx, dy) + Aopt(Rmv(dx, dy) + Rre j(F2 ))} (5.5)

where Rmv(dx, dy) and Rref (F2 ) are the nurnbers of bits used to code rvIV (dx, dy)

and the reference index of franle F2 , respectively [45].

The above NIE/NIC is called the basic rvIE/rvIC. For shnplicity, assurne that

the illotion inforillation lv1Vopt and the residual frarne FI(x, y) - F2 (x - dxo, Y 

dyo) ((dxo,dyo) E lv1Vopt ) are generated by using the basic lvIE/lvIC schenle with

Aopt (l, j).

To rnaxirnize the coding efficiency at a high bitrate, both the Inotion infor

Illation and the residual infornlation should be refined at the enhancenlent layers.

To achieve this, the coded residual inforillation and motion inforillation lv1Vopt at

optirnal bitrate base layer should be used by the encoder to generate the rnotion

infonnation and the residual franles at a high bitrate enhancernent layer.

Let QO denote the quantization operation. All illotion inforrnation l\IVopt and

an optirnal part of the residual frarne Q(FI(x, y) - F2 (x - dxo, y - dyo)) are coded

and sent to the decoder at the optiillal point. \\Then the bitt'ate is higher than

the optirnal point, the remaining energy Dbr(dxO, dyo, dxo, dyo) (to be defined in

Eq. (5.7)) should be coded and sent to the decoder. There are two possible

nlethods to code Dbr(dxO, dyo, dxo, dyo) at a higher bitrate. One way is to code

it directly, which is the saille as the FGS schenle [105,115]. Actually, this is the

INTRA coding rnode of the renlaining energy. The other way is to further perforill

NIE/NIC to generate a new residual frarne and additional lvlVs, and to code the

new residual frarne and the additional1'v1Vs. This is an INTER coding rnode of the

renlaining energy. Note that if the rnotion infonnation has been generated under
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the assunlption that the optinlal operating point is at a high bitrate, there will

be too Inuch illotion information when the optimal bitrate is truncated to a low

bitrate, just as in the existing :NICTF based SVC schemes [34,116]. Conversely,

AIVopt nlay not be enough at a higher bitt'ate. Thus, for the enhancement layers

at a high bitrate, INTER coding should be Inore efficient than INTRA coding,

especially for the video with slow motion.

The INTER coding is used in the cross SNR layer 1VIE/1VIC scheille as illustrated

in Fig. 5.1. The description of the schenle is given below:

Let (d;EO, dyo) denote an :NIV obtained by the basic :NIE/:NIC at tenlporallevel

l and spatial level j. Define a set of lvlVs around (dxo, dyo) as

p(dxo, dyo, bx, by) = {(dx, dy)lldx - d.Lol < bx, Idy - dYol < by} (5.6)

Suppose that (dx, dy) is in the set p(dxo, dyo, bxrb, byrb) and is a candidate for the

refinement. Define an SNR refinement criterion as

Dbr(dx, dy, &ro, dyo) L IFl (x, y) - F2 (x - dx, Y - dy)
x,Y

-1Q(Q(Fdx, y) - F2 (x - dxo, Y - dYo)))1 (5.7)

where 1QO denotes the inverse quantization operation.

Let Rmv(d'L-dxo, dy-dyo) denote the nUlnber of bits to code ]VIV (dx-dxo1 dy-dyo).

A further 1tfE/1-1C with an :NIV of (dx, dy) will be performed at the l-th ternporallevel

and the j-th spatial level if the inequality

is satisfied.

< Dor(dxOl dyo, dxo, dyo) (5.8)

~--------------
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Figure 5.1: Cross SNR layer NIE/NIC scheme.
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If there is no (dx, dy) in the set p(dxo, dyo, 6xrb, 6yrb) such that Eq. (5.8) is satisfied,

then the remaining energy Dbr (dxo, dyo, dxo, dyo) is coded directly.

Let (dXI' dYI) and (dX2' dY2) be two refined W1V candidates of (dxo, dyo). (dXI' dYI )

will be chosen if

Dbr(dxI, dYI, dxo, dyo) + Ahigh(l,j)Rmv(dxI - dxo, dYI - dyo)

< Dbr(dx2' dY2, dxo, dyo) + Ahigh(l, j)Rmv (dX2 - dxo, dY2 - dyo) (5.9)

Note that the inequality in the existing NIE/wIC scheme is given by

where Dbr(dx, dy, dxo, dyo) in Eq. (5.7) is the SAD between the residual information

to be encoded in the enhancement layer and the residual information reconstructed

from the base layer, and Dp(dx, dy) in Eq. (5.4) is the SAD between the reference

frarne and the predicted frarne. The only difference between Dbr(dx, dy, dxo, dyo) and

Dp(dx, ely) is that an additional item IQ(Q(FI(x, y) - F2(X - dxo, Y - dyo))) is involved

in Dbr(dx, dy, dxo, dyo). Eq. (5.9) can be regarded as a generalized version of Eq. (5.10).

Sirnilar to the SVC scherne in [45], there are rnany coding modes for the remaining

energy. The mode decision process for the the cross SNR layer l\1E/lIIC schellle is the

same as that in [45] except that the performance indices of Eqs. (5.4) and (5.10) are

replaced by those defined in Eqs. (5.7) and (5.9).

For the sake of sirnplicity, we let H(.l\IV, Aopt (l, j), I, k, j) and H(.i\IV, Ahigh (l, j), l, k, j)

denote respectively the lllotion inforllwtion to be coded at an optimal bitrate and a

high bitratc, while 8(O,RI,l,k,j) and 8(H,RI,I,k,j) denote respectively the residual

frames obtained by using Aopt(l,j) and Ahigh(l,j) for the k-th lllOtion compensation pair

at temporal level I and spatial level j. \Ve also let R mv (8(lYfV, Ahigh(l,j), l, k,j)-f)(l\IV,

Aopt(l,j), I, k,j)) denote the number of bits to code all motion information for the k-th
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motion conlpensation pair at high bitrates, and D br (8(A1V, Ahigh(l,j), I, k,j), 8 (.LtfV,

Aopt(l,j), I, k,j)) denote the SAD of the k-th residual frame that can be COlllputed similar

to Eq. (5.7). We need to deterrnine the bitr'ate at which we would switch the residual

is used.

It should be highlighted that both the Illotion information and the residual frame

fraIlle from 8(0, RI, I, k,j) to 8(H, RI, I, k,j) when the cross SNR layer :NIE/IvIC scheme

(5.12)

(5.11)Illin{R(A)}
,\

D br (8(AfV, Aopt (l, j), I, k, j), 8 (A1V, Aopt (I, j), I, k, j))

> ARmv (€-)(AIV, Ahigh(l,j), I, k,j) - 8(AfV, Aopt(l,j), I, k,j)) +

D br (8(.LtfV, Ahigh(l, j), I, k, j), 8(AIV, Aopt (I, j), I, k, ,j))

The switching bib'ate is cOlllputed to be

such that

to be coded are switched when the cross SNR layer IvIE/1'IC scheine is used. There

may be Illultiple 11VFs in the cross SNR layer 1/IE/IvIC scheille. Thus, the cross SNR

layer IvIE/IvIC scheme outperfornls the existing SNR scalability scheilles without Illotion

refineillent [106-109, Ill] in the sense that the cross SNR layer IviE/11C scheme can be

used to achieve a good trade-off between residual inforrnation and Inotion infonnation

at all bitrates. Thus, the cross SNR layer IvIE/1/IC scheme is utilized to do inter-layer

prediction for scalable video coding.
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5.3 Bit Allocation of Rate Control for SNR and

Spatial Enhancement Layer

In the case of SNR and spatial scalable video coding, all the salable layers are encoded

with the SaIne frame rate. The inter-layer prediction, as described in Section 2.3, is

used to rernove the correlation between the scalable layers. If the enhancernent layer is

with higher spatial resolution than its base layer, it is named as spatial enhancement

layer. If both the enhancement layer and its ba..')e layer share the same spatial resolution,

the enhancernent layer is a coarse gain SNR (CGS) enhancernent layer. It should be

mentioned that the cross SNR layer rvIE/MC scherne described in Section 5.2 is proposed

in our earlier work independently [117] and similar to the CGS scheme adopted in HHI

work [46]. Both our scheme and HHI scherne present the same idea to optimally allocate

bits between rnotion and residual infonnation in the enhanceInent layer.

The same as our bit allocation scherne presented in Chapter 3, mean absolute dif-

ference (11AD) is chosen to indicate the coding complexity in this chapter. In the first

layer, the :NIAD is calculated between the predicted fraIne and the reference frarne. In

the enhancernent layer, an adaptive inter-layer residual prediction approach is employed.

The residual information already coded in the previous base layer can usually be used to

predict the residual information to be coded in the enhancement layer, when the rnotion

information in the enhanceInent layer is similar to the base layer. However, if the motion

inforrnation in the enhancement layer differs a lot frOIn that in its bclse layer, the residual

infonnation in the ba..')e layer rnay be useless. Therefore, when the 1vIAD is calculated

in the enhancenlent layer, the coded residual information in the base layer should be

further subtracted, adaptivcly, frOIn the difference between the predicted frarne and its

referencing one.

As discussed in Section 3.2, there is a QP-11AD dilemma caused by the RDO in

H.264/AVC. To solve this problern, a simple temporalrnodel is proposed in [21] to predict

the 11AD before Inotion conlpensation, but the predicted 1vIAD by temporal model is
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not accurate when 1vIAD changes abruptly due to high motion or scene changes.

\Ve have proposed an improved NIAD prediction scheine in Section 3.3 for the H.264/AVC

rate control, and similar idea can be extended to the SNR and spatial enhancernent lay-

ers. In the enhancement layer, two MAD prediction nlodels are elnployed at the frame

level:

1\IADpred,l[j][i] = Y1[j] x AIADactuaz[j][i - 1] + Y2[j]

1\11ADpred,2[j][i] = Zl[j] x AIADactuaz[j - l][i] + Z2[j]

(5.13)

(5.14)

where i is the frame index and j is the layer index, and Y1, Y2, Zl, Z2 are the linear

Inodel paraineters, which should be updated after encoding each frame. It can be shown

that Eq. (5.13) is predicted frOln the information of the previous frame in the current

enhancement layer, and Eq. (5.14) is predicted froIlI the infonnation of the current

frame in the previous base layer. Clearly, Eq. (5.14) can be used to achieve Inore

accurate prediction when an abrupt 1vlAD change happens, as the change has already

been reflected by the NIAD of the current frame in the previous base layer.

As the spatial j\IAD prediction presented in Eq. (3.13) of Section 3.3, Eq. (5.14)

could efficiently predict the abrupt change of 1\IAD, but for SOIne sequences with fine

texture details or irregular regional Inotion, this direct prediction Inodel sometinles does

not work as well at the frame level. Here, we could use the same switching policy, as

proposed in Section 3.3, to choose the NIAD prediction rnodel with higher accuracy.

Meanwhile, the 1vIB level j\IAD prediction could also be achieved in the enhancement

layer, 1\1ADpred,l could be calculated based on the co-site :NIB of the previous fraine in

the current enhancenlent layer, and !vIADpred,2 could be predicted fr0111 the co-site 1vlB

of the current fraine in the previous base layer.

With the above method, our proposed lvlAD prediction model for SNR and spatial

enhancement layers utilizes the available infornlation from both the previous frame of the
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current layer and the current frallle of the previous base layer. Thus, we can accurately

estimate the coding complexity 11AD before :NIE/lvlC, especially when high motion or

scene change happens. The 1IB level adaptive JVIAD prediction further improves the

prediction efficiency when regional high rnotion or fine texture occurs.

JVleanwhile, the linear sum bits R-Q model, which is described in Section 3.4 to solve

the problem caused by inaccurate estimation of texture bits for H.264/AVC, could also be

used for the rate control in scalable extension of H.264/AVC. Compared with a quadratic

rnodel, the linear R-Q rnodel is much easier for QP calculation and R-Q rnodel training.

The the linear sum bits R-Q lllodel is the same as Eq. (3.17).

The same as rate control scheme for H.264/AVC, the QP calculation could be opti

rnized at l\1B leveL as described in Section 3.5.

The overall rate control algorithm for the SNR and spatial enhancement layers could

follow the description of Section 3.6, except for the target bit allocation at the frame

level. After the target bits are bounded by HRD, a.." Eq. (3.38), the bits used to code all

the previous layers of the current frame should be subtracted from the total number of

target frame bits, i.e.

Rsum[i] Rsum[i] - Rpre-layer[i] (5.15)

where Rpre-layer [i] is the total actual bits used to encode all the previous layers of the

current frame.

5.4 Bit Allocation of Rate Control for Hierarchi

cal B Frame

COlllpared with the previous video coding standards, H.264/AVC supports much more

flexibility at the frame level, the coding and display order of frames is cOlnpletely de

coupled in H.264/AVC, and any frame could be used a.." the reference frame for motion

...._--------------------_.......
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In contrast to the traditional "IPPP" or "IBBP" coding structure, the rate control

take the hierarchical level temporal prediction into consideration. An example of video

estimation and cOIllpensation of the subsequent frames, independent of its frame type.

1325.4 Bit Allocation of Rate Control for Hierarchical B Frame

for hierarchical B frame structure is rnore challenging, because the bit allocation should

traditional "IBBP" structure for a wide range of test sequences [51].

with hierarchical B frarne irnproves the coding efficiency significantly a..~ COInpared to the

During the developrnent of techniques for scalable video coding, the coding structure

coding with hierarchical B frarne structure is given in Section 2.3.2. In Fig. 2.7, the 10/Po

frames are at the lowest hierarchical level, and B 3 frames are at the highest hierarchical

level. The frames at the lower hierarchical level are the reference fraInes for the frames

at the next higher hierarchical level (e.g. B1 is the reference fraIlle for B2 , and B 2 is

the reference frame for B3 ). Therefore, Inore bits should be allocated to the frarnes at

lower hierarchical level to obtain a high quality for these frames, and this could improve

the rnotion prediction efficiency for the following frarnes at higher hierarchical level. For

exarnple, in Fig. 2.7, the 10 / Po frarnes should be encoded with Inore bits for high quality,

because these frames are directly or indirectly used as the reference frames for Illotion

prediction for all the other B frames. At the next higher hierarchical level, B1 fraines

should be allocated with relatively fewer bits cOlnpared to 10 / Po, because they are used

as the reference for fewer frarnes.

To allocate target frame bits according to the hierarchical structure, Eq. (3.33) In

Section 3.6 should be changed to:

R2 [i] Wk[']x .._~Rr't W
sum

(5.16)

where k is the index of hierarchical level (k = 0 denotes the level for 10 / Po franles) of

the current frame, Wk is the weighting factor for the frarnes at k - th hierarchical level
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and W sum is the sum of weighting factors of the relllaining frames, and

133

'Wsum

L max

L Nr,m XWm
m=O

(5.17)

and where L max is the maximal index of hierarchical level, Nr,m is the remaining nUlllber

of the frames at the rn - th hierarchical level. The relationship between the weighting

factors should satisfy

Wml > W m 2 if m 1 < m2 (5.18)

For the example in Fig. 5.2, the weighting factors for the 4 hierarchical levels could be

set as

1.0 m= 1

0.5 rn = 2
'Wm (5.19)

0.4 rn = 3

0.3 m=4

Note that the above values are chosen heuristically, they may not be optimal for all the

test sequences. SOIne results in Section 5.6 shows this irnperfection. To rnaxirnize coding

efficiency, it is desirable to set the weighting factors adaptively to different video content

and this will be studied in the future work.

Except for the frarne level bit allocation scherne, the other steps of rate control for

hierarchical B frame are the san1e as the algorithm described in Section 3.6.

...._----------------------
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5.5 Bit Allocation of Rate Control for Combined

Enhancement Layer

The rate control for the combined enhancement layer of H.264/AVe scalable extension

could be regarded as a combination of the rate control for SNR and spatial enhancelnent

layers and the rate control for hierarchical B frarne.

mo~~m-compensated prediction

GOP border:
I

aF
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I
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I
J
Is
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I
key pictures

Figure 5.2: An exanlple of cOlllbined enhancenlent layer.

key pictures
I

An exalnple of combined scalable video coding is shown in Fig. 5.2 [46], where

the spatial resolution of the enhancenlent layer is the up-salllpled of the base layer and

the temporal resolution is refined with the doubling of the frame rate. Both the inter-

layer prediction and the hierarchical structure are employed to encode the cOlnbined

enhancement layer. Therefore, both the :rvIAD prediction scheme and target frame bit

substraction (Eq. (5.15)) for SNR and spatial enhancelnent layers described in Section

5.3 and the hierarchical bit allocation schelne described in Section 5.4 should be used

for the cornbined enhancernent layer. Note that, for the frallles belonging to the refined
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5.6 Experimental Results

temporal resolution, there is no corresponding frames in the base layer as reference to

perform the inter-layer prediction, so the target frame bit substraction is not utilized for

these fralIles.

5.6 Experimental Results

In this section, we shall evaluate the performance of our proposed rate control scheme

for H.264/Aye scalable extension. The simulation is ilnplClnented with the reference

software JSYM7.9 [33]. JSYlVI7.9 does not provide an efficient rate control schelne, the

fixed bitrate coding could be achieved either by FGS layer generation and truncation

or by repeatedly using the logarithmic search algorithm to repeatedly encode the whole

sequence multiple times. Both these two methods are compared with our rate control

scheme in this section. Some standard lVIPEG test sequences are carried out in our

experiments. The rate control schClne for SNR enhancement layer, spatial enhancement

layer, hierarchical B frallie and cOllibined enhancement layer are tested respectively.

Table 5.1: The Setting of SNR and Spatial Scalable Coding.
Layer No. I Spatial Resolution I Tenlporal Resolution I Initial QP

0 QCIF 15Hz 40
1 QCIF 15Hz 35
2 CIF 15Hz 32

For SNR and spatial enhancelnent layer rate control, three scalable layers are siInu-

lated as the setting shown in Table 5.1. Layer 0 is the first layer which is encoded without

any inter-layer prediction. Layer 1 is a cross gain SNR enhancement layer and Layer 2

is a spatial enhancernent layer, both layers are encoded using the adaptive inter-layer

prediction from their corresponding base layers (Layer 0 is the base layer of Layer 1, and

Layer 1 is the ba..,;e layer of Layer 2). To COlnpare our scheme with JSYNI7.9, the initial

setting of QP is the SaIne for both schelIlCs. For real-tirne application, GOP size is set

to 1, and all the test sequences are intra-coded for the first frame (I £ralne) and followed

7'rn _
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with subsequent inter-coded fran1es (P fraInes).

Table 5.2: The Setting of Hierarchical B Frame.
-L-aJ-re-,r-N-o-·-1 Spatial Resolution I Telnporal Resolution I Initial QP

o I QCIF I 15Hz I 40

136

For hierarchical B frame rate control, only one layer with hierarchical prediction

structure is tested. The testing condition is given in Table 5.2. The GOP size is 4, it

nleans there are two hierarchical prediction level. The key fraIlle (as Po in Fig. 2.7) of

the current GOP is inter predicted fronl the key frame of the previous GOP as P frame,

only the first frame of the sequence is intra coded.

Table 5.3: The Setting of COlnbined Scalable Coding.
-L-a-'Y-'e-r-N-o-.I Tenlporal Resolution I Spatial Resolution I Initial QP

o I 7.5Hz I QCIF I 40
1.. 15Hz .. QCIF .. 40

For combined enhancenlent layer rate control, two scalable layers are sinlulated with

the setting as shown in Table 5.3. Layer °is the first layer which is encoded at 7.5Hz

ternporal resolution without any inter-layer prediction. In Layer 0, the GOP size is set

to 1, all the test sequences are intra-coded for the first frame (I franle) and followed with

subsequent inter-coded fraIlles (P frames). Layer 1 is a cOlnbined enhancernent layer,

in which the GOP size is set to 2 and the ternporal resolution is 15Hz. In Layer 1, the

key frarnes of the current GOP are inter predicted frmn the key frarnes of the previous

GOP as P frarne, only the first franle of the sequence is intra coded. The bi-directional

predicted B frames in Layer 1 are the temporal refinenlent frames of layer 0, they are

encoded without inter-layer prediction. The key frarnes of Layer 1 are encoded using the

adaptive inter-layer prediction from their corresponding frarnes of layer 0.

We first conlpare our rate control schenle with FGS n1ethod. As shown in Tables 5.4,

5.5 and 5.6, both schemes could generate the target bitrate only with very tiny nlisnlatch.

JSV1-'17.9 uses multiple encoder runs to generate and truncate the FGS data. The target
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Table 5.4: Cornpare Our R,ate Control Scherne with FGS Scheme for SNR and
Spatial Scalable Coding.

Sequence
layer tgt. bitr. rate act. bitr. PSNR gain
No. (kb/s) ctrl. (kb/s) (dB) (dB)

no 128.00 27.6 -
0 128 yes 128.07 30.7 +3.1

no 255.99 30.4 -
BUS 1 256 256.07 33.2 +2.8yes

no 1439.99 35.3 -
2 1440

1441.86 37.8 +2.5yes

no 47.99 27.9 -
0 48 yes 48.02 32.6 +4.7

no 95.99 31.1 -
CITY 1 96 96.05 34.2 +3.1yes

no 479.99 33.6 -
2 480 yes 480.06 36.7 +3.1

no 95.99 31.0 -
0 96 yes 96.02 32.8 +1.8

no 191.99 33.4 -
CREvV 1 192 192.05 35.1 +1.7yes

no 1079.99 38.8 -
2 1080 yes 1080.05 40.0 +1.2

no 191.99 30.6 -
0 192 yes 191.92 32.2 +1.6

no 383.99 33.5 -
FOOTBALL 1 384 383.94 35.7 +2.2yes

no 2159.99 39.6 -
2 2160 yes 2160.06 41.7 +2.1

no 63.99 29.5 -
0 64 yes 64.06 33.6 +4.1

no 127.99 32.4 -
FORE:NIAN 1 128

128.04 35.6 +3.2yes
no 511.99 35.3 -

2 512 yes 512.08 37.4 +2.1
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Sequence
tgt. bitr. rate act. bitr. PSNR gain

(kb/s) ctrl. (kb/s) (dB) (dB)

Table 5.5: Cornpare Our R,ate Control Schenle with FGS Scherne for Hierarchical
B FraIne Coding.

BUS
I

128
I no
I yes

CITY
I

48
I no
I yes

CREvV I 96
I no

! I !I I

no 192.02 31.7 -
FOOTBALL 192

yes 192.17 :37.0 +5.3
no 64.00 32.7 -

FORE:NIAN 64
yes 64.20 34.3 +1.6

Table 5.6: COInpare Our Rate Control Schelne \vith FGS Schenle for Combined
Scalable Coding.

Sequence
layer tgt. bitr. rate act. bitr. PSNR gain
No. (kb/s) ctrl. (kb/s) (dB) (dB)

0 64
no 63.94 28.2 -

BUS
yes 64.04 37.6 +9.4

1 128
no 127.94 28.7 -

yes 128.21 35.4 +6.7

0 24
no 23.98 28.9 -

CITY
yes 24.00 32.2 +3.3

1 48
no 47.92 29.3 -

yes 48.05 32.2 +2.9

0 48
no 47.99 30.9 -

CRE\V
yes 48.10 :33.0 +2.1

1 96
no 95.96 31.5 -

yes 96.10 33.2 +1.7

0 96
no 95.99 31.8 -

FOOTBALL
yes 96.16 40.1 +8.3

1 192
no 191.96 31.6 -

yes 192.14 36.9 +5.3

0 32
no 31.99 30.4 -

FORE:NIAN
yes 31.99 33.0 +2.6

1 64
no 63.96 30.9 -

yes 64.10 33.3 +2.4

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



8

•

•

5.6 Experimental Results 139

Table 5.7: COlnpare Our Rate Control Schelne with Fixed QP Scheme for CGS
and Spatial Scalable Coding.

Sequence
layer tgt. bitr. rate act. bitr. PSNR iter.
No. (kb/s) ctrl. (kb/s) (dB)

0 128
no 132.0 31.1 15
yes 128.0 30.8 1

1 256
no 261.9 33.4 15

BUS 256.0 33.1 1yes

2 1440
no 1453.9 38.2 6
yes 1439.7 37.9 1

0 48
no 48.6 33.1 15
yes 48.0 32.9 1

1 96
no 97.6 34.5 15

CITY yes 96.0 34.2 1

2 480
no 483.8 36.9 3
yes 480.0 36.8 1

0 96
no 104.3 33.4 15
yes 96.1 33.1 1

1 192
no 198.5 34.8 15

CREW 192.0 34.6 1yes

2 1080
no 1088.7 40.2 4
yes 1080.0 40.0 1

0 192
no 193.9 32.1 11
yes 191.9 32.1 1

1 384
no 387.5 34.1 4

FOOTBALL 383.9 34.2 1yes

2 2160
no 2068.9 41.6 15
yes 2160.0 41.6 1

0 64
no 61.4 33.8 15
yes 64.1 33.7 1

1 128
no 125.3 35.9 15

FORENIAN 128.0 35.4 1yes

2 512
no 507.2 37.7 8
yes 512.1 37.5 1
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~

Sequence
tgt. bitr. rate act. bitr. PSNR iter.

(kb/s) ctrl. (kb/s) (dB)

Table 5.8: Cornpare Our Rate Control Scherne with Fixed QP Scherne for Hierar
chical B Frarnes Coding.

128.0 31.9 7
128.1 31.1 1

45.1 33.9 15
48.0 32.8 1

94.1 I 33.5 Pt
96.0 32.3 1yes

BUS I 128 ~
yes

CITY I 48 I no
yes

CREW I 96
I no

, , , I I

FOOTBALL 192
no 191.0 32.3 5
yes 192.0 31.7 1

FOREMAN I 64
no
yes

64.6
64.0

35.0
33.9

7
1

Table 5.9: Conlpare Our Rate Control Schelne with Fixed QP Schenle for Com
bined Scalable Coding.

Sequence
layer tgt. bitr. rate act. bitr. PSNR iter.
No. (kb/s) ctrl. (kb/s) (dB)

0 64
no 58.9 29.0 15

BUS
yes 64.3 29.3 1

1 128
no 136.1 30.5 15
yes 128.3 29.5 1

0 24
no 22.4 31.2 15

CITY
yes 24.1 31.0 1

1 48
no 48.3 32.3 4
yes 48.0 31.1 1

0 48
no 45.0 31.6 15

CREW
yes 48.0 31.7 1

1 96
no 98.3 32.1 15
yes 96.0 31.7 1

0 96
no 91.4 30.9 15

FOOTBALL
yes 96.0 31.2 1

1 192
no 196.3 30.3 15
yes 192.1 30.1 1

0 32
no 33.4 32.3 15

FOREl\1AN
yes 32.1 31.8 1

1 64
no 63.8 32.9 5
yes 64.0 31.7 1
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bitrate cannot be achieved if it is less than the bits generated with an initial QP. On the

other hand, if the bits generated with an initial QP are much less than the target bits,

the coding efficiency will drop, because there is no rnotion inforrnation to support the

spatial FGS data. However, to exactly set the QP value for the FGS based fixed bitrate

video coding is a very difficult task and rnay be irnpossible to achieve when there is no

knowledge about the video content to be encoded. On the other hand, our proposed rate

control scherne could adjust the QP value at NIB level, motion and texture information

are balanced well during each NIB encoding process. The cornparison of coding efficiency

is also shown in Tables 5.4, 5.5 and 5.6, where the improvement of luminance PSNR is

up to 9.4dB.

We next compare our rate control scheme with fixed QP method. As shown in

Tables 5.7, 5.8 and 5.9, our scherne could generate the target bitrate with only very

tiny mismatch. On the other hand, the fixed QP encoding with logarithmic QP search

sometirnes terminates when the iterations reach a predefined threshold, even though the

misrnatch is larger than expected. In our test with the above setting, the misrnatch could

be up to 9%. A better guess of the initial QP value could reduce the iteration time, but

it depends on the test sequence and other coding pararneters. It is difficult to optirnally

set the initial QP only according to the target bitrate, especially when the content of the

sequence is unknown. The cornparison of coding efficiency is also shown in Tables 5.7,

5.8 and 5.9. With the fixed QP deternlined by logarithmic search, JSVlvI7.9 achieves

alrnost the upper lirnit of achievable coding efficiency with the sarne coding pararneters.

For the spatial and CGS scalable coding, our scherne could achieve comparable coding

efficiency. For the hierarchical B frarnes coding and cornbined scalable coding, although

cOlnparable or even slightly higher PSNR could be achieved for a few layers, the coding

efficiency decrea~es for others. This is because the weighting factors set heuristically in

Section 5.4 may not be optinlal for all the sequences.

Although the FGS nlethod or fixed QP method provided in JSV1v17.9 could achieve

target bitrate exactly, the buffer status is not taken into consideration. In our proposed

0 _
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Figure 5.3: Buffer status with rate control for SNR and spatial scalable video
coding of CREW.
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Figure 5.4: Buffer status with rate control for SNR and spatial scalable video
coding of FOOTBALL.
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Figure 5.5: Buffer status with rate control for Hierarchical B fraIne of BUS and
CITY.
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Figure 5.G: Buffer status with rate control for cOlnbined scalable video coding of
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schelne, both available ba,ndwidth and buffer status are used to dctennine target frarne

bits, so the buffer is well controlled to prevent it from overflowing and underflowing.

:Nleanwhile, the generated fraIlle bits 111atch the target frame bits very well to achieve an

accurate bit allocation. The rnaxirnal buffer delay is linlited to 50()rns in the sirnulation.

Due to the accurate bit allocation of our scherIle, the buffer is well controlled for all

the scalable layers. Smne exarIlples of buffer status for SNR enhancelnent layer, spatial

enhancement layer, hierarchical B frame and combined enhancement layer are shown

in Figs. 5.3, 5.4, 5.5, 5.6 and 5.7. It is obvious that the encoder with our proposed

rate control schenle could efficiently control the buffer status to prevent the buffer frOJn

overflowing and llnderflowing. On the other hand, .JSViv17.9 does not provide the bnffer

control function. :Nleanwhile, our scherne encodes the sequence only once, while the fixed

QP encoding nlethod iterates the coding process for up to 15 times. Our proposed rate

control is therefore suitable for real-time applications.

5.7 Conclusions

In this chapter, we have proposed a rate control scheme for the scalable extension of

H.264/AVC video coding. Based on the H.264/AVC rate control scherne described in

Chapter 3, where the problems associated with the existing H.264/AVC rate control

strategy JVT-G012 [21] (inaccurate lv'lAD prediction and inaccurate estimation of the

alllount of texture bits) are solved by adaptive MAD prediction and sum bits R-Q model,

some correlations between scalable layers are explored. This has resulted in the proposal

of a bit allocation scherne for scalable extension, which could be utilized for rate control

of SNR, spatial, temporal and combined scalable enhancement layers. Compared with

the FGS based fixed bitrate video coding, our rate control scherlle could also achieve

fixed bitrate scalable video coding, and the PSNR is inlproved by up to 9.4dB due to the

good trade-off of rnotion and residual inforrnation in all scalable layers. \Vhen compared

with the fixed QP encoding method, which iterates the coding process for up to 15 times,
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our scherne encodes the sequence only once. So our proposed rate control is suitable for

real-time applications. l\!Ieanwhile, in our scheme the bufler is well controlled to prevent

it from overflowing and underflowing.
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Conclusions and Future Research

Directions

6.1 Conclusions

The work within this thesis provides several resource allocation ideas for H.264/AVC and

its scalable extension for real-tirne applications.

Recently, the newly standardized H.264/AVC [42] [22] international video coding

standard have attracted rnany industrial interests. H.264/AVC can perform compression

with a bitrate saving of 35-50% when compared to 11PEG-4 Visual part 2 and 40

65% when compared to :NIPEG-2. Furthermore, H.264/AVC has extra advantages such

a" error resilience and streaming support. All these features make H.264/AVC a very

important standard especially in consumer electronics applications. H.264/AVC ha" been

designed for real-tinw video communication applications [22], such as video conferencing

and video telephony as well as to address the needs of video storage (DVD), broadcast

video (Cable, DSL, Satellite TV), and video streanling (e.g., video over the Internet, video

over wireless) applications. 1'leanwhile, with the trernendous demands from existing and

enlerging applications of video transmission over heterogeneous wired/wireless networks,

rnore and lnore eHorts have been invested into researches on scalable video coding (SVC)

149
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6.1 Conclusions 150

schemes in the recent years [12]. SVC schernes are to reliably deliver video to diverse

clients over heterogeneous networks using available systern resources, particularly for

the clients with different display resolutions, caching, intennediate storage resources,

access bandwidths, loss rates, or QoS capabilities. The scalable functions provided in the

H.264/AVC scalable extension [46] include SNR (quality) scalability, spatial scalability,

ternporal scalability and combined scalability.

For the real-tirne video cOlllmunication applications, it is desirable to produce the

best visual quality of the reconstructed video with a given coding resource constraint,

so both the bits and the COlllputing power should be properly allocated. In this regards,

this thesis provided the following contributions:

(1) The proposed bit allocation scherne for H.264/AVC rate control outperforms the

JVT rnethod by reducing the inaccurate 11AD prediction and inaccurate texture

bits prediction. It is rTIore suitable for real-time application as the proposed rate

control scheme not only enables the encoder to encode the video sequences at a

given bitrate, but also controls the buffer runch better to prevent its overflowing and

underflowing.

(2) The region-of-interest (ROI) based resource allocation scheme for H.264/AVC stan

dard enables the encoder to allocate rnore encoding resources (e.g. bandwidth and

cornputing power) to the area with higher visual attention. The ROI inforrnation can

also be used to build a decoding-friendly encoder with a rate-distortion-complexity

(R-D-C) cost function. In this way, the visual quality is iruproved according to

hurnan visual interest and the coding corIlplexity is reduced significantly.

(3) The proposed bit allocation algorithm for H.264/AVC is extended to H.264/AVC

scalable extension. Thus, rate control for all the SNR, spatial, and teillporal en

hancement layers is achieved.

Compared with the existing video coding schemes, the proposed irnprovements could

achieve better subjective and objective visual quality. l'vIeanwhile, the coding complexity
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of video coding system is significantly reduced, and the buffer is well controlled for low

delay real-time applications.

6.2 Future Research Directions

Some possible directions of future research are listed as follows:

(a) ROJ based resource allocation for H.264/AVe scalable extension:

Although we proposed an ROI based resource allocation for H.264/AVC in Chapter

4, the same issue of H.264/AVC scalable extension should also be studied. There

rnight be three possible research problerns for this part:

(1) Due to the QP-n10tion dilemma of H.264/AVC, as described in Section 4.2.1, the

motion information cannot be easily used for fast ROI detection. Detecting ROI

without the motion information Inay result in the loss of some attracting moving

area from ROI. However, at the scalable enhancement layers, the motion infor

mation of the previous layers are already available. These motion information

Inay help to detect the ROI of the enhancellient layer. When taking the Inotion

information into consideration, an ROI detection scherne could be utilized in

different kinds of videos (only conversational video is studied in Chapter 4).

(2) Based on the bit allocation scheme of rate control for H.264/AVC scalable ex

tension, as described in Chapter 5, the ROI information of enhancement layer

could help to allocate lllOre bits to the ROI area during scalable refinement.

The detailed adjustment of HOI based bit allocation rnight be different for SNR,

spatial and temporal enhancen1ent layers.

(3) With the detected ROI information of the enhancelnent layer, the computing

power could be accordingly saved for the area outside the ROI. For example, a

fast Inode decision scheme for scalable enhancelnent layer Inight be derived in

the future.

n _
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(b) Multiple base layers for H.264/Ave scalable extension:

152
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Figure 6.1: An exanlple of rnultiple base layers.

Remove spatial
redundancy

SNR
Scalability

Let us consider the cOInbined SNR and spatial scalability that is illustrated in Fig.

6.1. There are four layers, (QClF, Low), (QClF, 11ediurn), (ClF, Low) and (ClF,

rviediuln). Currently, the H.264/AVC scalable extension only allows each frame at

the enhancernent layer to have one base layer [33]. Because the quality of base layer

should be lower than that of the enhancelnent layer, (QClF, Low) should be the "base

layer" for both (ClF, Low) and (QClF, :Nlediulll). vVhen the scalable bitstream is

generated, the spatial redundancy between (QClF, Low) and (ClF, Low) and the

SNR redundancy between (QClF, Low) and (QClF, Iviediurn) can be removed by

the inter-layer prediction [33]. However, there is a problem when (ClF, 1Jledium)

is coded. If there is only one "base layer" for (ClF, 1Jledium), either (ClF, Low)

or (QClF, 1Jledium) could be chosen a..'3 the "base layer". On one hand, when the

(ClF, Low) is chosen as the "base layer", the SNR redundancy between (ClF, Low)

and (ClF, NIediuln) can be efIiciently renlOved, but the spatial redundancy between

(ClF, 11ediuln) and (QClF, 1Jlediulll) cannot be rernoved. On the other hand, when

the (QClF, 1Jledium) is chosen as the "base layer", the spatial redundancy between
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(QCIF, I'vlediuIll) and (CIF 1 ?vIcdium) can be efficiently rerlloved, but the SNR redun

dancy between (CIF, ~lediuln) and (CIF, Low) cannot be reilloved. This implies that

the coding efficiency of (CIF, :Nlediurn) cannot be optirnized if only one "b&')e layer"

is used for inter-layer prediction. To solve this problem, each enhancement layer may

have more than one "base layer", (CIF, Medium) could use (QCIF, Nlediuln) and

(CIF, Low) as "base layers". In this way, the illotion information and the residual

inforrnation at the "b&..,e layers" could be efficiently utilized when the enhancernent

layer is coded. The objective is to rClnove the redundancy arnong different layers as

much as possible. There might be two interesting problems on this point. One is on

the design of context rnodels for the entropy coding. The "base layer" information

should be used when the context rnodels are designed at the enhancerIlent layers.

The other one is on the compensated prediction at the enhancement layer. The base

layer infonnation should be fully utilized to relIlove both the spatial redundancy and

the SNR redundancy between the enhancement layer and its "base layers".

(c) 'fruncation scheme for scalable video coding:

Consider two successive layers: Layer 1 and Layer 2, where Layer 1 is the base layer

of Layer 2. There are two possible ways to generate an embedded bitstream including

the information of Layers 1 and 2:

(1) If Layer 1 is more ilIlportant than Layer 2. The motion infonnation at Layer 1 is

first obtained by the RDO of without any constraint, and the motion information

of Layer 2 can be refined based on the information of Layer 1. Since the coding

process at Layer 2 does not affect the coding efficiency at Layer 1, the coding

efficiency at Layer 1 is optirnized. This is a refincrnent ruethod.

(2) If Layer 2 is more ilnportant. The motion infonnation of Layer 2 is first generated

by the RDO without any constraint, then the rnotion information of Layer 1 is

truncated frmn that at Layer 2 with properly defined constraint. In this way, the

coding efficiency at Layer 2 is irnproved &.., cornpared to the refinernent rnethod.

~----------------------------
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This is a truncation Illethod.

154

The refinement Inethod has been well studied by in JSV1\1 [33]. There are some

proposed truncation Inethods in [34,118,119]. In these schernes, Inotion infonnation

and residual infonnation are generated at high bitrates. To obtain a better tradeoff

between Illotion information and residual infornlation at low bitrates, Illotion infor

mation is truncated. However, the residual information coded at low bitrates is still

the sanle one generated at high bitrates. In this way, there is a rnisrnatch between

nlotion infonnation and residual infornlation at low bitrates by existing truncation

schernes [:34,118,119]. Therefore, to iinprove the coding efficiency at high bitrates and

to Ininimize the coding efficiency drop at low bitrates, a proper truncation method

scheille should be studied in the future.
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