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Design of Discrete-Coefficient FIR Filters on Loosely
Connected Parallel Machines

Yong Ching Lim Fellow, IEEE Y. Sun, and Ya Jun YuStudent Member, IEEE

Abstract—This paper presents a new branch-and-bound  The cost of a multiplier depends very much on its speed. In
mixed-integer linear programming-based algorithm for designing  a fully parallel implementation, the number of full adders re-
discrete-coefficient finite-impulse response (FIR) filters using a quired by a multiplier is equal to the square of the word length.
cluster of workstations as the computation platform. The discrete Because of its very high complexity, its speed is also slower than

coefficient space considered in this paper is the sum of signed . - . .
power-of-two space, but the technique is also applicable to other &N adder. The complexity of a multiplier can be reduced in serial

discrete coefficient spaces. The key issue determining the succes§Mplementation by trading off its speed. _
of the algorithm is the ability to partition the original problem From the above analysis, it is clear that the design of the

into several independent parts that can be distributed to a cluster cost-wise globally optimum filter requiress priori knowledge
of machines for solution. The master—slave model is adopted for of 3 Jarge number of factors, many of which are particular to
the control of the machines. Test run results showed that super g0 ific” implementation methodology. This paper focusses
linear speedup (i.e., the speedup factor is more than the number S . " o
of machines running in parallel) may be achieved. on optimizing _th(_a cr_)mplexny of the filter's coefficient values
since the multiplier is apparently the element that requires the
largest number of transistors in an ASIC implementation. Many
papers on finite wordlength or power-of-two design technique
F A finite-impulse response (FIR) filter is to be imple{1]-[7], [13]-[21] and sparse coefficient techniques [22]-[26]
mented in a digital signal processor (DSP) with adequateave been published in the literature. In this paper, our efforts
word length and computational power, it is not necessary fiocus on developing very efficient algorithms for the design of
optimize the filter subject to finite word length and discret€&IR filters whose coefficient values are the sum of a limited
coefficient constraints. If the filter is to be implemented on aumber of signed power-of-two (SPT )terms. Since, in binary
platform whose cost is sensitive to circuit complexity such asithmetic, multiplying a power-of-two with another number is
in a full custom application specific integrated circuit (ASIC)a very simple process, filters whose coefficient values are the
in order to minimize implementation cost, it is necessary &um of a limited number of SPT terms are essentially without
optimize the filter subject to finite word length and discretenultipliers. Mixed-integer linear programming (MILP) is
coefficient constraints. the only known method that can provide the global optimum

The three major components of a digital filter are delay, addeplution to the design of FIR filters with SPT coefficient values
and multiplier. The cost of each of these components depeii@l [4], [27], although other computationally very much less
very much on the implementation methodology. For exampléemanding technique exist [29]. As MILP requires an exces-
each delay element requires 16 transistors when implemensagly long computation time when solved on a single machine,
using a shift register in static CMOS technology. Ifimplementettlis paper reports on designing this class of filters on loosely
using a static CMOS RAM, it requires six transistors per bit afonnected parallel machines such as a cluster of workstations.
delay element. When implemented on DRAM, each delay elg-should be noted that the computer time required by running
ment requires only one transistor. In multiple-valued logic tecMILP is several orders of magnitude [29] of that required by
nology, several binary bits of delay element share one transistather suboptimum techniques if only one processor is used,;
Thus, the cost of a delay element differs widely from one inrunning MILP on parallel machines still requires more com-
plementation methodology to another. puter time than running other techniques on a single processor,

A static CMOS full adder requires about two dozen transismless a very large number of processors are available.
tors. PseudeMOS ornMOS implementation requires half the The advantage of using a cluster of workstations as the com-
number of transistors. The number of full adders required to irputational platform is that a cluster of a large number of work-
plement an adder is equal to the word length. The numbersihtions is easily available. A disadvantage is that there may
transistors required is approximately doubled if carry lookahe&aé many users running unrelated tasks on the workstations so
is used. that the available computing resources for each task fluctuates

in an unpredictable manner. Furthermore, communication be-
tween workstations is slow.

Manuscript received December 29, 2000; revised February 5, 2002. The a AAn introduction to the branch and bound (B&B) MILP for
ciate editor cF:)oordinatingthe review of this pz;lperand approvir¥g i,tforpLiincatiiﬁ]% purpose of deflnln.g notations !S presentgd in ,SeCtlor,] Il, and
was Prof. Paulo S. R. Diniz. existing parallel algorithms are briefly described in Section lll.

Y. C. Lim and Y. J. Yu are with the Department of Electrical and ComSection IV presents an overview of our master—slave algorithm.
puter Engineering, National University of Singapore, Singapore (e-mail: e'E)etaiIed descriptions of our slave algorithm and master algo—
limyc@nus.edu.sQ). . . . .

Y. Sun is with Silicomp Asia Pte Ltd., Singapore. rithm are presented in Sections V and VI, respectively. The per-
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II. B&B MILP

In order to fix idea and to define notations, we briefly explain
the B&B MILP technique for the design of discrete coefficient
FIR filters. In particular, we will explain why the depth-first
search technique is a good technique for designing FIR filters
when only a single machine is available.

In the design of an FIR filter using MILP, the frequency re-
sponse of the filter is evaluated on a dense grid of frequencies
forming a set of linear inequalities. An objective function, which
is the weighted peak ripple magnitude or a linear combination of
the weighted peak ripple magnitude and the passband gain [2],
is then minimized using a linear programming (LP) algorithm.
Call this LP problemF,. (See the Appendix.) The LP solution
is the minimax optimum solution when the coefficient values of
the filter are not subject to the discrete value constraint. Let this
solution beS,. From Sy, a filter coefficienth(ng) whose value
is desired to be discrete is identified. Let the valueibho) Fig. 1. Branch and bound tree. Each circle represents a vertex of the tree.
in So be A(no). Let the permitted discrete value bfno) im-
mediately larger than and smaller thatm,) be [A(ng)] and 1. PARALLEL ALGORITHMS
|h(no)], respectively. Sincéi(ng) must be discrete, it must
satisfy eitherh(ng) > [h(ng)] or h(ng) < |h(no)|. Py is There are many reports on the development of algorithms for
then partitioned into two subproblen%, and Fy;. Foo may executing on parallel plateforms. Parallel algorithm techniques
be obtained by imposing the constraifts:y) < |h(no)] [or are specific to particular applications and are designed to

h(no) > [h(no)]] on Fy. Py1 may be obtained by imposing theoptimize specific performance criteria. Karp and Zhang [8]
constraintsi(ng) > [h(no)] [0r A(no) < [R(no)]] ON Fo. suggested a parallel best-first search B&B algorithm with
Let the solution off%, . ; be S, . ;. In general, ifSy, __ ; randomized load balancing strategy. The algorithm adopted a
is not a discrete solution, thel, _ ; is partitioned into two synchronous model, i.e., a processor could not proceed until all
subproblems® _ ; oandF, ;1 by adding the constraints other processors had completed their respective computational
and communicational tasks in the current iteration. Therefore,

h(no,....;) < Lh(no,...,j)J D its speedup factor is poor because of the synchronization con-

and straint. In [9], Yang and Das proposed and evaluated a parallel
h(no,.. ;) > Pi(no,...,jﬂ j=0or1 ) pest—flrst sea}rch B&B algorithm implemented on a multistage
interconnection network system called the butterfly system.

to Py ;, provided thath(no, ;) is not already a discrete This technique achieved a good speedup factor due to both the
s J 1 s s d

value. A B&B tree, as shown in Fig. 1, is thus obtained. Nof&asonably small number of node evaluations and a relatively
that the union of,the discrete soluti(;n spaces Ror__; o low communication overhead, even though the number of pro-
1oy

and P, ;1 is the same as the discrete solution spa&SSors was large. Unfortunately, it required a special hardware
PR

for Py ;. Thus, the optimum discrete solution found irplatform, i.e., the machines must be wired in a special way.
Py j’o U R ;1 is the same as that i, . ;, where Kudva and Pekny [10] developed a tool that was aimed at re-

2

U denotes the union operator. Hence, the B&B algorith}iCing the burden associated with designing and implementing
produces the global discrete optimum solution. B&B algorithms in a dlstnbutgd computer netwprk environ-
Each subproblen®, __; represents a vertex in the B&B tree Ment. There was no centralized task scheduling processor.
Py, ... ; x is called a successor of its predecesBgr.. ;, where Therefore, no single processor could be a bottleneck, and a
k = 0 or 1. The line joiningP,, . ; and P, ;. is called a failed processor could be replaced by a good one. However, the
tree branch. When no further exploration will be performed oni@b of workload balancing is complicated; a processor requiring
vertex (for whatever reason), that vertex is said to be fathomédtask needed to poll its neighboring processors to check if any
A vertex is a live vertex if its successors have not been comne of them could allow it to share its work. This caused a sig-
pletely explored. The lexicographical order of a verféx _; nificant increase in communication overhead. In [11], Taudes
is0, ..., j. (In lexicographic term, 00 precedes 000, 000 pré&nd Netousek studied the feasibility of implementing parallel
cedes 001, and 001 precedes 01.) The branch length of a veB&B algorithms on a cluster of workstations, which can be
Py ... j is the number of tree branches joiniflg and ;.  classified as a loosely coupled multicomputer. Based on the
Let fo, ..., ; be the value of the objective function &, ;. experimental results, they concluded that given proper tuning,
SinceF,, ... ; is obtained by adding a constraint bfwn,, . ;), @ distributed B&B algorithm could yield satisfactory speedup
we havefo, . ; < fo,.., ;. Thus, if there exists a known dis-on a cluster of workstations; the required tuning was specific
crete solution with objective function value smallerthfgn _ ;, to their particular vertex-cover-problem, which was quite
the part of the B&B tree below, __; need not be searched anydifferent from the design of digital filters using MILP. In [12],
further since the solution is not going to be better than the knowviegers eliminated the detrimental anomaly for a depth-first
solution; /%, .. ; is fathomed. parallel B&B algorithm of a master—slave model using several

Authorized licensed use limited to: Nanyang Technological University. Downloaded on May 20,2010 at 02:10:59 UTC from IEEE Xplore. Restrictions apply.



LIM et al: DESIGN OF DISCRETE-COEFFICIENT FIR FILTERS 1411

measures, such as evaluating nodes synchronously and usyngmposing the constraints(ng .. ;) < U}(nowwj)J and
local information to select branching variable. In the desig(ng . ;) > [l}(no,_",jﬂ, respectively, om(ng ;). The
of digital filters using MILP, we had never encountered theonstraint that will yield a smaller penalty value is assigned
occurrence of detrimental anomaly. Detrimental anomaly is the 7, ., o. The one that will yield a larger penalty value is
anomaly where the speed of a multiprocessor system becorassigned td?, .. ; 1. The penalty value [28] of a constraint is
slower than that of a single processor system. Our interest whs degradation on the objective function when the constraint is
on achieving a high acceleration anomaly. imposed P, . ; 1isstored, and%. . ; ¢is optimized. In gen-
eral, at any vertex’ . of the B&B tree, two subproblems
B, .. k0andFy . i 1 are generated by imposing constraints
IV. OVERVIEW OF OUR ALGORITHM on a coefficient:(ng . ). The constraint that yields a smaller

Our algorithm belongs to the master—slave type. The comgRfnalty value is assigned &, . x,o. %, .. x,1 IS stored for
tational platform is a cluster of loosely connected workstatiofdture exploration, andr, .. x.0 is explored immediately.
(the machines). Each slave algorithm will run on a machine, TH&Ch time a subproblem is partitioned, the branch length of the
master algorithm does not require many computing resourcegf%B_ tree is "?ICfe"’:f_ed by On?' The_eﬁplorztlonlai,_.I,j,,.,o .
execute and may share the computing resources of a machin&@fitinues until a discrete solution is found or until a point

ready executing a slave algorithm. Direct communication is pd¥1ere it is known that further exploration will not yield a

mitted only between master and slave algorithms. Direct corsplution better than the one best currently known. If a discrete

munication between slave algorithms is not permitted solution is found, the discrete solution is transmitted to the

Because of the slow communication speed between nTgaster. A B&B tree, as shown in Fig. 2, is generated. In this

chines, communications between master and slaves is kgg?tegy, the search advances quickly, deep into the B&B tree

to a minimum. The master performs initialization, assignin d, hence, earns the name de_pth-fwst SeaTCh- In Fig. 2, itis
umed that eitheély_ .. o is a discrete solution ofy. . . o

subproblems to the slaves, and informing the slaves on I han the obiective f ) | fak ui
discrete solution already found. Each of the slaves perforiis & 9€" than the objective function value of a known discrete
m,0 is fathomed, and the search switches to

B&B tree search on a subproblem adopting a depth-first seaﬁ:clqu“on' P, .. ; ) ,
strategy. Upon discovering an improved discrete solution, tﬁéplorepov--:f”’ L _and Its successors ih a depth-ﬂrs_t manner,
slave will immediately report this improved discrete solutioff® illustrated in Fig. 3. After comple_tmg the exploration of the
to the master. The master will then broadcast the objecti_%cc‘:lssors 0F%, ...,m, 1, the search is backtracked, as shown

function value of the improved solution to all other slaved” Fig. 3. o
After the optimization of /% ., has been completed,

When a slave has completed its assigned task, it will report t is identified f I into P
the master to request for a new job assignment; upon receivﬂ‘r?goﬁ-:’“) IS ?m_' Ieh ordpaLtltlonr:ngP(), .,k INO Py, ké)
the “job request” signal, the master will cut a scion from a livd Oy eers by 10 t 'Sf Opebl tfa;)t € cor;]strf}l)nt impose don
vertex of a slave and graft it to the slave requesting new job.’A"*0: ...) IS SO unfavorable for, . &1 thatFy, . x,1 nee
scion is a section of the B&B tree such as that contaititpg not be searched when the depth-first search algorithm back-
and its successors in Fig. 1 tracks. Thus, alk(n) that are in the basis vector of the simplex
The computing time required to find the optimum solution i?Igorithm are tested one-by-one to see which one produces the
influenced by the following factors argest penalty value. The value af___; is the value ofn
o o _ .. that will produce the largest penalty value when the constraint
a) After optm;mng I, .5, It IS necessary to |dentc|jfy is imposed omi(n). In order to save computing time, when
?D(”O: ---J)Tr?r p:rytlomfzg Po,...j '_mo,f,PO: ---I:J':Oﬁan computing the penalty valug ;.1 is not evaluated but is
0,...5,1- The choice ofi(no,... ;) significantly affects oqimated by taking the value in the next simplex iteration.

the size of the B&B tree and, hence, the computing timgy, o 516 that yields the largest penalty value is selected as
b) When a slave has completed its assigned task, it will r Tno. &)
quest that the master assign it a new task. A scion will ot P - -roos DE the roOt Vertex of a tree in a slave ma-
be cut from a live vertex in another slave and be grafteg.; After all the

to the sla}ve requefstmg the new task. Sevgral str.ateg e been explored, the algorithm backtrack®4 inai-ront

for selecting the scion for transfer are being investigate nd then switches to explore the SUCCESSOMR,0finai-roor, 1

and their effects are reported in Sections V and VI of thig - . 1.0 algorithm switches 1o exploi@, ; - 7’1"’" ’t(’(l’ it
rrginal=root, 1y

‘Fr)r?perf.f' _ fhe s wina th aned task bv_viII never be necessary to backtrack B,.iginai-root- ThUS,

the new root vertex. The master is informed of the change in
root vertex.

A slave may be interrupted by the master under two circum-
stances, namely, 1) to update the best known objective function

The slave adopts a depth-first search strategy as followslue of a discrete solution and 2) to request the slave to transfer
Suppose that the problen®s ., is assigned to a given a scion. It should be pointed out that a slave’s local record of
slave. Py ., is called the root vertex in that slave. Afterthe best-known objective function value is not a record of the
P, .., has been optimized, a coefficient, s&yn, . ;), best objective function value obtained by the slave itself; it is
is selected, and?, . ; is partitioned into two successorsa record of the globally best-known objective function value.

er all the search-worthy successor$gf;ginai-root, 0

V. SLAVE ALGORITHM
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A slave interrupts the master under the following conditions.

1) After ., has been partitioned intB.,.¢, 0 aNdLroor, 1,
the relevanf’,,.; information is transmitted to the master.
F,.,.+ may either be the root vertex of the scion grafted to
the slave by the master or a vertex that is being promoted
to the status of a root vertex.

2) Whenthe slave has found a discrete solution whose objec-
tive function value is better than the best-known objective
function value, the solution is transmitted to the master.

3) When a slave has searched all the search-worthy vertices
of the B&B tree assigned to it, it will request a new job
assignment from the master.

Adopting the depth-first search technique for the slave has
several important advantages.

a) The storage space requirement for storing the unsolved
subproblems of the B&B tree is not too large.

b) Suboptimum discrete solutions are produced during the
optimization process. The suboptimum intermediate
solution obtained by one slave can be used by other
slaves to terminate any search along an unfruitful path.
This results in a reduction in the total number of vertices
being searched and causes an acceleration in finding the
global optimum solution as the number of slave machines
running in parallel is increased. Because of the reduction
in the total number of vertices, the speed of solving
the problem may be increased by a factor larger than
the factor by which the number of machines running in
parallel is increased. The phenomenon that the speedup
factor is larger than the number of machines running in
parallel is called super linear speedup.

¢) In the event of having insufficient computing resources
to obtain the optimum solution, the suboptimum solution
produced by the depth-first search during the optimization
process may be useful.

Fig. 2. Depth-first tree search.

Depth first

VI. MASTER ALGORITHM

The master performs initialization and keeps a record of the
relevant root vertex information of the B&B tree of each of the
slave algorithm. Based on this information, whenever a slave
interrupts the master to request for a new job assignment, the
master identifies a slave where a scion is to be cut for grafting to
the idling slave. Whenever a slave informs the master on the dis-
Fig. 3. Switching branch and back tracking processes in a depth-first searghwery of a discrete solution whose objective function value is
A vertex with an underscore signifies that the vertex is fathomed. better than the previously best-known objective function value,

the master broadcasts this currently best-known objective func-
If a slave is requested to transfer a scion, the slave will etien value to all the slaves.
amine the objective function value 8%...: 1, wherep,.... is the The master algorithm consists of two phases. In the first
root vertex. IfP...¢, 1 is search worthyP.,.., 1 is transferred to phase, the slaves are assigned with jobs as soon as possible in
the master. Aftef’,,.., 1 is transferredf’.... is discarded, and the following manner. Afte%, is solved, it is partitioned into
Proot,0 becomes the new root vertex. The master will be iy andFy;. Foo andFy, are solved in two separate slaves. All
formed regarding the change in the root vertex. If the objectiather slaves (if any) will be queued up for job assignment since
function value of?.,,: ; is larger than the best-known objectivet is not possible to assign a job to the idle slaves until at least
function value, P, 1 is not search worthy and is discardedone of the slave solving%, or Fy; has partitioned its.,.+
Prs0t, 0 becomes the new root vertex. NeéW,, 1 is examined into £,.,.; o andP,,.:, 1. When any of the slaves that have been
for possible transfer to the master in the same way a®olg 1  assigned task has partitioned Ks,,; into P,,o¢ o @andProor, 1,
was examined. Information regarding the new root vertex is aldte master will request that slave to cut a scion and graft the
transmitted to the master. scion to an idling slave in the waiting queue. This process
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continues until all the slaves have been assigned a respectr .- o
task; this ends the first phase of the master algorithm. !
The second phase of the master algorithm starts immediate
after the conclusion of the first phase. During the second phas
when a slave requests a new job assignment from the maste
the master will place the requesting slave in a queue if therei
more than one slave requesting a job assignment. (It is imme
terial which slave in the queue is served first.) The master the :"
chooses a slave among those slaves currently busy searching 1
B&B tree and requests for it to contribute a scion based on a pre:
defined strategy. We have investigated three possible strategi“:
for selecting a slave to contribute the required scion. The selec: T,
tion is based on either

1) the relative lexicographical values; U e

2) the branch lengths; e ’

3) the objective function values of the root vertices of all thl(—aig. 4. \Vertices with two concentric circles are the vertices being explored
B&B trees of all the slaves. currently by the slave machines.

 Strategy 1) Select the slave whose root vertex is lexico-
graphically most preceding. Cost Ratio: Suppose thaP processors are used in parallel to

* Strategy 2) Select the slave where the branch length of §sjve a given problem. Theostof solving the problem, which
root vertex is the shortest. is denoted byl-(P), is defined as the sum of the CPU execu-

- Strategy 3) Select the slave whose root vertex has tign time (the time the computer is actually actively involved in
smallest objective function value. solving the problem) of thé> processors. Theost ratioC/(P)

We will use the scenario of Fig. 4 to illustrate the abovg defined as the ratio of the cost of solving the problem using

strategies. In Fig. 4, there are three busy sla#esS2, andSz P processors to the cost of using one processor, i.e.,
searching the subtre&g, 15, and73, respectively. Assume that To(P)
_1Ic

the root vertices of the three subtrees dreB, andC, and the C(P) = .
corresponding objective function values are 0.3, 0.1, and 0.2, re- Te(h)
spectively. When an idling slavg, requests a job assignment, a In our master—slave model, the CPU time required by the
live vertex must be transferred to it. For Strategy 1), veddg master is ignored in all analysis because it is negligibly small
lexicographically most preceding. Thus, slakeis selected to when compared with that required by the slaves. HeRde ac-
contribute a scion. For Strategy 2), the branch length of vertaxally the number of the slave processors. Acceleration anomaly
C is the shortest, and slav# is selected. Finally, for Strategyis said to have occurred &f'(P) < 1.
3), vertexB has the smallest objective function value; hence, Size Ratio: The number of vertices on the B&B tree is a mea-
slavesS; is selected. sure of thesizeof a problem. LetV(P) be the total number of
Note that when there are only two slaves, the three strategiestices whenP slaves are used. Tlsize ratiois given by
are indistinguishable. This is because when a slave is idle, the N(P)
remaining one is the only one that can be selected. Z(P) = W
Speedup Factor:A very commonly used, and one of the
most important, criterion determining the usefulness of a
Arithmetic Mean Versus Geometric Meakive make use of parallel algorithm is thespeedup factorThe speedup factor
the results collected from a large number of examples to eval¢P) is defined as the ratio of the wall clock execution time
uate the performance of the various strategies. Since the respéieded if only one processor is used to that needed when
vary from example to example, comparisons are made basegesicessors are used in parallel, i.e.,
the average values of the results. There are many ways to de-
: . o ) Tk (1)
termine the mean value of a collection of numbers; arithmetic S(pP) =
mean and geometric mean are two of the ways. The arithmetic Ik (P)
mean has several obvious advantages, but it has the disadvetmereT’ - (P) is the wall clock execution time whef proces-
tage that the mean value is determined mainly by those nusors are used. The wall clock time is the terrestrial time, as in-
bers with large values; the effect of a number with small magicated by a wall clock or wrist watch.
nitude is almost the same as that of a zero. The geometric meaA high speedup factomndicates effective use of processors.
has the advantage that equal fractional change in the numbleos most parallel algorithms, trepeedup factois less thanP
will yield equal fractional change in the geometric mean. Olwhen solving a problem using processors. However, for our
viously, whether the arithmetic mean is a more suitable choiparallel algorithm, the speedup factor may be greater fhan
than the geometric mean or vice versa will depend on specifloe to the acceleration anomaly as a result of the reduction in
circumstances. We choose the geometric mean for the purptieetotal number of vertices being searched when the number of
of putting equal weight on all the data obtained. slave machines running in parallel is increased.

VIl. PERFORMANCEANALYSIS
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Efficiency: The efficiencyis an important measure for theto a slave, an overhead is incurred in setting up the optimization
performance of a parallel algorithm. It indicates the effectivgroblem in the slave. Communication overhead is also incurred
ness of the processors. Denotedfyf), theefficiencyis given in the data transfer. The number of times scion is grafted to slave

by increases with increasing. Thus, overhead cost increases with
increasingP. For C(P) to decrease with increasirg, thesize
E(P) = @ of the problem must decrease at a rate faster than the increase
P in the overhead cost &3 increases.

Fig. 6 shows theveragesize ratioZ(P) versus the number
of slavesP plots. As can be seen from Fig. 6, theeragesize
[atiosare all less than unity. This shows that intermediate subop-

number of vertices being searched wHeprocessors are used imum solutions obtained by a slave machine are indeed useful
9 p for other slave machines to terminate the searches along un-

the efficiencyis not suitable to describe the extent to which th itful paths, causing a reduction in the total number of ver-

slave processors are utilized. The ratio of CPU time to w: l:es being searched. This is the main contribution to accelera-
clock time is a better indicator for the utilization of the slav ‘ﬁon anomaly. Notice also from Fig. 6 that the valueSZP)
processor. In our algorithm, all slaves commence computati Strategy 1) and Strategy 2) are similar and approaches a
Emd stolp cotrrlgutatlon at alllmtl)st Iihte same t"?ﬁ thfrefo:ﬁ ﬂl': Ohstant asymptotically &3 increases. Since overhead cost in-
atve imost i ? CSSS? wa fc (Tlcth ”ﬂle‘( ) etretgre ”e creases with increasing, C(P) for Strategy 1) and Strategy 2)
rafio of he ‘ota ime of all the slavefg(P) to the wa increases with increasing for large values of® whenZ(P)
clock time T (P) gives the number of effective slaves thaj C(‘g"s to decrease. The values Bt P) for Strategy 3) are sig-

SinceE(P) is the ratio ofS(P) to P, itis also thenormalized
speedup factoWhen acceleration anomaly occul,P) > 1.
Hardware Utilization: Because of changes in the total

a;fe btemg lut|I|zetd t?y com%utm% tr;le :auo of the number | cantly smaller and decrease with increasifgthis explains
etiective slaves 1o the number of all slaves, a measure ca ) continues to decrease with increasiidor Strategy

hardware utilization which is defined as 3). Future research in this area will focus on finding strategies

TP to decrease thsize ratiosignificantly.

oy - TeP) , ~

(P)= Te(P) x P Fig. 7 shows theaveragespeedup factoiS(P) versus the
number of slaves plots. As can be seen from Fig. 3(P)

is obtained. is almost a linear function aP, at least for smallP, and that

Since, for each slave, the wall clock time is greater than &trategy 3) offers the highespeedup factort is expected that
equal to the CPU time, the product f (P) and P is greater a strategy with a smaller'(P) will yield a higherS(P).
than or equal td=(P). Hence, the value df(P) ranges from  Fig. 8 shows thaverage eftiency E(P) versus the number
0 to 1 and is suited to describe the extent to which the slagéslavesP plots. The values of ( P) increase withP for small
processors are utilized. P but decrease witl® for large P. The decrease i (P) for

In Figs. 5-9,0(P), Z(P), S(P), E(P), andU(P) are the increasingP for Strategy 3) wherP is large is less significant,
geometric means af(P), Z(P), S(P), E(P), andU(P), re- compared with the other two strategies. Therefore, the scala-
spectively. The statistics shown in Figs. 5-9 were derived frobility (the suitability for use with a large number of processors)
a random choice of results obtained from about 160 exampfes Strategy 3) is the highest among the three strategies.
with specifications spreading over a diverse range. They in-Fig. 9 shows theverage hadware utilizationl7( P) versus
clude even and odd length filters, symmetrical and antisyrtire number of slave® plots. Lowl ( P) indicates high commu-
metrical impulse response filters with various coefficient resication overhead. Since communication overhead increases for
olutions, and lowpass, highpass, bandpass, and bandstop fillecseasing?, I/ P) is a monotonic decreasing functionBf A
with various band edges. The hardware platform was a clustestrfategy with a lower data transfer between master and slave will
HP9000/712 workstations used exclusively (i.e., no other johave a highet/( P). The results of Fig. 9 show that Strategy 2)
were running on the machines) for the experiments. The totaelds the highest hardware utilization. This is expected since
number of workstations in the cluster was 24 and shared ath@ scion is cut as close to the root as possible; this results in
Mb/s communication link. The workstations in the same clust@anger search path in the slave and results in less data transfer
that were not being used by this experiment were running umetween master and slave. Hardware utilization will affect the
related tasks. The loading of the communication link due to tispeedup factosignificantly if it is too low, such as in the case
other workstations running unrelated tasks was unknown. Nevhere the master and slaves are linked by a very slow communi-
ertheless, actual simulation results showed that the communication link. Thus, in the situation where the communication link
tion overhead was very much lower than the computational cosetween the machines is very slow, such as in the case where the
Fig. 5 shows theZ(P) versusP plots. As can be seen frommachines are physically separated by long distances, Strategy 2)
Fig. 5, the values o€(P) are less than 1 due to acceleratiomay out perform Strategy 3) in terms sppeedup factor
anomaly. For a give®, C(P) corresponding to Strategy 3) is  Since, in most cases, the main objective of parallelization is
the smallest, and that corresponding to Strategy 1) is the largéstincrease thspeedup factqrStrategy 3) is the best strategy
C(P) is a monotonically decreasing function Bffor Strategy when the machines running in parallel are interconnected by
3), indicating that acceleration anomaly increases With-or a reasonably fast communication link. Strategy 2) may be the
Strategy 1) and Strategy 2)(P) decreases witl for small best strategy when the machines are interconnected by a slow
P butincreases witl® for large P. Whenever a scion is graftedcommunication link.
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20r crete coefficients. In addition, Strategy 3), which makes par-
18 Strategy 3 titioning based on the smallest objective function value, pro-
& 16 duces the highestpeedup factorOur machines are intercon-
£ nected through a reasonably high-speed communication link.
g 14 We notice that Strategy 2), which makes partitioning based on
S 12r Strategy 1 the shortest branch length from the root, has a higlaedware
g 10t ‘. utilization, implying a lower data transfer between machines.
. al Thus, Strategy 2) may produce the highest speedup factor if the
g machines running in parallel are interconnected by a very slow
z 6 ' ' communication link.

at —0—_0+ Strategy 2

2 , ; APPENDIX

2 4 6 8 10 12
Number of slaves

14 16

Let w be the frequency variable, and let the frequency re-
sponse of the filter bé{ (w). H(w) is a function of the filters
coefficient values. LeD(w) be the desired frequency response
weighting function, and lek(w) be the desired frequency re-
sponse ripple magnitude weighting function. hetndé be the

In general, when a cluster of machines is running in parallghin variable and ripple variable, respectively. A linear program-
to solve a branch and bound problem, the branch and bouthg problem may be formulated as follows:
problem must be partitioned and distributed to the machines. In

Fig. 7. Averagespeedup factoversus number of slaves plots.

VIIl. CONCLUSIONS

most cases, the aim is to achieve a tsglkedup factoThe best
strategy for partitioning the problems differ from one type of
problem to another. In this paper, we consider the design of dis-
crete-coefficient FIR filters using the mixed integer linear pro-
gramming technique. Three strategies for partitioning the prob-
lems are investigated. All three strategies offer significant re-
duction in the turnaround time for the design of filters with dis-

H(w) — bD(w) < 6k(w)
H(w) = bD(w) = —6k(w)
b>1U
b <by,

minimize f =6 — «b.
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The value ofw in the objective function may be determined by [24] Y. C. Lim and Y. Lian, “The optimum design of one- and two-dimen-
using any one of the methods reported in [2].
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