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Design Exploration of Hybrid CMOS and Memristor
Circuit by New Modified Nodal Analysis

Wei Fei, Student Member, IEEE, Hao Yu, Member, IEEE, Wei Zhang, Member, IEEE, and
Kiat Seng Yeo, Senior Member, IEEE

Abstract—Design of hybrid circuits and systems based on
CMOS and nano-device requires rethinking of fundamental
circuit analysis to aid design exploration. Conventional circuit
analysis with modified nodal analysis (MNA) cannot consider
new nano-devices such as memristor together with the traditional
CMOS devices. This paper has introduced a new MNA method
with magnetic flux (®) as new state variable. New SPICE-like
circuit simulator is thereby developed for the design of hybrid
CMOS and memristor circuits. A number of CMOS and mem-
ristor-based designs are explored, such as oscillator, chaotic
circuit, programmable logic, analog-learning circuit, and crossbar
memory, where their functionality, performance, reliability and
power can be efficiently verified by the newly developed simulator.
Specifically, one new 3-D-crossbar architecture with diode-added
memristor is also proposed to improve integration density and to
avoid sneak path during read-write operation.

Index Terms—3-D crossbar memory, memristor, nano-scale cir-
cuit simulation.

1. INTRODUCTION

N order to extend the Moore’s law, many new devices have
been created at the nano-scale recently. The scaling at nano-
scale also leads to the discovery of the fourth circuit element
[1]-[3], memristor, which was not able to be observed at the
traditional scale. Theoretically, the discovery of memristor re-
solves a mystery predicted almost 40 years ago [1], [2] for the
linking between flux and charge in the circuit theory. Practi-
cally, the successful fabrication of the memristor [3] might pro-
vide new approaches to design high-performance circuits and
systems such as oscillator and memory at nano-scale. In order
to deal with a design composed of large number of memristors
and also the other traditional devices such as CMOS, this new
element needs to be included into a circuit simulator like SPICE
[4].
Traditional nodal analysis (NA) only contains nodal voltages
(vy,) at terminals of devices. Since an inductor is short at dc and
its two terminal voltages become dependent, the state matrix
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is indefinite at dc. This problem is resolved by a modified
nodal analysis (MNA) [4]-[6], which modifies the NA by
adding branch currents (j,) as state variables. However, many
nontraditional devices (memristor, spin-toque-transfer device
and etc.) introduced at the nano-scale have to be described by
state variables different from the traditional nodal voltages and
branch currents. As such, the conventional circuit formulation
in MNA may not be able to include these new nano-devices. For
example, the fundamental device branch equation, or branch
constitutive equation (BCE), of a memristor describes a relation
for the change of charge with respect to the change of magnetic
flux. This relation requires an explicit deployment of magnetic
flux as the state variable. The magnetic flux has been explored
as the state variable. In [7], by replacing the state-variable
of the inductive branch-current with the magnetic flux, one
new MNA formulation is derived to stamp the inverse of the
inductance matrix, called susceptance matrix. In this paper,
using the magnetic flux as the new state-variable, we have
derived a new MNA formulation to stamp memristor together
with other traditional devices. A new SPICE circuit simulator
is also developed for simulations of large-scale hybrid designs
of CMOS and memristor. Compared with the equivalent circuit
based approach [8], our implementation of memristor model
in a SPICE-like simulator has an explicit dependence on its
geometry and process parameters, which is more scalable and
flexible for the process migration.

Note that memristor is promising with wide applications in
new circuit designs as well. Its negative differential resistance
can lead to potential applications in oscillator and chaotic circuit
design. Moreover, its nonlinear behavior fits also well with the
requirement of resistive crossbar, and hence, memristor has been
extensively applied in crossbar-based designs [9]-[13]. Another
natural application of memristor is in the neuromorphic system
[11], [14]-[17]. However, due to the lack of development of re-
lated circuit simulator, all the aforementioned applications are
currently designed in very limited size. The challenges faced
when integrating with the traditional CMOS devices remain un-
solved. With the aid of one SPICE-like simulator for memristor
developed in this paper, we have demonstrated a number of hy-
brid CMOS and memristor circuit examples with the efficient
verification of functionality, performance, reliability, and power
consumption.

One memristor-based crossbar-based architecture for
memory design is also explored in this paper. The fundamental
crossbar structure consists of horizontal and vertical nanowires
with their crossing points configured as electronic devices.
Resistors, diodes, and transistors have been implemented as the
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crossing-point junctions to present bistable states [18]-[24].
Compared with active crossbars, resistive crossbars have the
advantage of higher density, simpler structure, and easier
fabrication [18], [20]. The resistive crossbar utilizes bistable
resistive material with hysteresis I-V behaviors to represent
different states. Memristors thereby can be applied under this
scheme, and hence has been extensively investigated for the
crossbar-based memory design [9].

One major limitation for resistive crossbar is its high leakage
current through sneak path. This means besides the desired path
through the memory cell, where the current ought to flow during
the writing and reading process, there are also many sneak paths
through other junctions in the memory array and through the
junctions of the demuxes [9]. It results in great degradation in
both performance and power efficiency. These sneak paths are
unavoidable unless elements such as diode can be integrated
with memristors. Recent research has made it possible to fab-
ricate diode-added component together with memristor without
affecting the performance [13]. But this feature has not been
studied for the crossbar-based memory design yet. In this paper,
with the use of the newly developed circuit simulator, the perfor-
mance improvement of memory design can be analyzed for the
diode-added memristors. Moreover, the existing crossbar-based
memory design is mainly based on 2-D integration, whose inte-
gration density is low compared to 3-D integration. The existing
available crossbar-based memory by 3-D integration, however,
requires either large peripheral area [25], [26] or many CMOS
layers [27]. As such, we have also proposed one new crossbar-
based memory using diode-added memristors with 3-D integra-
tion, which needs only one CMOS stack and hence highly in-
creases the device density.

The contribution of this paper is summarized as follows.

* A new MNA using magnetic flux as state variable within
one SPICE-like simulator is developed to verify the design
of hybrid CMOS and memristor circuits.

* A new 3-D crossbar-based memory architecture using
diode-added memristors is proposed to improve integra-
tion density and reduce sneak path power consumption.

The rest of this paper is organized in the following manner.
In Section II, the background of circuit theory and traditional
MNA are reviewed. Then, the derivation of the new MNA for
memristor and its according SPICE-like circuit simulation are
presented. Two different device models for memristors are
analyzed in Section III with analytical formula of memristive
power. In Section IV, one low-power and high-density 3-D
crossbar-based memory is presented and analyzed. Experi-
mental results are presented in Section V, and the paper is
concluded in Section VI.

II. MEMRISTOR CIRCUIT SIMULATION

In this section, the new MNA formulation to consider mem-
ristor is derived within the SPICE-like simulator. All the vari-
ables used in this section are summarized in Table I.

A. Background

Kirchhoff’s Current Law (KCL) and Kirchhoff’s Voltage
Law (KVL) are two fundamental equations governing the elec-
tric property of a circuit [6]. These two laws can be compactly

TABLE I
DEFINITIONS OF VARIABLES USED FOR MEMRISTOR CIRCUIT SIMULATOR
Variables Definition
incident matrix defined in Section IL.A ([Ec Eg El Em Ei]
E describe the topological connections of capacitive, conductive,
inductive, memductor and voltage-source elements)
Vi, Vb, Jb nodal voltage, branch voltage, and branch current
Jis Jb Jm source, inductive, and flux branch current
D, D, nodal and branch flux
M, W memristance and memductance
S, G, C susceptance, conductance, and capacitance

hy k-th time-step from #—to #x =ty + Ay,

integration coefficients of i-th order backward-differential-

% Bra formula (BDF) at k-th time-step
A,
Vi h_;
- remainder in equation (13), containing previously calculated X
¢ and X.
£ estimated error of q-dot (dq/dt)

formulated by an incidence matrix determined by the topology
of circuits. Assuming n nodes and b branches, the incident
matrix E(€ R"*?) is defined by

1,
€ij = { —1,
0,

By further denoting branch current as j;, branch voltages as vy,
and nodal voltages as v,,, KCL and KVL can be described by

if branch 7 flows into node ¢
if branch 5 flows out of node 2
if branch 7 is not included at node .

KCL: Ej, =0 KVL:ETv, =, (1)

Modified Nodal Analysis: ldeally, the branch current vector
is a function purely dependent on the nodal voltages under the
device branch equation

Jb = %Q<ETvn7t) + j<ETvn7t)'
However, as inductor and voltage source become indefinite
at dc, when using the nodal voltages only (NA), the MNA
breaks the branch current vector into four pieces with four
corresponding incident matrices, and deploys branch inductive
current 7; and branch source current j; as new state-variables.
As such, the KCL and KVL in (1) become

d . . .
%Ecq(E(Tvn,t) + Egj(E] vn,t) + Eji + Eij; =0

d .

Eq)(]l) — Efv, =0

Efv, =0. 2

Here the four incident matrices [E. E, E; E;] describe the
topological connections of capacitive, conductive, inductive,
and voltage-source elements. Introducing the state variable
X = [vn, 1, 5i]%, the above MNA formulation can be denoted
shortly by the following differential-algebra-equation (DAE):

d
Flz,&,t) = Eq(w,t) +j(z,t) = 0. 3)
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Memristor Branch Equation: Memristor by definition is
a linkage between charge and flux. For a charge-controlled
memristor

M(q) = d®(q)/dq 4)

the device branch equation is given by

vy = M(q(t))Jb- &)

For a flux-controlled memristor, or called memductor

W(®) = dg(®)/d® (©)

the device branch equation is given by

jb = W((I)(t))’ub (7)
As there is a charge or flux dependence for the value of mem-
ristor or memductor, its terminal voltage or current depends on
a complete history. As a result, there could be many nontradi-
tional switching phenomenon for nano-scale devices such as:
current-voltage anomalies in switching with a hysteretic con-
ductance; multiple-state conductances; and commonly observed
“negative differential resistance”. With the use of the concept of
memristor or memductor, a range of non-traditional electrical
switching phenomenon at nano-scale can now be explained in
a simple manner. Note that the concept of such a new circuit
element has not yet been widely adopted is mainly because in
micro-scale chips, the value of memristor is too small to be ob-
served. The two-terminal memristor device model in [3] shows
that the magnitude of memristance grows inversely proportional
to the device area.

B. New MNA for Memristor Simulation

The terminal voltage of a memristor depends on the complete
history when branch currents are assumed as the state variables.
As such, they cannot be easily deployed together with other
devices in the traditional MNA formulation. This section first
shows that the magnetic flux ® can be used as the state variable
to replace the inductive and flux branch current variables j; and
Jm- This leads to a new MNA formulation for both the inverse
of the memristor element, called memductor, and the inverse of
the inductor, called susceptor. Moreover, a corresponding tran-
sient analysis is presented by a backward-differential-formula
(BDF) integrated with the local-truncation-error (LTE) check.

MNA for Memristor: We first break the incident matrix into
five pieces with the additional one (E,,) for the branch mem-
ductor. Similarly to the nodal voltage v,,, by introducing a nodal
flux ®,,, (2) becomes

d d
—Ecq(EXvn,t) + —Emq(EL®p,t) + Egj(E] vn,t)

dt dt
+Eui(E] ®n,t) + Eiji =0, Efv, =0. (8)
Defining a new state variable vector
X = [, @, i) 9)

the above new MNA can still be described by the same differ-
ential-algebra-equation as in (3).

Let’s further derive the Jacobian or generalized conductance,
capacitance, susceptance and memductance of the DAE. At one
biasing point X, the first-order derivative (Jacobian) of the
nonlinear equation in (8) with respective to X is given by

d .
G = <E5Wj (vf,t)Ef)H , vf:Egvn,
b X=X,

d
C= <EC—Cq(v,f,t) E(,T> H , vy = ECT'UH,
duy, X=Xo
d .
S = (EZW] (@}, ) E,T> ‘ , o =FElo,,
b X=Xy
d
W (B (50 55 H r = 56, (10)
d(I)b X=X,

As such, the linearized DAE becomes

G- 6uy+C- 80, +S-60, + W-6b, + E; - 65
—f(Xo,Xo,t) E;T . 6’0” =0.

(11)

Note that there is an additional constraint between the mag-
netic flux and the voltage through the Faraday’s law

EFé = Efv,.

As aresult, we have the following linearized system equation in
first-order:

I 0 0| [6Qy |+ |0 I 0f]6d,
—E 0 0]\ & 0 0 0]\ bj
= —F(Xo, Xo,t). (12)

Such a state matrix not only integrates the memductor together
with other device elements but also results in a stamping of in-
verse inductance matrix .S, which is diagonal-dominant and easy
to be stably sparsified [7].

Transient Analysis of Memristor Circuit: The DAE can be
numerically integrated at discrete time points ¢1¢5 . .., by BDF
[6], [28]. For kth time-step hjy from t_1 to ty = tx—1 + hi,
the time derivative of charge dg/dt in (8) at the time point ¢y, is
approximated by pth order BDF

1 P P )
q(Xk)= i Z Oéki(J(Xk—i)_Z BriG(Xi—i) =vq(Xk)+r
" i=0 i=1

(13)
where v, = (@, )/(hi) and 71 contains previously calculated
X and X. Note that o k, and Bk; are the integration coefficients
of ith order BDF at kth time-step.

As a result, the numerical solution of the DAE (3) is reduced
to solve a nonlinear equation

F(veq(Xe) + 71, Xie, te) =0 (14)

which is iteratively solved by Newton’s method with calculated
Jacobian in (10). Starting from a predictor X lgo)’ for example
X._1, the correction 6X,§l) = X,gl) — X,El_l) at [th iteration
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is calculated from the linearized equation (12), which has the
following form under BDF:

glgz—n_i_%c,](cz—n S,Sl_l)—i—%W,gl_l) E,
_S]Ez—1) %5,8—” 0
—FE; 0 0

= —F(vq(Xr) + 75, X, tr)

L6X O

5)

where

q,il_l) —q (X,il‘”) :
g,gz—n —g (Xlgz—n) 761(61—1) —cC (X,El‘l))

STV =s(x{7V) i =w (x( V). ae)

The Newton converges till the correction ||6 X ,gl) || satisfies the
error constrained by the relative tolerance and the absolute tol-
erance for v,, ®,, and j;, respectively.

Moreover, in order to have an adaptive time-step control and
a robust convergence, the LTE needs to be implemented. For
example, for a first-order BDF (Backward Euler), the estimated
error of g-dot (dq/dt) is given by

1
Eq = §hk+1DD2(q(Xk))

where DD2 is the second-order divide-difference. As such, the
estimated time-step h1 is bounded by a specified value eyto1-
Recall that there two parts of contributions in ¢(X}). One is
from the capacitive charge ¢° = ¢(v§) and the other is from the
flux charge ¢™ = ¢(®}").

Thereby, the transient simulation of a memristor circuit is
summarized in the following steps.

1) Characterize the device branch function for ¢(®}*) and the

memductance W is given by (6).
2) Form a new MNA by (12) with the memductance matrix
W = EIWE,,.

3) Solve ®,,(t) and v,,(t) from (15) and obtain ®;"(¢), v;"(¢)

and ¢(®}",t).

The runtime of a SPICE-like simulator usually composes of
three parts: device evaluation, matrix solution and DAE inte-
gration. For small sized CMOS-memristor circuits, the runtime
is mainly dominated by device evaluation and DAE integration.
For large sized CMOS-memristor circuits, the runtime is mainly
dominated by the matrix solution. Note that our new MNA for-
mulation still enables a sparse matrix formulation. Moreover,
under the MNA formulation with flux, the new MNA can even
have a sparse representation for inductors as shown in [7]. For
the sparse matrix, the complexity is O(n*)(1 < « < 2), which
is mainly determined by the fill-ins created during the LU-fac-
torization. Usually, by selecting the proper sparse matrix pre-or-
dering for LU, the complexity can be significantly reduced. For
example, the column based AMD pre-ordering is deployed in
the current implementation.

III. MEMRISTOR DEVICE MODEL AND POWER

In order to design memristor circuit within one SPICE-like
circuit simulator, there are two parts required: 1) new modi-
fied nodal analysis and 2) memristor device model. Since the

TABLE II
DEFINITIONS OF VARIABLES USED FOR MEMRISTOR DEVICE MODELING
Variables Definition
[ magnetic flux
ki, k> slope of g-@ curve (memductance)
) value of @ at which memductance changes in Fig. 1
Vosinwt an sine input with amplitude ¥, and frequency w
P, initial @ value
The area under the rising and falling part of the hysteresis
A, A . un e
’ curve as indicated in Fig. 2 and 5
4 The area enclosed by two curves (4,-4,) as indicated in Fig. 2
enclose and 5
Ron, Rogy ON-state resistance and OFF-state resistance of memristor
D memristor length
Iy average ion mobility in memristor
boundary between the doped and undoped regions of
w(t) memristor, with value ranging from 0 to D, indicating
variance of memristance from R,, to R,z
MW memristance and memductance
a EoRon(Rosr=Ron) used to simplify equation.
D2 >
Memristance at different stages on the hysterisis curve as
My~M inqigated in Fig. 5: MO: memristance whf:n voltage rises. from
- origin; M1: memristance when voltage rises to the maximum
point; M2: memristance when voltage drops back to origin.

recent rediscovery of memristor, different device models for
both memristor and memristive system have been developed
[3], [8]. In this paper, two different models are analyzed and
used for the memristive circuit design. These designs are later
verified in our simulator with further details. Since memristor
defines relationship between change of charge and change of
magnetic flux, g-controlled memristor and ®-controlled mem-
ristor can be transformed to each other mathematically. Due to
the use of magnetic flux () as the state variable, both models
are first transformed to be ®-controlled memristors. Moreover,
in this paper, we define memristive power, which is the I-V area
under the hysteresis curve consumed by memristor. The analyt-
ical power formula can be applied during circuit design explo-
ration when power is concerned. Note that the term of “mem-
ristor” is used in the rest part of the paper for simplicity of pre-
sentation although it can mean other memristive systems. In ad-
dition, all the variables used in this section are summarized in
Table II.

A. Piecewise Linear Model

Device Model and I-V Relation: As shown in Fig. 1, this
model describes an ideal case where ¢(®) of the memristor
jumps between 2 constant-slope values when ® changes. Its g-®
relation

2(®) = kp® + 0.5(k; — Ko)(|® + 8] — | — 6])

and the corresponding memductance (W)

Cdg [k, if|®] <6
W(q’)_ﬁ_{kz, if |®] > 6

can be given, respectively. Since the memductance is directly
defined when ® is given, the memristor behavior is affected by
the initial condition of ®. Different I-V curves thereby can ap-
pear for different ®(0).

The plot in Fig. 2 is drawn when ®(0) = (0) with a sine input
(V, sin wt), where the hysteresis curve appears, i.e., the current
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T (o)
Slope=k2

Slope=k1

--.01-
ey

Slope=k2

Fig. 1. ¢-® relation of piecewise linear model.
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045 Slope = k2 1
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4 08 06 04 202 0 02 04 06 08 1
Vvl

Fig. 2. I-V relation for piecewise linear model with a sine input (V,, sin wt)
with the initial flux: ®(0) = 0. Parameters used here are: V, = 1 V,w =
2w x 1e8rad/s,ky = 0.5e—5(Q7 "), ks =1e—5(Q7").6 = (V,)/(2w) =
7.96e — 10(£271).

path is different when voltage changes from different directions.
Moreover, in order to show hysteresis behavior in Fig. 2, two
conditions are needed:

a7

—6< Py <é
(18)

§— @< L2

where (17) sets the initial memductance to be k1, and (18) en-
sures the threshold reached during the rising period.

Memristive Power: Recall that the area under / —V hysteresis
curves is defined for the memristive power. To derive this area
analytically, the condition of sine input V,, sin wt with the initial
state ®(0) = P is assumed.

By segmenting the rising curve (marked with the arrow) into
two parts: one part with memductance k; and the other part ks,
the area under the rising and falling curves could be obtained by

[(1 — Oé2>k'1 + OZZkQ]
2

w(5 — @0)
Vo

A, =

NAG
_ ha¥E

Vi a=1-

Ag

Ta(®)

Slope=1/Ron

wss=s= === Slope=1/Roff

eV

Fig. 3. ¢-® relation of square root model.

The enclosed area by the hysteresis curve is derived by

1—a®)(k, — k
AerlClose:Af—AT:( o )é 2 1)

Vi
which can be used for the power exploration.

Note that the piecewise linear model is an ideal model to un-
derstand and predict memresitive behaviors. For instance, we
can explore the negative k; to show the negative resistance be-
havior for the oscillator and chaotic circuit design. Some design
examples are discussed in Section V-A.

B. Square Root Model

Device Model and I-V Relation: One realistic memristor
model presented by HP Lab [3] is

(1) = (m? + Rog <1 - %)) i)

v
dw(t) Ry .
— = ki)

where v(t) and i(¢) are memristor’s voltage and current, Ry,
and R.g are ON-state resistance and OFF-state resistance, D is
the device length and p,, is the average ion mobility, respec-
tively. Moreover, w(t) here presents the boundary between
the doped and undoped regions of memristor, and its changing
speed is controlled by i(t).

Assume the following initial condition: ®(0) = 0,¢(0) =
0,w(0) = wgy, M(0) = My, where M represents the memris-
tance. Moreover, define a = (i, Ron(Rot — Ron))/(D2). As
such, one can derive the following ¢-® relation:

My — /M2 = 2a%(t)

a

q(t) =

and the corresponding memductance (W)
_ dq(t) !

M@ — 2a9(t)

Note that this is a square-root relation between g and .
Taking the boundary condition into consideration, the above
formula can be modified as

1 : ]Mg*Rgff
d Roge? if 2< ) 2a .,
.o My—R, My —R,
W((I)):—q: 21 , if 02(1 off SQS%'
dd /M2 -2a® L ,
1 ; My—Rg,
R if @ > —t5—en,
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Sine Input ><21D'
===Current
=—\/oltage

Current [A]

Voltage [V]

0 0.2 0.4 06 08 1 12 1.4 16 1.8 g
Time [s] «10°

Fig. 4. Input voltage and output current for a single memristor of square root
model. The parameters for the memristor are setas: Ron = 3.33e7 (), Rogr =
3.33¢10 ()., = 2.5e —6(m?*s 1 V=1), D =1le — 8 m.

.10 lvsV
15% 10 ' : | - Ml
Aenclose = E
1
™
ost A =T+
- M,
< o
05} 8
-1
M,
_15 1 1 1 1 L 1 L
-4 -3 -2 -1 0 1 2 3 4
Vv]

Fig. 5. I — V hysteresis for a square root model memristor.

To explore the memristive behavior under the square-root
model, a voltage source is given as the input to a memristor.
As shown in Fig. 4, the peak output current lags the peak input
voltage due to memristance change. This results in the /-V hys-
teresis as shown in Fig. 5. Note that the input frequency is kept
low enough to show the hysteresis.

Memristive Power: Similarly, the memristive power is de-
rived analytically as follows. Assume that one sine input V =
V, sin wt keeps the resistance of memristor within the boundary
all the time. The area under the rising and falling curves indi-
cated by arrow in Fig. 5 can be derived by

w?
6a2

w? 3 3 2
Af = @ (M2 + 2M1 - 3M2M1)

A, = (Mg +2M} — 3MyM?)

where

and

My = /M — (4aV5)/ (@)

are the memristance when V rises to Vj and return to O,
respectively.

The memristance changes from M5 to M; and then back to
M, when the input voltage drops to the negative region shown
in Fig. 5. The enclosed area can be similarly derived by the
hysteresis curve in Fig. 5

2

w
Aenc ose — A - A'r‘ = 15 9
! ! 1202

(Mo — M>)3.

Note that the square-root model can be used for predicting
most memristive behaviors, including /-V hysteresis and neg-
ative dynamic differential resistance. Therefore, it can be used
for evaluating many memristive circuit designs. In this paper,
the square-root model is used to build crossbar, decoder, adder,
and an amoeba learning circuit as shown in Section V-B and V-C

IV. MEMRISTOR CIRCUIT DESIGN

Upon the developed circuit simulator and device model for
memristor, we can further explore the design of hybrid CMOS
and memristor circuits. Previous researches have shown the po-
tential of nanowire-based crossbar architecture as the next gen-
eration of memory due to its simple structure, high density,
large-scale fabrication and flexible function [29]. Besides the
memory application, crossbar can be also applied in the arith-
metic processing [30], neuromorphic system [15], and pattern
recognition [10]. In this paper, we focus on the design of mem-
ristive crossbar for memory.

One major drawback of current resistive crossbar-based
memory is the lack of isolation between memory cells. As a
result, the presence of sneak paths can severely degrade the per-
formance of memory and increase power consumption. As the
power consumption is the most important metric for memory
design, this problem has become the major limitation for the
application of resistive crossbar-based memory [31]. Moreover,
density is another important feature for the memory design,
which directly relates to the cost. The current 2-D resistive
crossbar-based memory can be extended to 3-D to achieve a
higher device density. In order to resolve the aforementioned
two issues, in this section, we propose the 3-D crossbar-based
memory using the diode-added memristor.

A. Diode-Added Memristor-Based Memory

Recent device research has made it possible to fabricate each
cross-point with a memristor and a pn-junction connected in se-
ries [13]. Though the junction could be modeled as a memristor
in series with a diode, the pn-junction does not prevent setting
the memristor value in the reverse direction [13]. In this way,
the sneak path can be extensively reduced and large portion of
power consumption is saved.

Fig. 6 shows the structure of a 4 X 4 memristor crossbar,
whose read-access is controlled by two 4-to-1 switch MUXes
connected with the voltage source. Cross-points of the memory
crossbar (red circle) can be implemented using either one pure
resistive memristor or one diode-added memristor.

How our design prevents the sneak paths is illustrated in
Fig. 7. Here, only cross-points with an ON-state memristor are
shown for visual clarity. The solid blue line indicates the current
path to read the cell in first row and first column. Two possible
sneak paths are shown with red dotted lines when pure resistive
memristors are used in the memory cells. Each sneak path may
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Fig. 7. Sneak path prevention.

be composed of 3, 5 or more (odd number) ON-state cells. Their
resistances are connected in parallel with the reading-path,
resulting in not only larger power consumption, but also large
performance degradation. When diode-added memristors are
used for memory cells instead, current can only flow in one
direction for a read-operation. As shown in the figure, current
can only flow from vertical bars to horizontal bars. Therefore,
there is no way for a sneak path to go through other paths
without getting blocked by one diode. The two cells marked by
one pink circle can block the previous sneak paths.

Adding the diode into the memory cells does not change the
memory writing scheme described in [9]. Instead, it only in-
troduces different energy requirements for setting and reset-
ting of memristor states [13]. The comparisons between the two
designs based on diode-added memristor and resistive mem-
ristor are analyzed in term of functionality and power consump-
tion by our circuit simulator. Detailed results are reported in
Section V-C.

However, the new crossbar is not strictly “resistive” any more
due to the embedded diode. This leads to some drawbacks. For
example, depletion capacitor in reverse-biased diode increases
capacitive load and may cause some delay. Moreover, threshold
voltage of the diode can reduce output voltage swing as well.
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Fig. 8. One 3-8-decoder based on bistable diode crossbar.

Therefore, appropriate sizing and doping are required to mini-
mize these drawbacks. However, the superior performance and
tremendous reduction in power consumption brought by the
diode-based design motivate us to explore the potential of diode-
added memristor for memory.

B. Low Power Decoder

Decoders are the essential peripheral circuits to support
memory access, and are also important building blocks for
memory-based logic. The diode-added memristor can be
used to further improve the decoder as follows. The previous
demux-based decoders are usually implemented using the
pre-programmed pure resistive memristors [9]. However, due
to the nature of the resistive crossbar, the demux functions
as a voltage-divider with the large power consumption and
the performance degradation from sneak paths. By adding the
pn-junction, i.e., the diode into the memristor, the diode-added
memristor crossbar can be developed.

Fig. 8 shows one decoder implemented with a bistable diode-
added crossbar. Here, ON-state (low-resistance) cross-points are
marked with circles, while the other cross-points are in OFF-
states (high-resistance). Since the crossbar does not include the
inversion function, the address-signal (AO-A2) and their com-
plements are needed. The circuit is essentially a lookup table.
The ON-state diode-added memristors at the cross-points form
an AND-gate in each row. The line is selected and remains on
high-voltage when its cross-points are all connected to the logic
“1”. On the other hand, one or more ON-state cross-points in
non-selected rows connect to the logic “0”, which acts as one
current sink to pull down the non-selected lines. The current
flow-paths are marked by pink lines. We can see four sub-cur-
rents flowing through A0’-A2’ in Fig. 8, and hence the power
consumption is large.

In order to save power, a new decoder structure is proposed
in Fig. 9. The current paths are now reduced to half of the last
design. By using the pure resistive memristors in the columns
for the first input signal, the current from A2 or A2’ can flow into
all the rows through the resistive cross-points. Hence the logic
“1” in A2 or A2’ can replace the voltage source. In this way, the
leaking sub-currents in non-selected lines can be reduced to two.
Hence, the new decoder can be used for write-operation together
with the diode-added memristor memory to save the total power.
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Fig. 9. One low-power 3-8-decoder based on diode-added memristor crossbar.

The performances in terms of functionality and power of two
different designs are investigated in detail in Section V-B.

C. 3-D Crossbar Memory With Diode-Added Memristor

Based on the previously discussed building blocks, we fur-
ther discuss memory architecture by introducing a 3-D crossbar-
based design with the use of diode-added memristors. The pio-
neering idea to explore the nano-electronic at the architecture
level is from the work of CMOS and molecular logic circuit
(CMOL) [32]. CMOL adds the nanowire crossbar on top of
CMOS stack, so as to further increase the device density. This
hybrid architecture can be used to implement memory, recon-
figurable logic, and neuromorphic networks [32].

Fig. 10(a) indicates that the traditional CMOL uses a special
pin to reach the top layer of the crossbar. However, fabrication
variation may cause this pin to entangle with the bottom layer of
crossbar, and hence may result in missing contacts and defective
circuits. To solve this problem, a modified CMOL, called Field
Programmable Nanowire Interconnect (FPNI) is developed in
[33]. As shown in Fig. 10(b), FPNI uses large size nano-pads
to contact with CMOS stack, leading to a fabrication with high
defect-tolerance. However, due to the large size of pads, a low
device density is resulted. Another solution is to introduce a
3D-CMOL with two CMOS stacks and one crossbar layer in
between [27]. As shown in Fig. 10(c), each CMOS stack only
needs to contact with the nearer nanowire layer of the crossbar.
However, since in memory design, the CMOS peripheral area
is relatively small, only one CMOS stack is needed below the
nanowire crossbars. In addition, 3-D memory design is also dis-
cussed in [25], [26], where multiple layers of nanowire crossbars
are fabricated above one CMOS stack to form the 3-D Resistive
RAM (RRAM). The crossbars are separated with each other by
insulator layers [see Fig. 11(a)]. Nanowires are then contacted
with CMOS stack in a similar way to FPNI, leading to large pe-
ripheral area.

Apart from the limitations for each of the architectures dis-
cussed above, pure resistive crossbar-based memory also has a
common limitation on its maximum size achievable for imple-
menting one function. The number of sneak paths increases as
the memory size rises, causing large size crossbar memory to
fail in one operation. In this paper, we propose a different 3-D
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Fig. 10. Different architectures for CMOL. (a) Traditional CMOL. (b) FPNIL.
(c) 3-D CMOL.
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Fig. 11. Architecture for 3-D crossbar memory. (a) 3-D RRAM. (b) Our design.

crossbar architecture with the use of diode-added memristors
[see Fig. 11(b)]. Obviously, the sneak path can be prevented in
this design. The limitation on crossbar size for proper operation
is therefore released. Larger sized crossbar can be built with a
much smaller peripheral area overhead.

Moreover, we can further reduce the memory area and
increase the device density by folding a two-layer nanowire
crossbar into a three-layer crossbar. As shown in Fig. 11(b),
two nanowire layers now share one perpendicular nanowire
layer. The memory folding detail is shown in Fig. 12. Because
the diode directions for two adjacent crossbars are opposite to
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each other, the folded crossbar memory can function correctly.
Due to the folding of the longer dimension of the memory,
there is an estimated 33% increase in the memory density that
can be built for the same technology. Performances of this 3-D
crossbar memory are analyzed in Section V-C.

V. EXPERIMENT

Using the new MNA formulation introduced in Section II,
the new SPICE circuit simulator has been developed for eval-
uation of large-scale hybrid CMOS and memristor designs. In
this section, both piecewise-linear model and square-root model
are used in experiments. Piecewise-linear model describes sim-
plified behaviors of ideal memristors without physical limita-
tions. Two experiments are carried out to study memristor for
the oscillator and chaotic circuit design. Square-root model, on
the other hand, is based on the physically fabricated model pro-
posed by HP. All device parameters are selected in the similar
range of previous work [9], [13], [25], [26], [31].

First, accuracy of the simulator is verified by comparing sim-
ulation result with published data in [34]. Then, the performance
of the proposed decoder is evaluated and a full adder is designed
based on proposed decoder and compared with a conventional
adder. After that, a model for amoeba-learning is built and ana-
lyzed together with a CMOS spike-generator. The above exper-
iments prove the effectiveness of our circuit simulator in han-
dling various hybrid CMOS and memristor circuits. Moreover,
a number of large sized memristor circuits are built to explore
runtime scalability. After the verification of the simulator, the
crossbar-based memories are designed and verified for process
variation, low power design, and sneak path prevention. Finally,
the new 3-D crossbar-based memory with sneak path prevention
and high device density is designed and verified.

A. Piecewise Linear Model

Memristor Controlled Oscillator: Since the nonlinear nega-
tive resistance can be realized by memiristor, it can be used for
the oscillator design. As shown in Fig. 13, a memristor is con-
nected with a LC tank to form an oscillator. Its parameters are
set as: k1 = —3ed, ko = 9e4,6 = le — 12. Since negative re-
sistance is realized in k; region, the memristor here functions
as an active device, and therefore it can autonomously oscillate
with no external supply needed. The flux-controlled memristor
switches upon the flux magnitude at one terminal. It is equiva-
lent to modulate the magnitude and frequency of the LC oscil-
lator. Fig. 14 (a) shows the trajectory plane composed by V; and

Fig. 13. Diagram of an oscillator circuit composed of a memristor controlled
LC.
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Fig. 14. Waveforms of the oscillator circuit: (a) phase diagram between V; and
V4 (b) waveform of V7 ; and (c¢) waveform of V5.

V5, and (b) and (c) further show the transient voltages V; and
V5 with respect to a stop-time of 1 ms. Both indicate a mem-
ristor-controlled oscillation.

Memristor Chain: Due to its nonlinearity, memristor can re-
place Chua’s diode to generate the chaotic outputs. As shown
in Fig. 15, a chain of memristors cascaded with RC tanks is
constructed to produce chaotic outputs. Their parameters are
set as: ky = bed, ko = 2e4,0 = 4e — 12. For this example,
Fig. 16(a) shows the state-trajectory-plane composed by V; and
®4, which is a chaotic attractor. Moreover, Fig. 16(b) and (c)
further show the transient voltage V; and the flux ®; with re-
spect to a stop-time of 1 ms.

B. Square Root Model

Accuracy Verification: A specifically sized memristor
fed with a specified input (V'sin27ft) is simulated and
its I-V curve is compared with published data in [34],
as shown in Fig. 17. Parameters are set according to
the paper: R,, = 100 (Q),Rog = 20000 (Q),p, =
3¢ — 12(m%s~VH D = le-8m, V =1V, f =100
Hz. (Note: here 1, combines both carrier mobility and fitting
constant in [34].) In [34], simulation was done by generating an
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Fig. 15. Diagram of a chaos circuit composed of a memristor-diode-chain.
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Fig. 17. 1-V hysterysis curves for accuracy verification of proposed simulator.
Parameters and input signals are set exactly the same as in [34].

AHDL model using voltage controlled memductive model de-
rived from ¢-® relationship shown in Section III-B. The exactly
matched data verify the accuracy of the proposed simulator.
Low Power Decoder: Two decoder designs mentioned
in Section IV and the demux structure proposed by HP
[9] are used to construct a 2-to-4 demux for the decoder.
Their performances are compared in Table III. The param-
eters of memristors are set to be similar as in Fig. 4 that:
Ron = 1e7(), Rog = 1e10(Q), 1, = 2.5¢ — 6 (m? s~ !

TABLE III
DEMUX PERFORMANCE WHEN SELECT OUTPUTI1
Structure HP Virginia This Paper
_ Cross pom‘t Memristor Diode Dlode-a}dded

implementation Memristor
Outputl (V) 1.497 1.4776 1.0614
Output2 (V) -0.499 0.5386 0.496
Output3 (V) -0.499 0.5386 0.496
Output4 (V) -0.499 0.4896 0.4302
Total Power (nW) 1805.4 44.334 8.5953

V=1,D = le —8m, Vipg = 2V, and Vi, = 4V, except for
memristors in the first two columns (see Fig. 9), whose R,
and R,g values are set 10 times larger to assist voltage division.
Here, Vipq and Viy, are the threshold-voltage for programming
diode-added memristor and pure resistive memristor, respec-
tively. Similarly, the pull-up resistors (see Fig. 8) are set 10
times of R,y (Rpy = 1e8(2)) for better performance. All
outputs are loaded with Ripaa = 10 Rog = 1ell(f2). The
threshold-voltage for the diode is set as 0.43 V. Input voltage
level of £1.5 V is used for HP’s design, and 1.5 V for the
other two designs. By adding state variable ®, our simulator
is able to handle historical information of memristor, and
therefore handle hybrid memristor-CMOS diode circuit easily.
Simulation results are shown in Table III.

As Table III indicates, the power consumption decreases
tremendously when diode-added memristors are used. Distinct
output voltage levels are important for operations in memory.
The output voltage levels in the later two demux structures are
limited by the threshold-voltage of the diode. Note that the
diode’s threshold-voltage is an unwanted feature in diode-added
memristor and should be minimized. Therefore, the actual per-
formance can be improved when diode’s threshold-voltage can
be lowered.

Full Adder of Programmable Logic Circuit: Decoders can be
used to implement memory-based logic and CMOS buffers. In
this paper, the proposed decoder with diode-added memristors is
used to implement a full-adder [see Fig. 18(b)]. For comparison,
another full-adder [see Fig. 18(a)] is implemented by pure-re-
sistive-memristor-based crossbar method [12]. As Fig. 18(a)
shows, the logic is again realized by the voltage dividing.

In Fig. 18(a), each line of memristors with an inverter forms a
NOR-gate demonstrated by HP in [12]. The parameters for mem-
ristor are set the same as in the decoder design. To design the
inverter, parameters for nMOS are set as: W/L = 100 pm/0.24
pm, 1, Co = 117.7¢ — 6 (AV™?), Vi, = 043 V, A = 0.06
(V™). A 33 kQ resistor is connected in series with nMOS to
form the inverter. The design in [22] is used in Fig. 18(b) with
the decoder changed to the newly designed one as in Fig. 9 for
the second full-adder design. Two pull-down resistors (Rq) are
set to be 100 times R, of the memristors in the decoder. A small
CMOS buffer is then used for obtaining the output. A 3 V supply
voltage is used for both adders. The simulator now handles the
hybrid circuits with both memristors and various CMOS com-
ponents. The inputs and outputs of two designs could be viewed
in Fig. 19.

The power consumptions of memristor-based logic are com-
pared for the two full-adders. The experiment results show that
the power consumption improves from around 3.5 W to around
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Fig. 19. Inputs and outputs of two full adders. V(Cin), V(A), V(B) are the in-
puts to the adders, while V(Sum) and V(Cout) are the outputs.

0.18 ©W when shifted to the diode-added memristor, saving
95% of power while maintaining the same performance.
Memristive Model for Amoeba Learning: The value-adaptive
nature of memristor can lead to potential application in neuro-
morphic systems. There are many recent researches conducted
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Fig. 20. Memristive model for the amoeba-learning together with the spike
generator.

on implementing memristors in neural network and other bio-
logical circuits [11], [14]-[17].

In [17], a memristive circuit (see Fig. 20) is used to model
amoeba’s learning behavior. When exposed to the periodic en-
vironment change, amoeba is able to remember the change and
adapts its behavior for the next stimuli. By using a simple RLC
circuit together with a memristor, this learning process can be
emulated. According to the author, this model may also be ex-
tended and applied in neural network.

To examine the full learning process, a CMOS spike-gener-
ator is cascaded with the amoeba model to emulate the changing
environment in this paper. Parameters for the memristor are:
Ron = 3(Q), Rogg = 20(2), 1, = le — 16 m?2s~tV~—1 D =
le — 8 m, Vina = 2.5 V. The rest of the model is set as: R =
0.195(Q2), L = 0.02 H, C = 0.01 F. As shown in Fig. 21, the
memristor adjusts its value to facilitate oscillation when facing
periodic spikes. As memristance becomes larger, when a fol-
lowing spike is fed to the circuit again, the oscillation becomes
less attenuated and stays longer. This can be viewed as the em-
ulation for amoeba to remember the environment change and
adapt its behavior to anticipate next stimulus. On the other hand,
when non-periodic inputs are fed the adjustment is much less
obvious as the case under the periodic input. Here the added
state variable ® keeps information for both memristor and in-
ductor. Simulation results in Fig. 21 show that the proposed
simulator works well with analog simulation of hybrid mem-
ristor-CMOS circuits.

C. Crossbar Memory

Sneak Path Prevention: To analyze the effect of the new
diode-added memiristor, each cross-point is modeled as a mem-
ristor connected in series with a diode to form a new 4 x 4
crossbar. A read-function is then operated in comparison with
the crossbar by pure resistive memristors. A switch-MUX is
implemented similarly to [9]. For simplicity, memristors for
memory and switch-MUX are set with the same parameters ex-
cept the threshold-voltage, which is set larger for switch-MUX
to prevent unwanted value-changing during the write-function.
The parameter settings are the same as in our designed decoder.
With £0.8 V as reading voltages, the output current is used to
determine ON/OFF state stored in memory cells.

Simulation results are shown in Table IV where performance
and power consumptions are compared. In Table IV, I,,, and /¢
indicate the resulted output currents when reading an ON-state
or OFF-state, respectively. The worst case is to read an ON-state
while all other cells are in OFF-states, and to read an OFF-state
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Fig. 21. Outputs of a memristive model for amoeba learning. (a) Periodic
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TABLE IV
“READ” PERFORMANCE FOR CROSSBAR MEMORIES

2D 4X4 Crossbar Memory 3D 4X8 Crossbar Memory
o Without with diode-added
With diode diode memristor
1,,|all other
cells off (nA) 38.349 53.587 38.47
rfall cells on 38.478 65.893 38.688
(nA)
Ly | all other
cells on (nA) 0.81361 57.872 1.275
Ly all cells
off (nA) 0.46612 0.63801 0.69832
I, range (nA) 32'83335;0 > 2‘55 g;;" 38.47 to 38.688
Iyrange (nA) 0'32?;,‘0 0'28;)7]2“’ 0.69832 to 1.275
Wost case .
Lo/ly 47.13 0.93 (fail) 30.17
Prange (nW) | 0.746t061.6 | 1.02to 105 1.12t0 61.9

while all other cells are in ON-state. These two operations gen-
erate the minimum I, and maximum I,g, whose ratio (worst
case I,y /o) is viewed as a measure for memory performance.
As Table IV indicates, the I,/ Iog ratio for the read-function
improves tremendously when diode-added memiristor is used,
while the power consumption is also decreased greatly. Note
that although the minimum power consumption for the memory
without diode is only 1.02 (0.638 A x 1.6 V) nW, due to the
existence of sneak path, the power consumption can rise to
92.6 (57.87 A x 1.6 V) nW when reading an OFF-state (o]
all other cells on). When diode-added memristor is used, on
the other hand, high power consumption only appears when
reading an ON-state. Also, the maximum power consumption is
almost halved. Therefore, the total power consumption can be
improved around four times. When the memory size increases,
this improvement is expected to further increase.

As mentioned earlier, the existence of sneak path limits the
maximum memory size for a proper operation. As shown in
Table IV, the 4 x 4 cossbar memory built with pure resistive

NA
217"

Fig. 22. 4 x 4 crossbar with various inputs.

memory already fails because it cannot distinguish an ON-state
and OFF-state (worst I,/ I ratio <1). Therefore, the max-
imum memory size achievable with the given device parame-
ters is less than 4 x 4. Since parts of the peripheral components
would not shrink the size along with memory [26], this limita-
tion in size can result in limitation on device density, which is
resolved when diode-added memristors are deployed instead.

Variation Analysis for Write: We can also efficiently eval-
uate the process variation of the memreistive circuits by ap-
plying Monte Carlo simulations within the new simulator. A
4 x 4 crossbar memory is implemented with memristors used
for variation analysis of the write-operation. As Fig. 22 shows,
three different input patterns (step functions switching between
44 V) are fed to 8 bars through buffers to write the memory
cells at the junction. A £30% variation is assumed for mem-
ristor device length (D), resulting in a distinct / — V' hys-
teresis path for each memristor. For simplicity, Ro,, Rog and
D are assumed to be not correlated. Parameters are set as in
Fig. 4 Ron = 3.33e7(Q2), Rogg = 3.33e10 (Q), pt, = 2.5e — 6

2s7v=l D = 1le — 8 £ 30% m, R, = 1e7(Q). All memris-
tances are set to Rog at the beginning.

Diverse input voltages and variation in parameter D can
lead to complicated transient paths for memristor values in the
crossbar. Fig. 23 shows the transient change of memristance
for one of the memristors (W;_1). As the figure indicates, the
memristance is successfully written despite of the variations
in D. In our experiment, all 16 memristors are written to the
expected values. On the other hand, the transient path for the
memristor value is very sensitive to D. A Monte Carlo analysis
(see Fig. 24) shows that a £30% variation in D leads to more
than £50% variation in time delay of the write-operation.

3-D 4 x 8 Crossbar Memory With Diode-Added Memristor:
Using the proposed architecture in Fig. 12, two 4 x 4 crossbars
are merged together on top of CMOS stack to form a folded
3-D 4 x 8 memory. With the same memristor, switch MUX
and reading voltages implemented in the 2-D 4 x 4 crossbar
memory, the resulted output current and power consumption
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Fig. 23. Transient path of value for one memristor (W _ ) with £30% vari-

ation of device lengths (D) for all 16 memristors. Only part of the results are
shown in the plot for visual clarity.
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Fig. 24. Monte Carlo analysis for parameter D’s impact on the transient
changing path of memristance in the crossbar. For a £30% variation of D, the
initial changing speed of memristance has a mean value of 8.75 2 s~' and a
variation of £54%, and the time delay before a successful “write” has a mean
value of 3.95 ns and a variation of +52%.

are shown in Table IV. As Table IV indicates, the I,/ I ratio
for the read-operation degrades a bit when compared to 2-D
memory, which could be justified by the increase in memory
size. As the memory size doubles compared to 2-D memory,
I,g is expected to rise due to increase in leakage current paths,
while I,, should not be affected much. This is proved by
the measured data in Table IV. More importantly, the 3-D
power consumption remains the same level as the 2-D crossbar
memory although memory size is doubled. This benefit comes
from prevention of sneak path, which highly decreases the
power consumption.

VI. CONCLUSION

One new modified nodal analysis (MNA) is introduced in
this paper to handle the rediscovered memristor device. With
the new MNA developed in the SPICE-like circuit simulator,
hybrid CMOS and memristor circuit analysis can be performed
similarly as we design the traditional integrated circuits in
CMOS technology. The full memristor circuit and system ver-
ification including the transient analysis for functionality and
Monte Carlo for reliability can be performed efficiently. Since
it is similar to implement a CMOS device in the SPICE-like
circuit simulator, our approach has more flexibility to be scaled
for the process migration.

Based on our newly developed circuit simulator, a number
of CMOS and memristor based hybrid circuit designs are also
explored with efficient verifications of the functionality, perfor-
mance, reliability and power. Specifically, one new diode-added
memristor crossbar-based memory with 3-D integration is pro-
posed to improve the integration density and to avoid the sneak
path during read-write operation. Experiments have shown
provable advantage to employ this new simulator for the design
exploration of the hybrid CMOS and memristor circuits.
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