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Abstract 

With the increasing demand for global energy, multi-energy microgrids have drawn 

more attention in recent years. In a multi-energy microgrid (MEMG), different kinds of 

energies like heat, electricity, cooling, and gas are interacted with each at various levels, 

aiming to increase the overall energy utilization efficiency. MEMG usually contains 

many different generation units and ancillary components like combined heat and 

power (CHP) plant, photovoltaic cell (PV), wind turbine (WT), electric boiler (EB), fuel 

cell (FC), energy storage (ES) and so on. Since the operational properties and technical 

limits are quite different, how to optimally dispatch these units is a key research topic 

in this area. 

Besides, the properties of these energy networks are also different. For instance, we 

usually assume that electricity can be delivered to customers immediately without any 

time delay. However, in the heat network, thermal energy is transferred by hot water in 

pipes. Since the flow rate of hot water is much slower than the transmission speed of 

electricity, there is a transmission delay ranging from minutes to hours in the heat 

network. Thus, it is valuable to consider the transferring time delay in MEMG. What’s 

more, the uncertainties of renewable energy resources pose a significant challenge to 

the operation of MEMG.  

The focus of this research topic is to propose a suitable coordinated operation method 

for MEMG with coupled heat and electrical networks, in which the specific models of 

electrical network and heat network are systematically studied. Further, demand 

response management (DRM) and the randomness of renewable energy resources are 

considered in the proposed method to better operate MEMG.  

All the proposed operation and planning methods have been verified in simulation using 

GAMS and HOMER. The proposed method is simulated on a MEMG with coupled 

heat and electrical network, which is based on the IEEE 33-bus radial distribution 

network and a 13-pipe DHN.   
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𝑅𝑘,𝑡/𝑆𝑘,𝑡 Coefficient variables of pipe k at period t related to the previous mass flow. 
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𝐶𝑊𝑇,𝑢
𝑐𝑎𝑝 ，𝐶𝑃𝑉,𝑢

𝑐𝑎𝑝 ，𝐶𝐶𝐻𝑃,𝑢
𝑐𝑎𝑝
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𝐶𝐸𝐵,𝑢
𝑐𝑎𝑝 ，𝐶𝐸𝐸𝑆,𝑢

𝑐𝑎𝑝
 Unit capital price of EB/EES, ¥/kW. 

G𝑇,𝑡 The solar radiation incident on the PV array in the current time step, kW/m2, 

𝐺𝑇,𝑆𝑇𝐶
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𝑣𝑐𝑖 , 𝑣𝑐𝑜 , 𝑣𝑟𝑎𝑡𝑒 Cut-in wind speed, cut-out wind speed, rated wind speed at time t, m/s. 

𝑓
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α The EES decay rate. 

β The HST decay rate. 

η𝑐ℎ , η𝑑𝑖𝑠 Charging/discharging efficiency of EES. 
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𝐶𝑝𝑟,𝑡 Price of exchange power with the utility grid. 
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Chapter 5 

Sets and Indices 

I, i Set/Index of buses. 

𝐽, j Set/Index of PBDR price levels. 

𝐾, k Set/Index of thermal zones. 

G, g Set/Index of controllable generators/auxiliary units. 

𝑇, t Set/Index of time periods. 

Parameters 

𝜆1/𝜆2/𝜆3 Coefficient of the wind turbine. 

η𝐿 Loss rate of heat dissipation. 

η𝐶𝐻𝑃 Electrical efficiency of CHP. 

C𝑂𝑃ℎ Performance coefficient of absorption chiller. 

C𝑔𝑎𝑠 Unit price of natural gas, ¥/kWh. 

L𝐻𝑉𝑁𝐺   Low calorific value of natural gas. 

𝑃𝑟,𝑊𝑇  Rated output power of WT, kW. 

𝐶𝑔
𝑂𝑀 Unit O&M price of component g, ¥/kW. 

𝐶𝑔
𝑆𝑈 Unit Start-up cost of component g, ¥. 

𝐶𝐸𝐸𝑆
𝑂𝑀 /𝐶𝐻𝑆𝑇

𝑂𝑀  Unit O&M price of EES/HST, ¥/kW. 

𝐶𝑔
𝑆𝐷 Unit shut-down cost of component g, ¥. 

𝑉0 Voltage of substation, normally 1 p.u. 

𝑅𝑖, 𝑋𝑖 Impedance of branch from bus i, p.u. 

𝑃𝑚𝑎𝑥/𝑃𝑚𝑖𝑛  Maximum/minimum power of the branch from bus i, kW. 

Δ𝑉𝑚𝑎𝑥  Allowed mismatch range of voltage at bus i, p.u. 

𝑉0 Voltage of substation, p.u. 

𝑃𝑔
𝑀𝐴𝑋/𝑃𝑔

𝑀𝐼𝑁 Maximum/minimum power of unit g, kW. 

𝑃𝐸𝐸𝑆,𝑡
𝑑𝑚𝑎𝑥/𝑃𝐸𝐸𝑆,𝑡

𝑐𝑚𝑎𝑥  Maximum discharging/charging power of EES, kW. 

𝜇𝐸𝐸𝑆
𝑀𝐼𝑁/𝜇𝐸𝐸𝑆

𝑀𝐴𝑋  Minimum/maximum state of charge of EES. 

Variables 

𝑄𝐶𝐻𝑃−𝑒𝑥,𝑡 Exhaust heat of CHP plant at period t, kW. 

𝑄𝐶𝐻𝑃,𝑡/𝑃𝐶𝐻𝑃,𝑡 Heat power output/electric power output of CHP plant at period t, kW. 

η𝐶𝐻𝑃,𝑡 Electrical efficiency of CHP at period t. 

𝐶𝐶𝐻𝑃,𝑡
𝑓

 Fuel cost of CHP plant at period t, ¥.  

𝑄𝐸𝐵,𝑡/𝑃𝐸𝐵,𝑡 Heat/ electric power produced by EB at period t, kW. 

𝑃𝑊𝑇,𝑡 , 𝑃𝑃𝑉,𝑡 Electric power output of WT/PV at period t, kW. 

𝑣𝑡 Ambient wind speed at time t, m/s. 

𝐶𝑔,𝑡
𝑂𝑀 O&M cost of component g at time t, ¥. 

𝐶𝑔,𝑡
𝑆𝑈 Start-up cost of component g at time t, ¥. 
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𝐶𝑔,𝑡
𝑆𝐷 Shut-down cost of component g at time t, ¥. 

𝐶𝐸𝐸𝑆
𝑂𝑀 /𝐶𝐻𝑆𝑇

𝑂𝑀  O&M cost of EES/HST at time t, ¥. 

𝑈𝑔,𝑡
𝑖  Binary state variables with  𝑈𝑔,𝑡

𝑖 = 1, component g at bus i is operating. 

𝐶𝑒𝑥,𝑡 Power exchange cost at period t, ¥. 

𝐸𝐸𝐸𝑆,𝑡 Energy content of EES at time t, kWh. 

𝑃𝐸𝐸𝑆,𝑡
𝑐ℎ /𝑃𝐸𝐸𝑆,𝑡

𝑑𝑖𝑠  The charging/discharging power of EES at time t, kW 

𝑈𝐸𝐸𝑆,𝑡
𝑐ℎ /𝑈𝐸𝐸𝑆,𝑡

𝑑𝑖𝑠  Binary state variables with  𝑈𝐸𝐸𝑆,𝑡
𝑐ℎ = 1/𝑈𝐸𝐸𝑆,𝑡

𝑑𝑖𝑠 = 1 , EES is charging/discharging 

power 𝐻𝐻𝑆𝑇,𝑡 Energy content of HST at time t, kWh. 

𝑄𝐻𝑆𝑇,𝑡
𝑐ℎ /𝑄𝐻𝑆𝑇,𝑡

𝑑𝑖𝑠  The charging/discharging heat power of EES at time t, kW 

𝑉𝑖,𝑡 Voltage of bus i (p.u.). 

𝑃𝑔𝑑,𝑡 , 𝑃𝑠𝑑,𝑡 Electricity bought from/ sell to the utility grid at period t, kW. 

𝑃𝑖,𝑡/𝑄𝑖,𝑡 Active/reactive power flow between node i and i+1, p.u. 

𝑃𝑙𝑜𝑎𝑑,𝑖,𝑡/𝑄𝑙𝑜𝑎𝑑,𝑖,𝑡 Active/reactive load at node i during period t, p.u. 

𝑃𝑔,𝑡
𝑖  Power of unit g at bus i during period t, kW. 
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Chpater 1 Introduction  

1.1 Background and Motivation  

Since the mid-1960s, the world has suffered from various energy crises. Some countries 

are facing severe energy shortages these years. For instance, Pakistan has lacked the 

energy it needs for almost a decade [1]. Producers and consumers around the country are 

facing a power shortage of up to 12 hours per day.  

 

Figure 1-1. Power shortage in Pakistan (Energy Crisis in Pakistan: The Challenges and Alternatives. 

[Online]. Available: http://www.pakistanreview.com) 

Although many nations and countries are actively putting efforts to decrease their 

dependence on fossil fuels, our demand for global energy is still significantly rising year 

by year. It is revealed in The 2017 Global Energy and CO₂ Status Report that last year, 

our global energy demand increased by 2.1%, which is more than twice as the increase 

in 2016. Further, it is estimated by some scientists and researchers that fossil fuels may 

run out around the 2080s. And once they are gone, they will not be reproduced.  
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Thus, it is a practical need to find solutions to alleviate the severe energy crisis. One 

possible way is to reduce the dependence of fossil fuels and move forwards to renewable 

energy resources (RES) like wind power and solar power. Another way is to reduce 

energy wastage as much as possible and also increase the overall energy utilization 

efficiency. However, in a conventional power system, different energy sectors are 

produced and consumed separately without any interaction [2]. For instance, we usually 

depend on generators to produce electricity, and we burn fuels through boilers to supply 

thermal energy. Traditionally, there is no interaction between heat and electricity. This 

kind of energy system can only achieve 45% energy utilization efficiency.  

However, the interactions between different energy sectors have already taken place and 

are dramatically increasing. For example, heat, cooling, gas, and electricity are interacted 

with each other through many distributed technologies, like CHP plant, EB, electric heat 

pump and so on. Similarly, transportation network and electrical network can be 

integrated together by means of electric vehicle (EV). 

In this outlook, one key aspect to evolve towards a cleaner and more affordable energy 

system is to develop MEMG, in which various energy sectors are integrated together, 

aiming to enhance the energy utilization efficiency and system economic benefits. Fig. 

1-2 shows a typical structure of MEMG with coupled heat and electrical network, 

whereas the red part denotes heat network and the blue part denotes electrical network. 

It can be seen that there are usually many different units in a MEMG, like the wind 

turbines, photovoltaic cells, energy storage, electric boiler, and so on. Since the 

operational characteristic of them are quite different, how to optimally schedule them 

based on their own properties is a key research topic in this area. 

What’s more, the properties of these energy networks are also different, which can be 

found in Fig. 1-3. Unlike other forms of energy, electricity is not easily stored abundantly 

and thus must generally be used as it is generated. Besides, since electricity can be 
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transferred much faster than gas and heat, it is thought to be low inertia. And the power 

system needs to be resilient and stable to supply reliable electricity to customers. 

However, in DHN, the thermal output at a certain time is, in fact, responsible for heat 

demand several hours later owing to the transmission delay. Besides, the indoor 

temperature decreases slowly when heating stops due to the thermal inertia of 

maintenance structure, which leads to high inertia and great loss property of the heat 

network. Based on the above analysis, the properties of electricity, heat, and other kinds 

of energy networks are quite different. In this light, how to integrate them based on their 

own properties has also captured a large amount of researchers’ attention in recent years.  

 

Figure 1-2. A typical structure of MEMG with coupled heat and electrical network. 

 

Figure 1-3. Properties of different energy networks. 
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1.2 Literature Review 

Although many studies have been done on the optimal operation of MEMG with coupled 

heat and electrical network, some issues remain open. With regard to multi-energy 

integration (mainly heat and power), reference [3] proposes a hybrid method to minimize 

excess electrical and heat energy generated by CHP units. In [4], following heat load 

(FHL) and following electric load (FEL) operating strategies for CHP plants are 

compared. Similarly, another study [5] introduces an improved operating strategy for 

CHP units under different operation logics. The study in [6] uses a comprehensive 

methodology to optimally control the operation of lead-acid batteries under a real-time 

pricing scheme, aiming to minimize the net operating cost. These researches are proved 

to be effective and indeed increased the overall system utilization efficiency and 

economic benefits, but they only investigate on the operation of just one 

generator/auxiliary unit in MEMG (e.g., CHP plant, ES, heat pump), their coordination 

with other distributed generators (DGs) from a system perspective is seldom studied.  

Besides, some studies have investigated the coordinated system dispatch strategy of 

microgrids at system levels. Li [7] proposes a comprehensive optimal coordination 

energy scheduling method for MEMG throughout a system under both grid-connected 

and islanded modes. Reference [8] utilizes a robust optimization method to optimally 

operate MEMG, considering the flexibility of heat and electrical loads and the 

uncertainties of renewable energy resources. Apart from that, other studies [9-11] also 

put efforts on this topic, but most of the current researches only focus on the models of 

only one kind of energy, such as power flow balance, voltage or phase angle constraints 

of electrical networks, while little emphasis is placed on the topology and specific models 

of heat networks. As mentioned before, when we are looking into the multi-energy 

system, the properties of different energy networks should be taken into consideration. 

Thus, the aforementioned studies may not be practical enough for real-life applications. 
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Currently, the district heat network (DHN) is getting more and more popular all over the 

world, for its benefits of reducing the use of fossil fuels and thermal energy transmission 

loss. Several researches have been done on the operation of coupled heat and electrical 

network [12-14] with a specific mathematical model of DHN. Li [12] proposes a two-

stage method to calculate the temperature at the ending point of each pipe so that the 

transmission delay and the high-inertia property of the heat network can be fully 

considered. In his paper, a preliminary investigation has been carried out on the storage 

potential of DHN. What’s more, another study [14] also introduces an optimal operation 

model of integrated heat and electrical network, which considers the dynamic 

characteristics of DHN. The simulation results show that similar to DHN, thermal 

buildings can be seen as thermal storage units with higher economic benefits. 

Nevertheless, these works only focus on the model of heat networks, and only considers 

the power balance equation for the electrical network in their model. Besides, the 

coordination between heat networks and power networks is not systematically 

investigated in these researches works. Further, few of them consider heat storage 

potential of DHN due to high inertia of internal flowing hot water, i.e., mass flow rate of 

hot water is not fast enough and heat generation in DHN is usually consumed several 

time periods later. With the inertia property, the heat network can be seen as a buffer that 

stores/releases heat energy. That said, it is necessary to study the dynamic characteristics 

of the DHN, while taking into account its coordination with the power network. 

For the moment, it is very hard to forecast the generation output of renewable generators 

(WTs, PVs) due to their stochastic properties, which poses a significant challenge to the 

operation of MEMG [8]. Most of the above studies assume an accurate forecast of 

renewables, i.e., the generation outputs of WTs and PVs are inputs, not unknown 

variables. Nevertheless, these uncertainties will have negative effects on the robustness 

of MEMG operation, which cannot be ignored. It is revealed in [15] that the operation 

the larger of forecast error of uncertain renewables, the higher of the MEMG’s operation 
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risk level. To address this problem, literature [16] proposes a stochastic game approach 

to optimize the MEMG operation, in which the uncertainty samples are selected 

randomly. To solve this problem, Wang et al [17] employ prediction errors to optimize 

the system operating cost and reserve capacity. The prediction errors are randomly 

generated to simulate the stochastic variation of RES. Besides, [18] proposes a two-stage 

stochastic approach for power production and trading in the microgrid. Reference [19] 

also employs a chance-constrained two-stage stochastic optimization method to handle 

the uncertainties from wind output. The above papers verify that the stochastic 

optimization method is effective in smoothing out the fluctuations from RES [20]. 

Nevertheless, they are more focusing on the electrical network. Little attention is paid to 

the uncertainties in MEMG.     

What’s more, with the increase in population, electrical loads and thermal loads are 

growing dramatically year by year. The ever-growing customer’s demands may cause a 

severe imbalance between generation and consumption because the installed capacity of 

generators is limited. Demand response management (DRM) is an effective approach to 

alleviate this problem and it has already been used to reshape the load profile recently. 

The ongoing research on the DRM [21, 22] shows that day-ahead DRM can effectively 

solve the mismatch problem between supply and demand, as well as increase the system's 

economic performance. However, the DSM is rarely considered in the coupling energy 

networks. 

1.3 Major Contributions of the Thesis  

Main contributions are explained as follows: 

1.3.1 Comprehensive System-Wide Dispatch Method for MEMG 

A comprehensive system-wide dispatch method for the coupled heat-and-electrical 

network is developed. While most of the current researches on multi-energy microgrid 
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only focuses on the dispatch of one key unit (like CHP plant, ES, heat storage tank) or 

single-energy network, this thesis aims to optimally coordinate all the controllable units 

in MEMG. More importantly, in the proposed dispatch model, not only the operating 

constraints of power network (power flow balance, voltage constraints as well as some 

output limits, ramp up/down limits of components and so on) are taken into account, a 

detailed model of heat network has also been built and coupled with the power network. 

Simulation results show that the heat network and power network can be strongly 

integrated with each other at a system level through this method.  

1.3.2 Demand Response Management 

Price-based demand response (PBDR) and Indoor temperature control (ITC) strategies 

are employed to make heat and electrical loads flexible so that overall economic benefits 

and flexibility of units dispatching can be markedly improved. Demand response 

strategies (especially the thermal demand response) are rarely considered in MEMG 

operation. With the development of the smart grid, demand response management will 

become more and more popular, simulation results can provide some valuable 

instructions for future day-ahead operation problems. 

1.3.3 Specific Model of DHN 

Most of the existing works about MEMG operation did not consider the topology and 

specific model of the heat network, and they usually assume that heat energy can be 

transferred to customers immediately without any time delays, just like an electrical 

network, which is not practical. In this thesis, a new and comprehensive heat network 

model is proposed, which fully considers the transmission delays, mixing temperature 

and dynamic mass flow. Apart from that, most of the existing works did not consider the 

potential thermal storage capability of a DHN, in this thesis, DHN is utilized as a heat 

storage tank (HST) to make the system operation more flexible and economical. 
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1.3.4 Two-Stage Optimization Approach 

A two-stage stochastic optimization method is presented to consider the varied 

randomness in MEMG: the on/off statuses of each unit and charging/ discharging power 

of ESs are optimized in the day-ahead stage since they need to be decided under 

uncertainties in advance. The power outputs of each generator are optimized in the intra-

day stage, which acts as a recourse to complete the operational decisions. 

 

1.4 Organization of the Thesis 

The following of the thesis is organized as follows: 

Chapter 2 introduces the basic structure of MEMG with coupled heat and electrical 

networks. Then, the mathematical model of each working unit in MEMG is presented, in 

which the external characteristics and economic items are formulated and summarized.  

Chapter 3 introduces the topology of DHN and then proposes a comprehensive model 

of it. The nodal balance flow constraints, mixing temperature equations, hydraulic 

balance, dynamic heat loss as well as transmission delay are investigated. 

In Chapter 4, a system-wide optimal coordinated operation method for a MEMG with 

coupled heat and electrical networks is proposed. In this method, both electric power 

flow and district heat network (DHN) constraints are taken into consideration. In order 

to increase the overall economic benefits and dispatch flexibility, DHN is utilized as a 

heat storage tank to store/release heat energy. Further, three case studies are designed 

and simulated to show the effectiveness and benefits of the proposed approach. 

Chapter 5 presents a system-wide coordinated operation approach for MEMGs, which 

aims to schedule different components including generation resources and flexible loads. 
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In this approach, the coupling constraints of electrical and heat network, dynamic 

characteristics of heat network as well as the power flow constraints are comprehensively 

modeled. Besides, demand response management is employed for more flexible 

operation of the combined electrical and thermal network.  

Chapter 6 proposes a two-stage stochastic dispatch method to optimally schedule the 

working units in MEMG under varied uncertainties from RES, electricity price and loads. 

In this method, the charging/discharging power of energy storages (including thermal 

storage and electrical energy storage) as well as on/off status of generators are scheduled 

in the day-ahead stage; in the intra-day stage, the output power of generation units and 

auxiliary units will be optimized to act as a supplement. Finally, simulation results 

demonstrate that the two-stage stochastic optimization method can markedly reduce total 

operating costs and make the system more robust.  

Chapter 7 concludes the whole thesis and talks about some questions that are of great 

interest to future research studies in this area. 
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Chpater 2 MEMG Modelling 

2.1 Introduction 

Compared to conventional large grid, microgrid is an independent entity, which can 

interconnect with the main grid through a converting switch. Different kinds of DGs are 

often integrated into a microgrid. Different from traditional centralized generation 

technology, the microgrid provides the benefits of rich transmission resources, low 

control, and operational cost as well as little transmission loss. In the meantime, DG can 

help to do peak load shifting and can markedly enhance the reliability of power supply. 

Hence, the DG technique is widely utilized as an effective support and supplement in 

MEMG. Common DGs mainly contain microturbine, diesel generator, fuel cell, wind 

turbine, photovoltaic panel and so on.   

However, with the development of research for the DG technique, problems like high 

access cost, difficult to control have gradually emerged. In order to solve these problems, 

microgrid technology arises at the time requires. Microgrid technique can effectively 

integrate the benefits of DG, and also provide a new technical way for large scale 

application of grid-connected generation of RES [21]. For the utility grid, a microgrid 

can be seen as a normal dispatchable unit; for consumers, microgrid functions as a 

controllable energy source, which can satisfy the diverse requirements from end-users. 

Since microgrid is beneficial for creating a favorable environment of utilizing renewable 

energy resources, it is valuable for us to put effort into investigating it.  

This chapter aims at introducing microgrid and MEMG. Besides, the mathematical 

models of different units in MEMG are also presented.  
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2.1.1 Introduction to Microgrid 

A microgrid is a small size grid in which a group of localized power generation 

(especially RES generation) and loads are employed. It can operate in the grid-connected 

mode to exchange electric power with the utility grid, but can also disconnect to islanded 

mode —and work as an independent entity.  

There are four key components in a microgrid: local generation, consumption, energy 

storage as well as point of coupling (PCC). 

2.1.2 Introduction to Multi-Energy Microgrid (MEMG) 

To alleviate the serious worldwide energy crisis, traditional microgrid evolves towards 

to multi-energy microgrid (MEMG) for higher energy utilization efficiency. A very 

essential topic is to provide multiple end-use demands such as heating, cooling, and 

electricity simultaneously since this allows energy carrier substitution waste heat 

utilization. 

 

Figure 2-1. Typical structure of MEMG. 

Fig.2-1 shows the typical structure of a MEMG with coupled heat and electrical networks. 

It can be found in the figure that there are two kinds of energy flows in this MEMG. The 

blue part denotes an electrical energy network whereas the red/orange part denotes DHN. 
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Different kinds of working units including combined heat and power (CHP) plants, wind 

turbines, photovoltaic cells, energy storage (ES) and electric boilers are deployed in this 

MEMG.  

Since we are investigating the operation problem of MEMG, models mainly focus on 

external characteristics and economic items of each unit [7], i.e., their ON/OFF statuses, 

generation outputs and operation & maintenance (O&M) cost, fuel cost, etc. The specific 

models are given in the following contents. It is worth to mention that although internal 

characteristics may have effects on the operation of the working unit. However, this 

thesis focuses on the whole system and network-level coordinated dispatch of electricity 

and heat, therefore internal characteristics can be neglected in the modeling part. Apart 

from that, since the sizes of CCHP plant, EB, as well as ES are relatively small and they 

can be flexibly controlled, hence, these working units can be categorized as the 

controllable units (CU) [7]. On the other hand, due to the random property of RES, 

generation outputs of renewable generators like WT and PV are uncertain, thus they are 

regarded as uncontrollable units (UU). The mathematical model of units in an electrical 

network can be formulated as follows. 

2.2 Combined Heat and Power (CHP) Plant 

CHP plant has the ability to generate power and heat power at the same time, thus it 

becomes the core unit in solving the problem of low energy utilization efficiency in 

separation production problems [4]. A CHP unit usually consists of two main 

components: microturbine (MT) as well as heat recovery unit. Fig. 2-2 shows the working 

flow of the CHP plant. The high-level heat energy generated from burning natural gas 

drives MT to generate power and the waste heat will then be absorbed for supplying heat 

energy. In this thesis, the Capstone’s MT C65 is selected as a representative of the CHP 

plant. 
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Figure 2-2. Working flow of CHP plant. 

Previous research works show that environmental factors like temperature and solar 

radiation have little effects on the operational status and condition, thus they can be 

neglected in the mathematical models [3]. 

The heat output of the CHP plant can be modeled as follows: 
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As stated by reference [23], the efficiency of the CHP plant is related to its electric power 

output at that time, which can be formulated as follow:  

( ) ( ) ( )
3 2

, , , ,0.076 / 65 0.31 / 65 0.415 / 65 0.107CHP t CHP t CHP t CHP tP P P = − + +  (2.3) 

In practical power and heating engineering area, the electrical efficiency of the CHP plant 

has slight fluctuation, thus it is usually assumed that 𝜂𝐶𝐻𝑃,𝑡  is a constant for 

convenience[7].  

The fuel costs of CHP plant at time t can be formulated as: 
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 (2.4) 

Besides, capital costs and O&M cost of it can be modeled as: 

,

cap cap cap

CHP CHP CHP uC P C=  (2.5) 

, ,

m m

CHP t CHP CHP tC C P=  (2.6) 

Since the waste thermal energy can be reutilized by the CHP system, the overall energy 

utilization efficiency can be significantly increased. While the traditional method of 

separate generation has a typical combined efficiency of 44%, CHP plants can achieve 

at levels as high as 80%. 

2.3 Electric Boiler (EB) 

EB is a kind of engine that uses electric power to boiler water, thus thermal energy can 

be generated. EB can be simply installed, flexibly controlled and easily maintained, thus 

it is receiving wide use in a microgrid for satisfying the thermal requirements. With the 

help of real-time electricity prices, EB can coordinate with the CHP system to increase 

the electrical consumption in valley periods. Hence, introducing EB into MEMG can 

achieve flexible heat-electricity conversion and help to transfer thermal/electric demands 

from peak to valley periods.  

The mathematical model of EB which consumes electricity to produce heat can be 

formulated as follows. Besides, its O&M costs, as well as capital costs, are presented in 

(2.8) and (2.9). 

, ,EB t EB t EBQ P =  (2.7) 

, ,

m m

EB t EB EB tC C P=  (2.8) 

,

cap cap cap

EB EB EB uC P C=  (2.9) 
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2.4 Photovoltaic Panel (PV) 

Since solar energy is inexhaustible in supply and pollution-free, it has a promising future 

and is expected to take the place of fossil fuels gradually. The worldwide development 

of solar energy is extremely dynamic and varies strongly among countries. It is revealed 

by some reports that worldwide solar installed capacity increased by more than 75 GW 

and reached at least 303 GW by the end of 2016. China, the United States, and India have 

the highest installed capacity [24]. Besides, there are more than 20 countries all over the 

world with PV installed capacity of more than 1GW.  

Photovoltaic generation has the ability to convert sunlight directly into electricity through 

solar panels (usually installed on rooftops), photovoltaic cells or other kinds of engines. 

Solar power has a lot of advantages: For instance, it is environmentally friendly and 

would not cause any greenhouse gas after installation. Besides, it can reduce our 

dependence on fossil fuels. From an economic point of view, a photovoltaic panel can 

last over 25 years, thus its replacement costs can be extremely low. Currently, 

photovoltaic generation is a mature technique and it can provide reliable electricity to 

consumers. However, its drawbacks like low generation efficiency and high generation 

cost seriously restricted the development.  

Because the generation output power of PV is strongly related to surrounding weather 

conditions, ambient temperature as well as solar irradiation, it is valuable for us to 

investigate the random distribution of PV power output. 

The power output of PV can be modeled as follow. Here, the ITEK’s energy SE module 

PV panel is selected for the analysis. 

,

, ,

,

,
T t

PV t r PV PV

T STC

G
P P f t T

G

 
=   

 
 

 (2.10) 
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Since photovoltaic power is pollution free and it does not consume fossil fuel to generate 

electricity, we only consider capital cost and O&M cost. Capital cost (investment cost) 

is proportional to its installed capacity, and it can be seen as the fixed cost of microgrid 

operation. While O&M cost is related to the generation output at each hour, which should 

be obtained through optimization. 

,

cap

r PV PVP P=  (2.11) 

,

cap cap cap

PV PV PV uC P C=  (2.12) 

, ,

m m

PV t PV PV tC C P=  (2.13) 

 

2.5 Wind Turbine (WT) 

Wind power generation is one of the fastest-growing techniques and it is more easily to 

be large-scale connected to the power grids. WTs working on a simple principle: the 

wind turns the two or three blades around a rotor connected to the main shaft. The shaft 

spins and is connected to a generator that generates electric power. 

 

Figure 2-3. Power output of wind turbine under different wind speed 

For WT, there are three important wind speed point: cut-in speed, cut-out speed as well 

as rated wind speed. Cut-in speed is the point at which the turbine starts producing 

electricity from turning. The cut-out point denotes how fast the turbine can go before 
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wind speeds get so fast that it risks damage from further operation. And if the ambient 

wind speed is equal to the rated wind speed, WT can operate at its optimal working point. 

Wind speeds both lower or higher than this value are probably to generate less power. 

Fig. 2-3 shows the relationship between WT output and ambient wind speed. 

According to the principles of WT generation, the electric output power of WT can be 

expressed as: 

 

(2.14) 

Like PV, WT is environmentally friendly and does not consume primary energy, thus 

only the capital cost and (O&M) cost are considered in the model, which can be 

formulated as: 

, ,

m m

WT t WT WT tC C P=  (2.15) 

,

cap

r WT WTP P=  (2.16) 

,

cap cap cap

WT WT WT uC P C=  (2.17) 

 

2.6 Energy Storage (ES) 

Nowadays, energy storage is a highly promising and frequently discussed topic in the 

energy community. Energy storage is a device that stores energy at a time and then uses 

it at a later time. In practice, it is usually utilized to buffer the fluctuations of solar power 

as well as the achievement of peak shaving. Besides, ES has the ability to decouple 

energy generation from consumption, resulting in lower operational costs.  
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Currently, there are many kinds of ES being used in MEMG, such as super-capacitor, 

flow battery, flywheel energy storage and compressed air energy storage. In terms of 

MEMG operation, we are more focusing on two kinds of ES: electrical energy storage 

(EES) and heat energy storage (HES).  

To reflect the EES function, Li-ion battery is chosen as a reference for EES modeling for 

its widespread use in the power system.  

The electric energy stored in ES at time t is related to the remaining energy at time t-1 as 

well as the charging/discharging power at that moment, which can be described as: 

, , 1 , ,(1 ) [ / ] ,ch dis

EES t EES t EES t ch EES t disE E P P t t T  −= − + −     (2.18) 

Also, we should take its capital cost and O&M cost into consideration, which can be 

formulated as follows: 

,

cap cap cap

EES EES EES uC P C=  (2.19) 

, , , , ,( )m m ch ch dis dis

EES t EES EES t EES t EES t EES tC C U P U P= +  (2.20) 

In a MEMG, peak heat load usually appears at 0-6 am when ambient temperature is low, 

while electricity is at its valley demand period because most of the consumers are 

sleeping at that time. In order to satisfy the thermal demands, the CHP plant needs to 

generate more thermal power, resulting in a large amount of electricity wasted. Utilizing 

HES is an efficient way to solve the mismatch between heat and electrical load, for the 

reason that HES can transfer the peak heat load to valley time periods, realizing the 

coordinated operation of thermal and electrical energy. Common HES mainly includes 

large heat storage tanks, regenerative electric boilers and so on [25, 26].  

Note that Equation (2.18) is not always true at a time for both thermal and electrical 

storage units. In this regard, Ref. [27] presents a complete thermal storage tank model, 

which considers state transitions, power loss of HES. However, this thesis focuses on the 
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whole system and network-level coordinated dispatch of electricity and heat, therefore 

HST can be seen as similar to the EES [7]. The specific model of HST can be a promising 

future work in this research area. [7].  

, , 1 , ,(1 ) [ / ] ,ch dis

HES t HES t HES t ch HES t disH H P P t t T  −= − + −     (2.21) 

And the capital cost, O&M cost of HES can be modeled as: 

,

cap cap cap

HES HES HES uC P C=  (2.22) 

, , , , ,( )m m ch ch dis dis

HES t HES HES t HES t HES t HES tC C U P U P= +  (2.23) 

 

2.7 Summary 

With the development of energy internet, MEMG is an efficient way to integrate different 

kinds of DGs. Because there are many different units and components in electrical/heat 

network, and the operational characteristics of each unit are quite different, thus how to 

adequately model these units is the first step to do the optimal operation of MEMG. 

Thus, this chapter first gives a short introduction to microgrid and MEMG, including 

their definition, structure as well as basic components. Next, the mathematical model of 

different units (including CHP plant, WT, PV, ES, EB) in MEMG are established, which 

mainly focuses on their external characteristics and economic items. 
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Chpater 3 District Heat Network (DHN)  

3.1 Introduction  

DHN continues to gain worldwide popularity for its benefits of increasing the efficiency 

of fuel use and flexibility of generation. Some studies have been done on the modeling 

of DHN. For instance, Reference [28] proposes a model for multi-district DHN based on 

the heat transfer theory. Also, the study in [14] considers thermal inertia of buildings and 

then presents an optimal operating model of DHN, which coordinates with the electrical 

network. Nevertheless, these research works assume that heat energy can be transferred 

to customers immediately, ignoring the transmission delay in DHN, which is not practical 

for industry engineering. 

To fill this research gap, a more reasonable and systematic model of DHN is developed 

in this thesis. In this model, we consider the nodal flow balance constraints, mixing 

temperature equations and the quasi-dynamics of DHN. In order to model the 

transmission delay in DHN, a node method which is proposed in [12] is employed.   

In this chapter, the introduction to the DHN, including its structure, working flow is given 

first. And then the mathematical equations of DHN are presented.  

3.2 Introduction to DHN 

A DHN is a system for providing thermal energy to residential, commercial and industrial 

customers. In DHN, heat is often produced by a heat source (like CHP plant, EB and so 

on) and then transferred through supply heat pipes to consumers. DHN transmission 

network consists of two parts: primary pipes as well as secondary pipes. Both two parts 

contain supply pipes and return pipes, which can be seen in Fig. 3-2.  

Once heat is generated, it is directly transferred by high-temperature water through 

primary supply pipes. After entering the heat exchanger, hot water would be pumped into 
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the secondary network, and the temperature of the water would dramatically drop with 

the thermal energy delivered to consumers. Afterward, the cooled-down water would 

flow back through the return pipes to complete circulation. It should be noted that only 

the primary network is modeled since the length of the secondary pipes is much shorter 

than the primary pipes. Thus, it can be ignored without losing engineering accuracy [14]. 

 

Figure 3-1. Schematic diagram of DHN. 

Constant mass flow and variable temperature (CF-VT) control strategy has been widely 

conducted for the operation of DHN, especially in northern China [29]. Under this 

strategy, it is assumed that the mass flow rates in the network are constant whereas 

temperature is adjusted to meet the flexible thermal demands. 

A DHN needs to satisfy some constraints, which are further discussed in the following 

part of this thesis.  

3.3 DHN Modelling 

3.3.1 Balance of Nodal Flow 

In DHN, the mass rate of the water flowing into one node must be equal to that of the 

water mass flowing out. Eqs (3.1) and (3.2) denote the nodal mass balance constraints in 

the supply and return networks respectively. 

𝑄𝐶𝐻𝑃  𝑚𝑠,𝑘 ,𝑡 𝑄𝑠,𝑘 ,𝑡
−  

𝑄𝑟 ,𝑘 ,𝑡
+  

Primary supply pipes

Primary return pipes

Secondary supply pipes

Secondary return pipes

Heat source
Heat exchanger Heat load

Heat exchanger
Heat load

𝑄𝑟 ,𝑘 ,𝑡
−  

𝑄𝑠,𝑘 ,𝑡
+  

𝑄𝑙𝑜𝑎𝑑  

𝑚𝑟 ,𝑘 ,𝑡  

𝑄𝑙𝑜𝑎𝑑  
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, ,

, , , , , ,

n s n s

s k t s k t ps

k K k K

m m n N t T
− + 

=      
(3.1) 

, ,

, , , , , ,

n r n r

r k t r k t pr

k K k K

m m n N t T
− + 

=      
(3.2) 

 

3.3.2 Temperature Mixing 

 

Figure 3-2. Water mass flowing in heat pipes. 

As shown in the Fig.3-2, the temperature of every node is related to the temperature of 

previous water masses. According to the first law of thermodynamics, the temperature 

of the mixed water mass for each node can be calculated by Eqs. (3.3) and (3.4).  

, ,

, , , , , , ,( ) , ,

n s n s

m

s k t s k t n s s k t ps

k K k K

T m T m n N t T
− +

−

 

 =      
(3.3) 

, ,

, , , , , , ,( ) , ,

n r n r

m

r k t r k t n r r k t pr

k K k K

T m T m n N t T
− +

−

 

 =      
(3.4) 

Besides, we assume that after the fusion of temperatures at node i, a mixing temperature 

filed is formed. The temperature of the mixed mass of node n is equal to the temperature 

at the starting point of all the pipes which are starting from node n.  

, , , , , ,m

n s s k t ps nsT T n N k K t T+ +=      (3.5) 

, , , , , ,m

n r r k t pr nrT T n N k K t T+ +=      (3.6) 

 

Water mass
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3.3.3 Heat Power of Pipe 

Based on the specific heat formula, the heat power should be equal to the multiplication 

of specific heat, temperature, and mass flow rate, which can be formulated as: 

+ +

, , , , , , , ,r k t r k t r k t prQ m C T k K t T=        (3.7) 

, , , , , , , ,r k t r k t r k t prQ m C T k K t T− −=        (3.8) 

+ +

, , , , , , , ,s k t s k t s k t psQ m C T k K t T=        (3.9) 

, , , , , , , ,s k t s k t s k t psQ m C T k K t T− −=        (3.10) 

The relationship between the mass flow, inlet temperature, and heat energy is expressed 

in Eqs. (3.7)-(3.8). Because delivering hot water over a long distance brings about 

transmission delay and thermal loss, the temperature and heat energy at the ending point 

in a pipe is a little bit lower than that at the starting point. For this reason, two variables 

for temperature 𝑇𝑘,𝑡
+ /𝑇𝑘,𝑡

−  and heat power 𝑄𝑘,𝑡
+ /𝑄𝑘,𝑡

−  at the starting/ending point in a pipe 

are set in this model.  

 

3.3.4 Temperature Quasi-Dynamics  

Because the water flow rate is not as fast as the transmission speed of the electricity, 

there is usually a time delay ranging from minutes to hours during the heat transferring 

process. Thus, it is a practical need to consider the dynamic characteristics of pipes in 

heat network modeling. In this light, the node method which is proposed in [12, 30] is 

employed in this study. Fig. 3-3 illustrates the dynamic process of water flowing through 

a pipe. The temperature would drop slowly when water flows from starting point to 

ending point in a pipe, and the process is expressed in (3.11)-(3.26). 



Chapter 3 District Heat Network (DHN)  

  24 

  

 
Figure 3-3. Vertical section of a heat pipe. 

Firstly, the temperature at the ending point of the pipe without heat loss can be evaluated 

using the historic temperature at the starting point. Besides, the total transmission delay 

is related to the mass flow, which can be expressed as follows: 

,

,

- '

, , , , , , , ,
k t

k t

t

s k t k t s k t ps

t

T K T k K t T




 

−

+

= −

=     (3.11) 

,

,

- '

, , , , , , , ,
k t

k t

t

r k t k t r k t pr

t

T K T k K t T




 

−

+

= −

=     (3.12) 

The vertical section of a heat pipe is shown in Fig. 3-3. The total volume of hot water in 

the pipe is assumed to be 𝜌𝐴𝑙  if the length of this pipe is l. cells in the horizontal 

direction represent a sequence of water masses in the pipeline. For instance, 𝑚𝑠,𝑘,𝑡 · Δ𝑡 

stands for the water mass flows into the pipe at time t. The right-hand side blocks that 

are outside the pipe denote the water masses that have flowed out from that pipe.  

Eqs. (3.11) and (3.12) can be seen as the DHN state transition equations, which are of 

great importance to consider the DHN’s heat storage potential. The basic idea of these 

two mathematical expressions is that the temperature at the ending point of the pipe 

𝑇𝑠,𝑘,𝑡
− ′ and 𝑇𝑟,𝑘,𝑡

− ′ without heat loss can be estimated by the average temperature of water 

masses flowing out the pipe during time t (the shaded area in Fig. 3-3. Here, some 

variables are used to explain the whole process exactly. For example, it is assumed that 

after 𝝍𝒌,𝒕  time periods, the water mass starts to flow out, whereas after 𝝓𝒌,𝒕  time 
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periods, the water mass of that cell totally flows out of the pipeline. The two different 

variables ϕ𝑘,𝑡 and 𝜓𝑘,𝑡 are mathematically defined as (3.13) and (3.14) respectively. 

, , ,min : . . ( )
t

k t s k k
n N

t n

n s t m t Al


 


= −

 
=   

 
  (3.13) 

, , , , ,min : . . ( ) ( )
t

k t s k k s k t
m N

t m

m s t m t Al m t


 


= −

 
=   +  

 
  (3.14) 

The symbol 𝑅𝑘,𝑡 represents the total hot water volume flowing into the pipe k from 

period 𝑡 − 𝜓𝑘,𝑡 to period 𝑡. Similarly, 𝑆𝑘,𝑡 denotes the total hot water volume flowing 

into the pipe k from period 𝑡 − ϕ𝑘,𝑡 to period 𝑡, just as shown in Fig. 3-3. 

,

, , ,( )
k t

t

k t s k t

k t

R m t
= −

=   (3.15) 
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,
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s k t k t k t

k tk t

k t

m t if
S

R otherwise



 
= −
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 ，
 (3.16) 

Based on this, the temperature 𝑇𝑘,𝑡
− ′ at the ending point of each pipe without considering 

the heat loss can be calculated by Eqs. (3.17). 

( )
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1

1
( ) ( )

t

t t

t
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t t t t t
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T R Al T m t T m t Al S T
m t



    
 

 
− −

− + + +

− −

= − +

 
= −  +   +  + −  

  
  (3.17) 

Compared Eqs. (2.11), (2.12) and (2.17), we can get that the variable 𝐾𝑘,𝑡,𝜔  can be 

defined as: 

, , , , , ,

, , , , , ,

, ,

, , , ,

( ) / ( ),

( ) / ( ), 1,..., 1

( ) / ( ),

0,

s k t k t k s k t k t

s k s k t k t k t

k t

k t k s k t k t

m t S L m t t

m t m t t t
K

R L m t t

otherwise





  

  

  

 − +   = −


  = − + − −
= 

−   = −


 (3.18) 

The coefficients ϕ𝑘,𝑡, 𝜓𝑘,𝑡 and 𝐾𝑘,𝑡,𝜔 are constants under the CF-VT (constant mass 

flow and variables temperature) control strategy. However, under the VF-VT (variable 
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mass flow and variable temperature) control strategy, they will vary with the water mass 

flow. 

Secondly, to take the heat loss into consideration, the temperature drop caused by heat 

loss can be calculated and used to modify the actual temperature at the ending point of 

pipes.   

 

(3.19) 

 

(3.20) 

These two equations consider the temperature loss during the heat transferring process 

due to the ambient heat loss. Besides, the variable 𝐽𝑘,𝑡 in Eqs. (2.17) and (2.18) can be 

defined as: 

,

, ,

, ,

, ,

1
exp

2
k t

k t k t

k t k t

s k t

S Rt
J

A C m t




 −

 − 
= −  + +       

 (3.21) 

 

3.3.5 Heat loads 

Heating buildings for dwellers is the major heat load in winter, normally taking up 80%-

90% of the total heat loads (not including heating processes of industry) and having a 

huge potential for regulation. Thus, this thesis focuses on the modeling of buildings. Heat 

loads are the quantity of heating energy that must be used to warm buildings so as to 

keep people comfortable. Eq. (3.26) indicates that the amount of required heat loads is 

related to the planar area of buildings and the ambient outside temperature at that moment 

[14]. The heat energy would be transferred through the primary heat exchanger and 

radiator before it enters buildings. Eqs. (3.22) to (3.26) describe the transferring process. 
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+

, , , , 1( ) , ,s k t r k t CHP heat eb eb hex hsQ Q P Q k K t T  −− =  +      (3.22) 

, , , , , ,s k t r k t hsm m k K t T=     (3.23) 

, , , , , / , ,s k t s k t load j ra hlQ Q H k K t T− +− =    (3.24) 

, , , , , ,s k t r k t hlm m k K t T=     (3.25) 

, , ,( ), ,load l t l l design am tH G A T T l L t T= −     (3.26) 

 

3.4 Summary 

In this chapter, the basic structure and working flow of DHN have been introduced firstly. 

Following that, the main content of this chapter is the modeling of DHN, including the 

nodal flow balance constraints, mixing temperature equations, quasi-dynamics, and 

transmission delay. The content of Chapter 3 is of great significance to Chapter 4 and 

lays a solid foundation for the following contents. It is worth to mention that the detailed 

data and variables indexes for the same unit in Chapters 4, 5 and 6 may be different from 

this chapter. 
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Chpater 4 Optimally Coordinated Operation of a MEMG with 

Coupled Heat and Electrical Networks 

4.1 Introduction 

Satisfying different kinds of energy demands such as heating, cooling as well as 

electricity of local industrial/commercial/residential customers is essential for improving 

the urban environment and achieving certain social and economic benefits. MEMGs 

integrating DGs like PVs, WTs, CHP plants can simultaneous provide a comprehensive 

energy supply. There are several kinds of energy balance flows in a MEMG, like heating 

energy flow, cooling energy flow, electrical energy flow, etc. How to optimally dispatch 

the working units and loads in MEMG based on the specific properties of different energy 

flows has been highly regarded today. In the meantime, energy utilization efficiency and 

environmental benefits are two main evaluating indicators for CHP systems, which can 

be employed to decide the operation mode of some components in MEMG.  

In traditional coupled heat and electrical network, considering the internal characteristics 

of microturbine, the CHP system usually works in FHL (following heat load) mode. 

Under FHL mode, the power output of the CHP plant satisfies heat requirements at first. 

According to Eqs. (2.1) and (2.2), the power output of CHP plant is proportional to its 

heat power output, thus, the electric power of CHP would be determined according to its 

heat power (if the maximum heat output could not meet the thermal demands, MEMG 

would seek help from HES or EB) [31, 32] . Meanwhile, RES generation enjoys the 

advantages of pollution-free and less energy consumption, thus in MEMG’s operation, 

renewable generators work at maximum power point tracking mode for reducing 

curtailment of wind/solar power. In this chapter, how to optimally dispatch all the DGs 

and ancillary units in MEMG based on their own characteristics and system operational 

constraints.  
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In this chapter, an optimal operation method of MEMG with coupled heat and power 

networks is proposed, aiming to minimize the system operational costs while satisfying 

all the technical constraints. The proposed approach is converted to a mix-integer linear 

programming (MILP) problem for fast solution speed. Next, several cases are simulated 

to show the advantages of the proposed method and the benefits of considering the 

transmission delay in DHN. Simulation results verify that combining both heat network 

and electric network introduces more dispatch flexibility and economic benefits of 

MEMG.  

4.2 Model of the Proposed Method 

4.2.1 Objective Function 

The structure of a CCHP-based MEMG in this chapter is the same as Fig.1-2. Because 

renewable generators like PV and WT don’t consume fossil fuels to generate electricity, 

their generation costs (fuel costs) are negligible compared to the CHP plant. What’s more, 

when the microgrid is working on grid-connected mode, the power mismatch can be 

compensated by the utility grid (i.e., purchase electricity from the main grid to satisfy the 

consumers’ requirements and sell electricity so as to improve economic returns), thus, 

no power surplus or shortage will suddenly appear. In the MEMG operation, the goal is 

to reduce the daily operation cost 𝐶𝑡𝑜𝑡𝑎𝑙  while satisfying all the constraints of the 

components and the whole system. The total cost contains the capital cost of each 

component 𝐶𝑐𝑝, fuel cost 𝐶𝑓,𝑡, operation & maintenance (O&M) cost 𝐶𝑜𝑚,𝑡, the average 

daily cost of laying pipes 𝐶𝑛 as well as the revenue of selling heat to customers 𝐶𝑠,𝑡.  

Besides, it should be noted that since we integrate the specific model of DHN (including 

its transmission delay) in this method, DHN can be utilized as a HES to release/store heat 

energy (which would be further discussed in the following contents), thus we only 

employ EES in this chapter. 
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Also, it is worth to mention that Eq (4.1) calculates the equivalent annual cost (EAC) of 

each component in MEMG, which considers the annual interest rate. 

4.2.2 Constraints 

The generation output of DGs (WT, PV, CHP) and ancillary device (EB) should be 

within their technical limits, and the incremental change of the units within a short time 

period is limited by its ramping capability. These constraints can be expressed as: 

,

MIN i MAX

CHP CHP t CHPP P P   (4.8) 

, , 1-R Rdown i i up

CHP CHP t CHP t CHPt P P t−  −    (4.9) 

,

MIN i MAX

WT WT t WTP P P   (4.10) 

, , 1-R Rdown i i up

WT WT t WT t WTt P P t−  −    (4.11) 

,

MIN i MAX

PV PV t PVP P P   (4.12) 

, , 1-R Rdown i i up

PV PV t PV t PVt P P t−  −    (4.13) 
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,

MIN i MAX

EB EB t EBP P P   (4.14) 

, , 1-R Rdown i i up

EB EB t EB t EBt P P t−  −    (4.15) 

As for EES, state limit, charging/discharging power constraints, energy limit should be 

satisfied, which are presented in Eqs. (4.16)-(4.20). 

, ,

, ,0 dis i dis i MAX

EES t EES t ESDP U P     (4.16) 

, ,

, ,0 ch i ch i MAX

EES t EES t ESCP U P    (4.17) 

,

MIN cap i MAX cap

EES EES EES t EES EESE E E      (4.18) 

, ,

, , 1ch i dis i

EES t EES tU U+   (4.19) 

,0 ,

i i

EES EES N tE E =  (4.20) 

Equation (4.20) denotes that the electric energy stored in EES at the beginning of the day 

should be equal to the energy stored at the end of the day.  

Besides, we assume that the MEMG is based on the radical distribution network in this 

thesis, accordingly, it must first satisfy the distribution network power flow constraints 

[33], which can be presented in (4.21) to (4.27). 

1, , , , , ,+i t i t G i t load i tP P P P+ = −  (4.21) 

1, , , , , ,+i t i t G i t load i tQ Q Q Q+ = −  (4.22) 

, ,

1, ,

0

i i t i i t

i t i t

r P x Q
V V

V
+

+
= −  (4.23) 

max , max1- 1i tV V V   +  (4.24) 

, , , , ,

, ,

, , ,

+

(

i i i

G i t MT t WT t PV t

i I i I i I

dis i ch i i

EES t EES t EB t

i I i I

P P P P

P P P

  

 

= +

+ + −

  

 ）
 (4.25) 

max , max- i tP P P   (4.26) 
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max , max-Q i tQ Q   (4.27) 

To protect the thermal pipes in DHN, their inside temperature should be in a range. 

min max

, , , ,s s k t s psT T T k K t T+      (4.28) 

min - max

, , , ,s s k t s psT T T k K t T      (4.29) 

min max

, , , ,r r k t r prT T T k K t T+      (4.30) 

min - max

, , , ,r r k t r prT T T k K t T      (4.31) 

Other constraints of heat networks are listed in the last chapter (3.1)-(3.26). 

4.2.3 Solution Algorithm 

Because the mass flow rates of hot water are constants under the CF-VT control strategy, 

the objective and constraints which are listed before form a MILP problem, so that it can 

be handled directly by some existing commercial solvers. The whole problem is 

formulated as follows [34]: 

min ( , )f x y  (4.32) 

 
min max

( , ) 0, 1,2,...,

( , ) 0, 1,2,...,
. .

0,1

k

l

h x y k m

g x y l n
s t

x x x

y

= =


 =


 
 

 (4.33) 

where the decision variable 𝑥 stands for the power outputs/inputs of controllable units, 

charging/discharging power of EES in the MEMG as well as the power exchanged with 

the utility grid. Variable 𝑦  denotes the on/off status of the CHP plant and EB, 

charge/discharge state of EES, and the exchanging power state with the utility grid. 

Besides, equality constraints ℎ𝑘(𝑥, 𝑦) include the reactive/active power flow balance at 

each bus, the nodal mass flow balance at each node in DHN and so on, while inequality 
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constraints 𝑔𝑙(𝑥, 𝑦)  contain operational constraints of all the units, the 

maximum/minimum temperature limits of thermal pipes, etc.   

4.3 Case Studies 

4.3.1 Tested System 

Fig.4-1 presents the schematic diagram of the tested system, which is based on the IEEE 

33-bus radial distribution network [35]. Besides, a 13-pipe DHN is also integrated into 

the MEMG, as shown in Fig. 4-1 (red lines). In the tested MEMG, V0 is set to be 1.0 p.u. 

and ΔVmax is ±5% of the nominal level [36]. In fig. 4-1, “K” denotes “pipe” whereas 

“L” denotes “heat load”. There are three heat sources (CHP plants) in this MEMG, 

located at bus 6, 17 and 32 respectively. Table. 4-1 shows the location of each unit. 

 

Figure 4-1. Schematic diagram of the tested MEMG. 

In order to get more practical simulation results, we collected the weather condition data 

from a winter day in Beijing, China. The predicted PV, WT electric outputs and the 

ambient temperature over 24 hours are shown in Fig. 4-2. The electricity price for the 

whole day can be seen in Fig. 4-3. Apart from that, Table. 4-2 shows the parameters of 
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different working units in the tested MEMG. The parameters of heat pipes and DHN are 

presented in Table 4-3 and 4-4 respectively. Table 4-5 gives the parameters of EES. Apart 

from that, the mass flow rate of each pipe is listed in Table 4-6 and the impedance of 

each bus is presented in Table 4-7.  

Table 4-1. System parameters 

Component Location in EN Location in DHN 

PV Bus4, Bus9, Bus26 / 

WT Bus4, Bus23 / 

EES Bus6, Bus23 / 

CHP Bus6, Bus32, Bus17 Node1, Node6, Node9 

 

 

Figure 4-2. Predicted weather condition data over 24 hours. 

 

Figure 4-3. Electricity price for the whole day. 

Table 4-2. Parameters of working units in MEMG 

Type   𝑪𝒄𝒑    𝑪𝒐𝒎 𝐏𝒎𝒂𝒙 𝐏𝒎𝒊𝒏   𝐑𝒅𝒐𝒘𝒏   𝐑𝒖𝒑 𝐘𝒖 
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𝐶𝐻𝑃 10000 0.1250 300 60 5 10 25 

𝑃𝑉 2000 0.0133 30 0 / / 25 

𝑊𝑇 5000 0.0145 55 0 / / 20 

𝐸𝐵 1000 0.0089 150 0 2 3 15 

Table 4-3. Heat pipe parameters 

Pipe Length Pipe Length Pipe Length 

𝐊𝟏 700 K6 500 K10 400 

𝐊𝟐 400 K7 400 K11 500 

𝐊𝟑 400 K8 500 K12 400 

𝐊𝟒 500 K9 500 K13 400 

K5 400     

Table 4-4. DHN parameters 

Name Value Name Value Name Value 

𝛒 1 R 0.0002 𝜂ℎ𝑒𝑥1 0.9 

𝜼𝒓𝒂 0.9 𝐼 0.05 𝐶𝐻 0.1 

Table 4-5. Parameters of EES [7] 

Name Value Name Value Name Value 

𝝁𝑬𝑺
𝑴𝑰𝑵 0.15 𝜇𝐸𝑆

𝑀𝐴𝑋 0.85 𝐶𝐸𝑆
𝑜𝑚 0.073 

𝑪𝒄𝒑
𝑬𝑺 670 𝜂𝐸𝑆𝐶/𝐸𝑆𝐷 0.9 𝛼𝐸𝑆 0.001 

𝑷𝑬𝑺𝑪
𝑴𝑨𝑿 50 𝑃𝐸𝑆𝐷

𝑀𝐴𝑋 50 𝐸𝐸𝑆
𝑐𝑎𝑝

 180 

Table 4-6. Mass flow rate of each pipe 

Pipe Mass flow Pipe Mass flow Pipe Mass flow 

𝐊𝟏 2400 K6 1600 K10 800 

𝐊𝟐 800 K7 2400 K11 1600 

𝐊𝟑 1600 K8 800 K12 800 

𝐊𝟒 800 K9 800 K13 2400 

 𝐊𝟓 800     

Table 4-7. Impedance of each bus [37] 

Bus 𝑹𝒊 𝑿𝒊 Bus 𝑹𝒊 𝑿𝒊 

1→2 0.0922 0.0470 17→18 0.7320 0.5740 

2→3 0.4930 0.2511 2→19 0.1640 0.1565 

3→4 0.3660 0.1864 19→20 0.5042 1.3554 

4→5 0.3811 0.1941 20→21 0.4095 0.4784 
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5→6 0.8190 0.7070 21→22 0.7089 0.9373 

6→7 0.1872 0.6188 3→23 0.4512 0.3083 

7→8 0.7114 0.2351 23→24 0.8980 0.7091 

8→9 1.0300 0.7400 24→25 0.8960 0.7011 

9→10 1.0440 0.7400 6→26 0.2030 0.1034 

10→11 0.1966 0.0650 26→27 0.2842 0.1447 

11→12 0.3744 0.1238 27→28 1.0590 0.9337 

12→13 1.4680 1.1550 28→29 0.8042 0.7006 

13→14 0.5416 0.7129 29→30 0.5075 0.2585 

14→15 0.5910 0.5260 30→31 0.9744 0.9630 

15→16 0.7463 0.5450 31→32 0.3105 0.3619 

16→17 1.2890 1.721 32→23 0.3410 0.5302 

In order to show the validity of the proposed approach in this chapter, three cases are 

conducted. 

Case1: In this case, it is assumed that there is no topology and specific model of heat 

network, thus 𝐶𝑛=0. That is to say, only the constraints of the electrical network (2.1) to 

(2.20) and (4.1) to (4.27) are considered. Besides, each heat load (building) is supplied 

by nearby CHP plants or EBs. 

Case2: In this case, we assume that heat energy can be transferred to the customers 

immediately without any time delay, just like the electrical network. In order words, 

DHN is static without dynamic characteristics. In addition to the electrical network 

constraints, DHN constraints (3.1) to (3.10), (3.22) to (3.26) and (4.28) to (4.31) are also 

taken into consideration. Apart from that, using Eqs. (3-34)-(3-37) to calculate heat loss 

during the transferring process and then replace Eqs. (3.11)-(3.21). 

-

, , , , ,(1 ) , ,s k t k t k s k t psQ l Q k K t T += −       (4.34) 

-

, , , , ,(1 ) , ,r k t k t k r k t prQ l Q k K t T += −       (4.35) 

( ) ( ), , ,2 / , ,avg

k t k t am tR T T k K t T =  −     (4.36) 

2 2

, , ,= (1 ) , ,
k kl l

avg CR CR

k t k t am tT T e e T k K t T

 

 
− −

− + −     (4.37) 

Case3: In this case, the proposed system-wide coordinated method is employed, in which 

the electrical and heat network are highly coupled.  

The detailed constraints which are taken into consideration in the three cases are 

summarized in Table. 4-8.  
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It should be noted that other practical parameters can also be employed to the proposed 

method, which would not significantly influence its effectiveness. The case studies are 

conducted on an Intel(R) Core i5-7200U, 2.50-GHz personal computer with 8GB of 

memory. The optimization problem is solved by a commercial software called General 

Algebraic Modelling System (GAMS). Besides, the unit dispatching time is set to be 1 

hour.      

Table 4-8. Cases summary 

Cases  Power network constraints  Static DHN constraints  Dynamic characteristics of DHN 

Case1 √   

Case2 √ √  

Case3 √ √ √ 

 

4.3.2 Simulation Results 

The simulation results of power balance conditions in case1, 2, 3 can be found in Fig. 4-

4 (a),(b),(c) respectively. SOC stands for the state of charge of EES, which cannot be 

measured directly but can be estimated from direct measurement variables. It can be seen 

from Fig. 4-4 the electrical loads can be fully satisfied under these three cases. From 7 

AM to 6 PM, PV generates electricity because of the sufficient solar irradiation. EB 

consumes excess electricity to produce thermal energy, in order to reduce the waste 

energy caused by the mismatch between heat and electricity. Fig. 4-4 demonstrates that 

all the working units in MEMG can be optimally scheduled according to their external 

characteristics and technical constraint. In order words, the proposed system-wide 

coordinated operation method is effective in optimally scheduling all the components to 

satisfy the diversity (heat and electricity) load demands.  
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(a) 

 

(b) 

 

(c) 

Figure 4-4. Power balance conditions. Case1 (a), Case2 (b), Case3 (c). 
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The heat balance conditions under three cases are shown in Fig. 4-5. In Case1, heat 

energy is almost all generated by CHP units. The main reason is that in case1, no specific 

model of DHN is considered, long-distance heat energy transmission cannot be achieved, 

thus only the nearest CHP plant can provide heat energy to consumers, resulting in more 

generation from CHP plants in Case1. Because the unit generation cost and operation 

cost of CHPs are much higher than that of EBs (which can be found in Table 4-2), the 

total cost of Case1 is the highest (9122.83¥) among all the three cases. While in the latter 

two cases, the specific model of DHN is taken into consideration, the limits of 

transferring distance can be broken, hence more EBs are committed in these two cases. 

Consequently, Case2 and Case3 cost less than Case1 (8450.01¥ and 

7960.72¥ respectively).  

 

 

(a) 

  

(b) 
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(c) 

Figure 4-5. Heat conditions. Case1 (a), Case2 (b), Case3 (c). 

Fig.4-5 and Fig. 4-6 shows the total heat output (including the heat generation of EBs 

and CHPs) under three cases. It can be observed that in Case1, the total heat generation 

is exactly equal to the heat loads at each hour. In Case2, the specific static model of DHN 

is considered, and total heat generation is a little bit larger than the heat loads, accounting 

for the effect of temperature loss of the fluid. It is noted in Case3 that the total heat 

generation does not always match the heat loads at each hour. This is mainly because 

when the transmission delay in heat pipes is modeled, heat generation and consumption 

can appear at different periods during a day. Hence, DHN can be utilized as a heat storage 

tank storage (HST) from the system's point of view. For instance, from 1 am to 5 am, the 

design thermal load is at its peak owing to the cold weather outside, but the power loads 

are low because many consumers are still sleeping. In traditional following heat load 

(FHL) mode or in Case 1, CHPs need to generate more power to satisfy the high heat 

loads, resulting in some energy waste. Nevertheless, in Case3, during that time, the 

internal temperature in heat pipes would drop, and this part of the energy will be supplied 

to the customers, which acts like an HST releases heat energy. As a result, the heat power 

of CHP units can be dramatically reduced. In other words, CHPs and EBs supplies the 

heat energy in priority, and DHN acts as a supplement in the proposed method. 

However, the internal temperature of heat pipes should be controlled within a range 

(usually supply pipes: 75℃-95℃; return pipes 55℃-75℃), thus DHN’s storage capacity 

is limited compared to conventional HST.  

Simulation results demonstrate that in the proposed method, DHN and electrical network 

are highly coupled, and DHN can be seen as an HST with limited capacity when its quasi-
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dynamic characteristics and time delay are considered. The storage status of DHN for the 

whole day is demonstrated in Fig. 4-7. 

  

Figure 4-6. Heat generated by CHP and EB in the three cases. 

 

Figure 4-7. Storage status of heat network of 24 hours under Case3. 

Table 4-9. Simulation results 

Cost/revenue item Case 1 Case 2 Case 3 

Captial cost 4840.76 3015.74 3015.74 

Cost of laying heat pipelines 0 1958.90 1958.90 

Fuel cost 3008.62 2366.04 2102.98 

O&M cost 1375.01 1126.70 1061.56 

Power exchange cost 670.07 754.26 593.17 

Heat revenue 771.63 771.63 771.63 

Total cost 9122.83 8450.01 7960.72 

 

The total costs under three cases are summarized in Table 4-9. As discussed before, in 

case1, heat energy cannot be transferred through long distances. Hence, five CHPs are 

placed nearby to meet thermal demands, which leads to the highest capital cost 
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(¥4840.76). While in Case2 and Case3, this kind of limitation is broken because of DHN. 

Although we need to pay more on laying DHN, the system cost is 7% lower than that of 

Case1. In other words, considering the specific model of DHN introduces more overall 

economic benefits. In Case3, the total cost is ¥1162.11 less than that of Case1, giving a 

saving rate of 12.7%. Simulation results show that the proposed method encourages a 

higher energy utilization rate and cut down the operating cost in MEMG.  

 

4.4 Summary 

This chapter presents an optimal coordinated operation method for MEMGs. The 

objective of this method is to minimize the total system cost, including capital cost, O&M 

cost, fuel cost and so on. In the proposed method, both the constraints of DHN and 

electrical network are systematically modeled, thus DHN and electric power grids 

strongly interact with each other. The heat storage capacity of DHN joins in the power 

and heat dispatch with higher flexibility. Next, three case studies have been tested and 

their results are discussed. Test results show that the proposed method is efficient and 

can significantly reduce the net operating cost.   

Some conclusions of this chapter are summarized as below: 

1) Considering the specific model of DHN breaks the space limitations of thermal 

transmission and encourages more dispatching flexibility of working units in MEMG.  

2) Based on the transmission delay and the high inertia property of heat energy, DHN 

can be utilized as an HST with limited capacity, participating in the units dispatching 

of MEMG. 

3) Integrating the power and heat networks can introduce more scheduling flexibility to 

the MEMG as well as reduce the overall operating cost. 

The above conclusions can be valuable references for the optimal operation problem of 

MEMG. 
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Chpater 5 Optimally Coordinated Dispatch of MEMG with 

Demand Response 

5.1 Introduction 

In a traditional energy system, diverse energy resources such as electricity, heat, and gas 

are usually treated and supplied separately, which leads to low energy utilization 

efficiency. The multi-energy microgrid is then introduced to address the efficient 

utilization of diverse energy resources so as to meet different types of energy 

requirements and improve the living quality for customers [38-40]. In practice, a MEMG 

usually consists of many kinds of working units to simultaneously provide electricity and 

thermal energy supply to consumers. Nowadays, due to the different technical limits and 

operational characteristics of these units, how to develop appropriate methods to dispatch 

and schedule them in order to improve the energy utilization efficiency and economic 

benefits has captured a large amount of researchers’ attention [41]. Furthermore, the 

investigation on the interaction and coordination between different types of energies has 

become another key topic in terms of microgrids [42]. 

In the meantime, the ever-growing electric and heat demands add a significant 

challenging dimension to the operation of MEMG. there are installed capacity limits to 

what can be achieved on the supply side, which may sometimes lead to the unbalance of 

supply and needs [33]. Demand response management plays a pivotal role to achieve 

supply-demand balance by taking advantage of the load flexibility and reshaping the load 

profile [43]. The ongoing researches [34, 44-46] also illustrate that day-ahead demand 

response strategies can significantly increase the economic performance of the electrical 

network. However, DRM (especially the thermal demand response) is not widely 

considered in the coupled electric and heat networks. 
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In this chapter an optimal operation approach of a MEMG considering DRM is proposed. 

The objective of this method is to minimize the total daily cost of the system while 

satisfying all the system technical constraints. The main contents of this chapter are 

summarized as follows: 

1) The specific model of DRM including electrical demand response (PBDR strategy) 

and thermal demand response (ITC strategy) is systematically built, which can be 

integrated into MEMG’s operation.  

2) A novel combined heat and power microgrid optimal dispatching strategy is 

proposed, which coordinated the day-ahead PBDR management and the ITC 

strategy, in order to enhance the system's technical, economic performance. 

3) The entire problem is linearized into a mixed-integer linear programming (MILP) 

model which can be efficiently solved. Apart from that, three relative case studies 

are designed and compared to the presented model. Simulation results show that the 

proposed method outperforms non-coordinated approaches or traditional methods 

without demand response in terms of operating costs. 

 

5.2 Demand Response Management (DRM)  

5.2.1 Introduction to DRM 

With the development of the communication system and electrical technology, the smart 

grid becomes the future trend of the power system [47]. Conducting DRM is one of the 

features of the smart grid. DRM can help customers consume energy in a more efficient 

and cost-saving way based on their own intention. Usually, DRM is the first choice when 

energy policy decisions are being made, because it can create mutual benefits for both 

customers and power companies [48]. Further, due to the random property of RES, the 

imbalance issue between generation and consumption in the power system becomes more 
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and more obvious. DRM is also playing an important role in overcoming this kind of 

problem [49].  

The smart grid vision is to encourage consumers to actively participate in power system 

generation and consumption. On the other hand, smart meters can collect detailed data 

from end-users and can conduct automatic control for home appliances, which lay a solid 

foundation for the promotion of DRM. Besides, it is revealed by some studies that smart 

buildings have great potential to implement DRM [50, 51].  

The concept of DRM is that consumers adjust their energy consumption according to the 

electricity price or incentives. From a different point of view, DRM can be designed 

differently [52]. For example, from the perspectives of the electricity market, DRM is 

designed to reduce the generation cost, increase the capacity of energy reserves through 

smart responses. From the view of the environment, DRM can improve energy efficiency 

and reduce greenhouse gas emissions, thus environmental goals can be achieved.  

DRM is usually divided into the following two types:  

1) Price-based DR: Consumers adjust their electrical demands according to the variation 

of electricity price, which contains time of use (TOU) pricing, real-time (RTP) 

pricing, critical peak pricing (CPP), etc. Users who want to participate in this kind of 

DRM scheme can sign relative pricing contracts with power companies. 

2) Incentive-based DR: Power companies make deterministic or time-varying policies 

to motivate consumers to respond and reduce demands when system reliability is 

affected or emergency incidents occur. This kind of DRM includes direct load control 

(DLC), interruptible load (IL), demand-side bidding (DSB), emergency demand 

response program (EDRP) and capacity/ancillary service program (CASP). 

 



Chapter 3 District Heat Network (DHN)  

  46 

  

5.2.2 Price-based Demand Response (PBDR) Modelling 

In order to better match the supply with need in the power network, PBDR has been 

widely applied for its benefits of enhancing the economic performance of the electricity 

market [53]. In PBDR management, the electricity price for the next day is sent to the 

consumers 24 hours ahead. Based on this information, consumers will adjust their 

electrical demands. For instance, it is assumed that end-users would use more electricity 

in a lower electrical price period, and vice versa. According to reference [8], the 

relationship between electrical price 𝑃𝑝𝑟,,𝑡 and load demands 𝑃𝑙𝑜𝑎𝑑,𝑖,𝑡 can be modelled 

as: 

, , ,load i t pr tP BC =  (5.1) 

Reference [54] discusses how to calculate parameters A and ε. 

According to the data used in [45], a power price elasticity of -0.2122 is applied in this 

study. In order to conduct the PBDR model with efficiency, 10 price level rates are 

predefined, which can be found in the Table. 5-1. 

Table 5-1. Simulation results 

PBDR levels Price Rate (%) Expected Response rates (%) 

1 70 107.9 

2 80 104.8 

3 90 102.3 

4 100 100.0 

5 110 98.0 

6 120 96.2 

7 130 94.6 

8 140 93.1 

9 150 91.8 

10 160 90.5 

Based on the above-mentioned PBDR levels, the consumers’ electrical demands can 

respond accordingly. Actual power demands with PBDR strategy can be calculated by 

the following equations: 
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, , , , ,level o

load i t j j load i t

j J

P l P t T


=    
(5.2) 

, , , , ,level o

load i t j j load i t

j J

Q l Q t T


=    
(5.3) 

 

where 𝑗 is the PBDR level and 𝐽 denotes the sets of all PBDR levels. 𝑃𝑙𝑜𝑎𝑑,𝑖,𝑡 and 

𝑄𝑙𝑜𝑎𝑑,𝑖,𝑡  are the active/reactive power at node 𝑖  with PBDR strategy respectively; 

𝑃𝑙𝑜𝑎𝑑,𝑖,𝑡
𝑜  and 𝑄𝑙𝑜𝑎𝑑,𝑖,𝑡

𝑜  are the original active/reactive power at node 𝑖 without PBDR 

strategy respectively; 𝛿𝑗  indicates the binary on/off decision of PBDR level (𝛿𝑗 = 1 

means the price is at 𝑗 level and vice versa); 𝑙𝑗
𝑙𝑒𝑣𝑒𝑙 is the load demand response rate of 

level 𝑗. 

 

5.2.3 Indoor Temperature Control (ITC) Modelling 

The thermal power generated by CHPs and EBs would enter the primary supply pipes to 

meet the heat requirement. This process can be described as (5.4)-(5.5). 

+

, , , , , , 1( ) ,s k t r k t CHP t EB t hex hsH H H H k K t T−− = +   ，  (5.4) 

, , , , , ,s k t r k t hsm m k K t T=     (5.5) 

Heat loads are the quantity of heating energy that must be used to warm buildings so as 

to keep people comfortable. In this chapter, indoor temperature-dependent heat loads 

control is utilized. In this model, the design heat demands are related to the indoor and 

outdoor ambient temperature. Fig. 5-1 depicts the heat conduction effects of a building. 



Chapter 3 District Heat Network (DHN)  

  48 

  

 

Figure 5-1. Heat conduction through building shells. 

The outdoor temperature affects the indoor temperature by thermal conduction through 

building shells, including roofs, walls, doors, windows, etc. It is assumed that all the 

buildings are of the same type for simplicity. The thermal conduction equation for a 

building can be expressed as follow: 

, , , , , ,/ ( ) / b ,T T

b t s b t am t in b t TH H T T R B t T= = −   ，  (5.6) 

According to (5.6), a time-varying heat conduction model is formulated in Eq. (5.7). This 

equation demonstrates that the indoor heat energy variation in a building is the result of 

a combination of heat conduction from the outdoor environment and thermal power 

obtained from DHN. It is then linearized to a state model and formulated as (5.8). Next, 

in order to guarantee customers’ benefits, the design heat demands 𝐻𝑏,𝑡
𝑙𝑜𝑎𝑑 are calculated 

with the potential minimal heat energy provided, formulated as (5.9). The relationship 

between internal thermal power in heat pipes and customers’ heat demands are (5.10)–

(5.11). Note that some factors like customer behavior and residence thermal comfort may 

have effects on the indoor temperature at the building and room level. In this regard, Ref. 

[55] presents a complete indoor temperature model, which considers consumer behavior 

and the customer’s thermal comfort lifestyle for a building.  

However, this thesis focuses on the whole system and network-level coordinated 

dispatch of electricity and heat, therefore such residential behavior effects can be 



Chapter 3 District Heat Network (DHN)  

  49 

  

neglected as compared with the effects from DHN and outdoor environment [34]. 

Integrating such human behavior impacts the problem modeling may be a future direction 

for research work in this area.   

, , , , ,( / ) b ,T

air in b t ra b t ra b tC dT dt H H B t T=  +   ，  (5.7) 

, , , , -1 , , ,( ) / b ,T

air in b t in b t ra b t ra b tC T T H H B t T − =    + ，  (5.8) 

 min

, , , ,=( ) / ,load

b t in b t am t TH T T t R t T−    (5.9) 

, , , , , , ,load

s k t s k t b t hlH H H k K t T− +− =    (5.10) 

, , , , , ,s k t r k t hlm m k K t T=     (5.11) 

It is worth to mention that by applying a temperature-dependent heat loads control 

strategy, the heat energy requirement becomes flexible. This is mainly because that the 

indoor temperature usually fluctuates within a certain rage to make dwellers comfortable. 

As a result, the heat loads can be controlled in a range corresponding to the variable 

temperature. 

 

5.3 Coordinated Operation Method Considering DRM 

5.3.1 Objective Function 

The structure of a CCHP-based multi-energy microgrid (MEMG) in this paper is the 

same as Fig.1-2. Similar to Chapter 4, In the MEMG operation, the objective is to 

minimize the daily net operation cost 𝐶𝑡𝑜𝑡𝑎𝑙 while satisfying all the constraints of the 

components and the whole system. The total cost includes fuel cost 𝐶𝑓,𝑡 of CHP plants, 

start-up/shut-down cost 𝐶𝑠𝑡,𝑡/𝐶𝑠𝑑,𝑡, operation & maintenance (O&M) cost 𝐶𝑜𝑚,𝑡 of all 

the units, exchange cost with utility grid 𝐶𝑒,𝑡, as well as the revenue of selling heat to 

consumers 𝐶𝑠,𝑡.  
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, , , , , ,

1

( )
T

total f t e t st t sd t om t s t

t

MINC C C C C C C t
=

= + + + + −   (5.12) 

( ), , / /f t gas CHP t CHP HVNGC C P t L =   
 (5.13) 

, , , ,( )e t pr t gd t sd tC C P P t=  +   (5.14) 

   , , , -1 , , -1max 0, + max 0,i i st i i st

st t CHP t CHP t CHP EB t EB t EBC U U C U U C= −  −   (5.15) 

   , , 1 , , 1 ,max 0, max 0,i i sd i i sd

sd t CHP t CHP t CHP EB t EB t EBC U U C U U C− −= −  + −   (5.16) 

, , ,( )load

s t H t b t

b B

C C H t


=   
(5.17) 

, ,

om i

om t u u t

i I

C C P t


 
=   

 
  (5.18) 

 

5.3.2 Constraints 

1) Constraints for DG and Auxiliary units 

As mentioned before, the generation output of each DG (WT, PV, CHP) and ancillary 

device (EB) should be within its technical limits, and the incremental change of the units 

within a single period is limited by its ramping capability. These constraints can be 

expressed as: 

,

MIN i MAX

CHP CHP t CHPP P P   (5.19) 

, , 1-R Rdown i i up

CHP CHP t CHP t CHPt P P t−  −    (5.20) 

,

MIN i MAX

WT WT t WTP P P   (5.21) 

, , 1-R Rdown i i up

WT WT t WT t WTt P P t−  −    (5.22) 

,

MIN i MAX

PV PV t PVP P P   (5.23) 

, , 1-R Rdown i i up

PV PV t PV t PVt P P t−  −    (5.24) 

,

MIN i MAX

EB EB t EBP P P   (5.25) 
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, , 1-R Rdown i i up

EB EB t EB t EBt P P t−  −    (5.26) 

where P𝑚𝑖𝑛/P𝑚𝑎𝑥, are the minimum/maximum power output of each unit; R𝑑𝑜𝑤𝑛/R𝑢𝑝 

are the maximum ramp down/up rate of each component. 

2) Constraints for ES 

As for the ES units, state limit, charging/discharging power constraints, the energy limit 

should be satisfied. Similar to Chapter 4, since DHN can be seen as an HST, we only 

consider EES in this study.  

, ,

, ,0 ch i ch i MAX

EES t EES t ESCP U P    (5.27) 

, ,

, , ,0 dis i dis i dis

EES t EES t EES tP U P    (5.28) 

,

MIN cap i MAX cap

EES EES EES t EES EESE E E      (5.29) 

, ,

, , 1ch i dis i

EES t EES tU U+   (5.30) 

,0 ,

i i

EES EES N tE E =  (5.31) 

Equation (5.31) illustrates that the electric energy stored in EES at the beginning of the 

day should be equal to the energy stored at the end of the day. 

3) Distribution Power Flow Constraints 

MEMG must firstly satisfy the distribution network power flow constraints [56], which 

can be formulated as follows. 

1, , , , , ,+i t i t G i t load i tP P P P+ = −  (5.32) 

1, , , , , ,+i t i t G i t load i tQ Q Q Q+ = −  (5.33) 

, ,

1, ,

0

i i t i i t

i t i t

r P x Q
V V

V
+

+
= −  (5.34) 
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max , max1- 1i tV V V   +  (5.35) 

, ,

, , , , , , , ,+ (i i i dis i ch i i

G i t MT t WT t PV t EES t EES t EB t

i I i I i I i I i I

P P P P P P P
    

= + + + −    ）  
(5.36) 

max , max- i tP P P   (5.37) 

max , maxi tQ Q Q−    (5.38) 

4) DHN Constraints 

To protect the thermal pipes, their inside temperature should be in a range as: 

min max

, , , ,s s k t s psT T T k K t T+      (5.39) 

min - max

, , , ,s s k t s psT T T k K t T      (5.40) 

min max

, , , ,r r k t r prT T T k K t T+      (5.41) 

min - max

, , , ,r r k t r prT T T k K t T      (5.42) 

Besides, to make sure customers feel comfortable, the indoor temperature of each 

building should also be maintained within a suitable range: 

min

, , , , , ,in b t in b tT T b B t T     (5.43) 

max

, , , , , ,in b t in b tT T b B t T     (5.44) 

Other constraints of heat networks are listed in (3.1) to (3.26). 

5.3.3 Model Linearization 

It is obvious that the start-up/shut-down cost functions (5.15) and (5.16)) are nonlinear 

equations. Thus, the proposed models are formulated as the mixed-integer nonlinear 

programming problems, which is time-consuming and may need massive calculation. To 

solve this problem, the start-up and shut down costs are linearized as follows [30]: 

,

, , , 1 , , 1

0

( ) ( )

st t

i i st i i st

st t CHP t CHP t CHP EB t EB t EB

C

C U U C U U C− −




 −  + −

 (5.45) 
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,

, , 1 , , 1 ,

0

( ) ( )

sd t

i i st i i st

sd t CHP t CHP t CHP EB t EB t EB

C

C U U C U U C− −




 −  + −

 (5.46) 

After the linearization, the proposed model can be converted to a MILP problem. Besides, 

a step-by-step flowchart is shown in Fig. 5-2 to demonstrate the whole solution process 

of the proposed method. 

 

Figure 5-2. Flowchart of the proposed method. 

 

5.4 Simulation 

5.4.1 Tested Systems 

The test is conducted on two MEMGs with coupled heat and electrical networks. The 

first one is based on the IEEE 33-bus radial distribution network [45] and a 13-pipe  

DHN. The second simulation is conducted on a larger MEMG to show the performance 

and scalability of the proposed framework, with IEEE 69-bus radical system and a 29-

pipe DHN. In both of these systems, V0 is 1.0 p.u. and ΔVmax are set to be ±5% of the 

nominal level [56]. 
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There are three heat sources in this area in this smaller system, which are connected to 

buses 6, 17 and 32 respectively. It is assumed that each heat node has 150 demand units. 

Table.5-2 shows the location of each generation and auxiliary unit in 33-bus MEMG, and 

the whole diagram of 33-bus MEMG is shown in Fig. 5-3. 

Table 5-2. Location of each unit in 33-bus MEMG 

Component Location in EN Location in DHN 

PV Bus4, Bus9, Bus26 / 

WT Bus4, Bus23 / 

EES Bus6, Bus23 / 

CHP Bus6, Bus32, Bus17 Node1, Node6, Node9 

EB Bus17, Bus32 Node6, Node9 

In accordance with practical scheduling, the time interval of the case studies is set to 1 

hour and the total time horizon T is set to be 24 hours.  

 

Figure 5-3. Schematic diagram of 33-bus MEMG. 
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Note that the uncertainty of renewable generators, loads, as well as electricity price, is 

not discussed in this chapter and we assume that the renewable power outputs can be 

obtained from forecasting [57, 58].  

It is assumed that all loads in this MEMG can be adjusted according to the PBDR and 

indoor ambient temperature control. The day-ahead market electricity price for each hour 

can be found in Fig. 5-3 [8]. Other data are collected from references [7, 11, 14] and then 

modified with some practical considerations. It must be noted that any reasonable data 

can also be used and would not have effects on the effectiveness of the proposed approach.  

 

Figure 5-4. Day-ahead 24h power transaction price. 

Parameters of EES are shown in Table.5-3, while the parameters of DHN are listed in 

Table.5-4. Table. 5-5 presents the parameters of working units in this tested system. The 

mass flow rate in heat pipes is the same as in the last chapter. 

Table 5-3. EES Parameters 

Name Value Name Value Name Value 

𝝁𝑬𝑺
𝑴𝑰𝑵 0.15 𝜇𝐸𝑆

𝑀𝐴𝑋 1.0 𝐶𝐸𝑆
𝑜𝑚 0.073¥/kW 

𝑬𝑬𝑺
𝒄𝒂𝒑

 800kWh 𝜂𝐸𝑆𝐶/𝐸𝑆𝐷 0.8 𝛼𝐸𝑆 0.001 

𝑷𝑬𝑺𝑪
𝑴𝑨𝑿 250kW 𝑃𝐸𝑆𝐷

𝑀𝐴𝑋  250kW 𝐸𝐸𝐸𝑆,0 400kWh 

Table 5-4. DHN Parameters 

Name Value Name Value Name Value 

𝛒 1000kg/m3 C𝑎𝑖𝑟  0.53kWh/℃  𝜂ℎ𝑒𝑥1 0.9 

𝜼𝒓𝒂 0.9 𝑅𝑇 2.8℃/kW 𝐶𝐻 0.1 
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𝑻𝒊𝒏,𝒃,𝒕
𝒎𝒂𝒙  22 𝑇𝑖𝑛,𝑏,𝑡

𝑚𝑖𝑛  18 𝜂𝐶𝐻𝑃 0.3 

𝜼𝒉 0.85 𝜂𝐿 0.15   

Table 5-5. Units Parameters 

Type    𝑪𝒐𝒎   𝐏𝒎𝒂𝒙   𝐏𝒎𝒊𝒏   𝐑𝒅𝒐𝒘𝒏   𝐑𝒖𝒑 𝐂𝒔𝒕 𝐂𝒔𝒅 

𝐶𝐻𝑃 0.0990¥/kW 1000 kW 200 kW 5kW/min 10kW/min 1.94¥ 1.82¥ 

Photovoltaic cell 0.0133¥/kW 300 kW 0 kW / / / / 

Wind turbine 0.0145¥/kW 350 kW 0 kW / / / / 

Electric boiler 0.0089¥/kW 300 kW 0 kW 2kW/min 3kW/min 1.32¥ 1.15¥ 

 

2) 33-bus MEMG 

In order to discuss the stability of this method, an IEEE 69-bus radial distribution system 

with coupled 27-pipe DHN is tested, as shown in Fig. 5-5. The capacities of the units in 

this system are the same as the 33-bus system. The configuration of these two systems is 

summarized in Table 5-6. 

 

Figure 5-5. Schematic diagram of 69-bus MEMG. 
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Table 5-6. Configuration of the tested systems 

  Test System 

 33-bus MEMG 69-bus MEMG 

Electrical 

power 

network  

bus 33 69 

Line 32 68 

WT 5 6 

PV 8 8 

EES 3 4 

DHN node 6 14 

pipe 13 29 

load 5 10 

CHP 3 6 

EB 6 6 

 

5.4.2 Results and Discussion 

3 case studies are designed in order to verify the effectiveness and benefits of the 

proposed method. 

Case1 is an ordinary case without consideration of the specific model of DHN and 

demand response management is not applied. Case2 considers the DHN constraints and 

Case3 is the proposed method. All the three cases are conducted on both 33-bus MEMG 

as well as 69-bus MEMG to show the scalability of the proposed method. Again, the 

simulation is conducted on GAMS software, which has been commonly used for solving 

the MILP problems. 

1) Results for 33-bus MEMG 

The electric demand profiles with and without demand response strategies are shown in 

Fig.5-6. During11:00-13:00 and 17:00-21:00 electric load reach to its peak, while load 

valley usually appears around 1:00-4:00 since most consumers are sleeping. After 

implementing PBDR strategy, power loads increase a little bit during 0:00-6:00 and 

14:00-16:00. On the other hand, customers would reduce their demands between 7:00-
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11:00 and 19:00-22:00 to adjust the high price. Thus, in the sense of power system 

operation, the variation of electric loads is mitigated with the implementation of PBDR. 

 

Figure 5-6. Electric load profile.  

 

(a) 

 

(b) 

  

(c) 

Figure 5-7. Power balance in 33-bus MEMG. (a) Case1. (b) Case2. (c) Case3. 
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Fig.5-7 presents the power condition under Case1, Case2, and Case3 respectively. It is 

indicated in the figure that the power demands can be met without any shortage in all the 

cases. All the components in the tested MEMG are optimally dispatched based on their 

constraints, which means that the proposed method is effective in the aspect of EN. 

 

(a) 

 

(b) 

Figure 5-8. Simulation Results of Heat Power. 

 (a) Comparisons of heat power generation among Case1-3.  (b) Storage status of DHN. 

Fig.5-8 (a) shows the total heat generation of CHP units and EB units. Just as discussed 

in the last chapter, DHN can be seen as an HST, thus in Case2 and Case3 heat generation 

does not balance the demands at each hour. For example, during 0:00-5:00 in the morning, 

the required heat load is high due to the low outdoor temperature, but the electric demand 

is low because most of the customers are sleeping. For example, during 10:00-20:00 

periods, the electric demand gradually reaches to its peak, the total heat output will 

become larger in order to meet the requirement. Whereas at the same time, the extra 

generated heat will be stored in the heat pipes, resulting in a higher temperature of water 
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inside the thermal pipes. The heat difference between thermal generation and demand 

during 24h is shown in Fig.5-8 (b). Apart from that, compared to Case2 which does not 

consider DRM, heat generation in Case3 is more adjusted to the variation trend of power 

loads (Fig.5-6) after applying the ITC strategy. Therefore, it is indicated that in the 

proposed method, DHN and power network are strongly coupled, and applying DRM 

introduces more dispatching flexibility to MEMG. 

2) Results for 69-bus MEMG 

Fig. 5-9 shows the power balance conditions in the 69-bus system under 3 cases. Table 

5-7 lists the total operational cost under all these cases. It can be found that in the 

proposed method, PBDR can help us to do load shifting. As a result, CHP power outputs 

decrease, thus the total operational cost can be reduced (9.3% less than case1). The results 

show that the implementation of DRM encourages more economic benefits in MEMG. 

 

(a) 

 

(b) 
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(c) 

Figure 5-9. Power balance in 69-bus MEMG. (a) Case1. (b) Case2. (c) Case3. 

Table 5-7. Total costs in 69-bus system 

Items Case1 Case2 Case3  

Total cost 25335.82 24497.49 23151.80 

 

It is worth to mention that the IEEE 33-bus system and 69-bus system are both standard 

benchmark test systems, which have been widely applied in MEMG’s operation 

problems. The amount of variables of this problem is more than 10000 and the solution 

takes only 5.67 seconds and 20.34 seconds for these two systems respectively. Since the 

solution speed is very fast, it is scalable to larger systems. Some other reasonable data 

for a larger tested system can also be used, which would not affect its effectiveness. 

 

5.5 Summary 

This chapter develops an optimal coordinated dispatch method of MEMG with DRM, 

aiming at minimizing the net operating cost of the system. And then a comprehensive 

and practical model of combined heat and electrical network is established, in which the 

electrical network power flow constraints, the technical limits of different units, the 

dynamic operating constraints of DHN and demand response are considered.  

Then, three case studies are compared to show the benefits of considering the specific 

model of DHN and applying DRM in MEMG.  



Chapter 3 District Heat Network (DHN)  

  62 

  

Some conclusions of this chapter are summarized as below: 

1) Considering characteristics of DHN could decouple the generation and consumption 

of heat energy and introduces more scheduling flexibly of generation units. 

2) PBDR and indoor ambient temperature control strategy can be implemented in 

MEMG coordinated dispatching to improve the holistic economic, technical 

performance.  

3) The proposed model can be efficiently solved for online application. 
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Chpater 6 Two-Stage Stochastic Operation of MEMG 

6.1 Introduction 

In order to increase system energy utilization efficacy, traditional microgrid moves 

towards multi-energy microgrid (MEMG) [2], in which different kinds of energy sectors 

(like gas, heat, and power) are highly coupled.  

As discussed before, some researchers have done studies related to MEMG’s operation 

at the component or system level [3, 5], but most of these researches are focusing on 

deterministic day-ahead operation (i.e., the uncertainties are not considered), which is 

not so practical for industry application.  

It is revealed by some studies and reports [15, 17] that the randomness property of RES 

raises significant challenges for the day-ahead microgrid operation. To solve this 

problem, some reference [17-19] employs a two-stage stochastic optimization approach 

to handle the uncertainties from wind outputs. The above papers verify that the stochastic 

optimization method is effective in smoothing out the fluctuations from RES. 

Nevertheless, they are more focusing on the electrical network. Little attention is paid to 

the uncertainties in the multi-energy system.     

This chapter aims to optimally coordinate all the units in a MEMG with coupled heat and 

electrical network, and integrate the uncertainties from RES, loads and electricity price 

into the microgrid operation model. Firstly, the diverse uncertainties are modeled, and 

then a two-stage stochastic optimization method is proposed: the on/off statuses of each 

unit and charging/ discharging power of energy storage tanks are optimized in the day-

ahead stage since they need to be decided under uncertainties in advance. The power 

outputs of each generator are optimized in the intra-day stage, which acts as a recourse 

to complete the operational decisions. The problem is formulated as a mixed-integer 
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linear two-stage optimization model, so that it can be efficiently solved by some existing 

solvers. 

 

6.2 Modelling of Uncertainties 

6.2.1 Scenario Construction 

The generation outputs of RES, electricity price and loads should be forecasted one day 

ahead when we are optimizing the operation of MEMG. However, it is quite difficult to 

predict them accurately. Thus, modeling the randomness appropriately becomes a 

prerequisite of MEMG’s operation. In this paper, we assume that the random variation 

of RES generation follows the beta distribution [59].   

The Beta distribution is formed with two shape parameters: α and β. The probability 

density function, mean and variance of Beta destruction for a forecasted power 𝑃𝑅𝐸𝑆
𝑡,𝑖

 can 

be expressed as: 

,

, 1 , 1(1 )t i
RES

t i t i

RES RESP
f A P P − −=   −  (6.1) 

Besides, we employ normal distribution to model the fluctuations of power loads and 

electricity price [60], which can be expressed as: 

,

, 2

2

( )1
exp[ ]

22
t i

load

t i

load

P

P
f





− −
=  (6.2) 

Usually, we need to select suitable parameters in accordance with the actual conditions. 
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6.2.2 Scenario Reduction 

In order to improve the computational efficiency, the number of scenarios should be 

reduced. In this chapter, a Simultaneous backward forward technique is utilized to choose 

a smaller number of scenarios to represent the original variation [61]. Let 𝜒𝑠 denotes 

scenario 𝑠 (s=1,2,…N), and the probability of 𝜒𝑠  happens is 𝑝𝑠 . Then the distance 

between scenario pair (𝑠, 𝑠′) can be defined as: 

, ' max{1,|| || || ' ||}|| ' ||av av

s sD s s s s s s= − − −，  (6.3) 

where 𝑠𝑎𝑣 denotes the average value of all the scenarios. 

The scenario reduction method contains several steps as follow: 

1) Let 𝑆 be the set of all the initial scenarios, and 𝑆𝑑 be the sets of scenarios that need 

to be deleted (initially null). Compare the distances between all the scenario pairs 

𝐷𝑠,𝑠′ = 𝐷(𝜒𝑠, 𝜒𝑠′), (𝑠, 𝑠′ = 1, … , 𝑁); 

2) For each scenario n, 𝐷𝑛(𝑟) = 𝑚𝑖𝑛𝐷𝑛,𝑠′ , 𝑛, 𝑠′ ∈ 𝑆  and 𝑛 ≠ 𝑠′ . 𝑟  is a scenario 

index, which means that it has the minimum distance with 𝑛. 

3) Compute the probability 𝑃𝐷𝑛(𝑟) = ∑ 𝑝𝑢𝑢≠𝑛 ∗ 𝐷(𝜒𝑛, 𝜒𝑢), 𝑛 ∈ 𝑆. Choose 𝑑 which 

satisfies 𝑃𝐷𝑑 = 𝑚𝑖𝑛𝑃𝐷𝑛, 𝑛 ∈ 𝑆. 

4) = -{ }S S d , = { }d dS S d+ ; 𝑝𝑟 = 𝑝𝑟 + 𝑝𝑑.  

5) Repeat steps 2-4 until we get the ideal set 𝑆𝑖 for computation. 

 

6.3 Two-Stage Optimization Approach 

Commitment decisions are assumed to be made in the first-stage (one day ahead) before 

the actual RES generation outputs, electricity price and loads profile are realized. These 

decisions should accommodate intra-day conditions. In the second stage, the intra-day 
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decisions like generation outputs of components are optimized after a realization of 

uncertainties. The two stages are linked with each other through system operational 

constraints. It is noted that charging and discharging power of EES are also determined 

in the first stage due to its strong time-coupling property. The solving flow chart of this 

problem can be seen in Fig. 6-1. 

 

 

Figure 6-1. Flow chart of two-stage optimization approach 

A general mathematical expression of the two-stage optimization model is [18]: 

 

Input data for modelling

Get simulation results

Predicted wind, 

solar output 

Forecasting 

load demands

Coordinated system-wide dispatch modelling

Parameters of 

system, units

Solve the Second stage model

GAMS software, CPLEX solver

CHP

Electric boiler

Power outputs of 

controllable units

Charging/discharging 

power

On-off statues of 

controllable units

CHP

Electric boiler
EES

Solve the First-stage model 

GAMS software, CPLEX solver

Real-time 

electricity price  

Other real-time 

data
RES output 

Input data

First-stage

(Day-ahead 

stage)

Second-

stage

(Intra-day 

stage)



Chapter 3 District Heat Network (DHN)  

  67 

  

min{ ( ) ( , )}
x F

f x E x 


+  (6.4) 

 

where 𝑓(𝑥) is the first-stage (day-ahead) operation objective, 𝑥  denotes day-ahead 

stochastic decisions sector; 𝐸(𝑥, 𝜔)  is the expectation of second-stage (intra-day) 

operation objective, which is equal to 𝑚𝑖𝑛𝑦∈Ω(𝑥,𝜔)𝐿(𝑦), where 𝑦 denotes the second-

stage decision vector and ω is the random vector. 

Since we are using discrete scenarios, the above model can be formulated into a 

deterministic equivalence as: 

1 2, , ,...
min ( ) ( )

s
i

s s
x y y y
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+  
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Equation (6.5) can be specifically expressed as: 
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(6.6) 

 

In (6.6), The objective function consists of two parts: The first part includes the 

deterministic (deiced by commitment decisions), start-up cost, shut-down cost of each 

controllable generator as well as the O&M cost of EES since these decisions should be 

made in advance. The second part is the expected operating, fuel cost as well as power 

exchange cost in the real-time stage. 

 

 

6.4 Simulation and Discussion 

6.4.1 Tested System 

To verify the proposed two-stage stochastic approach, simulation studies have been 

carried out on a grid-connected MEMG which is based on the IEEE 33-bus distribution 

system, as shown in Fig. 6-2. It is assumed that there are both electrical load and heat 
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load existing at each bus. Due to the great loss of long-distance heat energy transferring, 

each heat load is supplied by the nearest CHP plant or EB.  

The capacity and corresponding cost item of each generator are listed in Table 6-1. 

Parameters of EES and HST can be found in previous chapters. 

 

Figure 6-2. Flow chart of two-stage optimization approach 

Table 6-1. Parameters of units 

Type 𝑪𝒐𝒎   𝐏𝒎𝒂𝒙   𝐏𝒎𝒊𝒏   𝐑𝒅𝒐𝒘𝒏   𝐑𝒖𝒑 𝐂𝒔𝒕 𝐂𝒔𝒅 

𝐶𝐻𝑃 0.8700¥/kW 100kW 20 kW 5kW/min 10kW/min 1.94¥ 1.82¥ 

PV 0.0133¥/kW 20 kW 0 kW / / / / 

WT 0.0145¥/kW 55 kW 0 kW / / / / 

EB 0.0089¥/kW 40 kW 0 kW 2kW/min 3kW/min 1.32¥ 1.15¥ 

Besides, it is assumed that the variation of random electric/heat load and electricity price 

follows the normal distribution, where the mean value is the forecasted value and the 

standard deviation is set to be 4%. And the uncertainties from RES are assumed to follow 

the Beta distribution where α and β are set to 6.06 and 6.06 [62].  

It is worth to mention that other reasonable data can also be used in the case study which 

would not affect the effectiveness of the proposed method. All the tests are run on an 

Intel(R) Core i5-7200U, 2.50-GHz personal computer with 8GB of memory. Scenario 
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construction and reduction are done on software Matlab 2017a, and the optimization 

problem is solved by a commercial software called GAMS (CPLEX solver). 

 

6.4.2 Simulation Results 

1) Day-Ahead Operation (First Stage) 

In the day-ahead stage, 1000 scenarios based on varies RES outputs, loads and electricity 

prices are randomly generated. And then 10 representative scenarios are selected with 

corresponding probabilities. The unit commitment results and charging/discharging 

power of EES and HST in the first-stage operation are shown in Table 6-2 and Fig. 6-3 

respectively. The total expected operation cost of this stage is 5551.063¥. 

Table 6-2. Unit commitment results 

Type Bus ID Hour (1-24) 

CHP 6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  

17 1 1 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 

32 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 

EB 17 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

19 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

32 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 

 

(a) 
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(b) 

 

Figure 6-3. Charging/discharging power of (a) EES. (b)HST. 

It is worth to mention that peak power demand appears at night (time period 18-22) 

whereas peak thermal demand appears in early morning (time period 0-6). It can be seen 

from Table 6-2 that EBs run during time period 2-7. This is reasonable because electric 

loads are relatively low during this period, surplus electricity can be used to generate heat 

energy. At the same time, EES store electricity while HST release heat energy to satisfy 

the customers’ high thermal demands. 

Besides, with the help of the CPLEX solver, the computation time is only 2.9 minutes. 

Which means that this method is suitable for doing practical day-ahead decisions. 

2) Intra-Day Operation (Second Stage) 

The intra-day operation is simulated based on the online hourly-ahead forecasts of RES 

generation, electrical/heat loads, and electricity price. The specified electrical/heat load, 

RES generation as well as electricity price are shown in Fig. 6-4. 
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(b) 

     

(c) 

Figure 6-4. Specified input data for the second stage. (a)Load. (b) RES generation. (c) Electricity price. 

With the above-specified data, the operation results in the second stage are shown in Fig. 

6-5. And the total cost of the second stage is 5510.299¥. 

In Fig.6-5, both heat and electrical load can be satisfied without any shortage in the 

second stage, which means that the proposed method is efficient in dispatching 

components in MEMG. Further, during time period 2-6, electricity price is kept at a low 

level, thus electricity is bought from the utility grid to charge EES and CHP plant reduces 

its generation outputs for higher economic performance. When the price is higher at the 

time period 18-23, the CHP plant produces more electricity, so that the power exchange 

cost can be decreased. At the same time, surplus heat energy generated by CHP will be 

stored in HST. Thus, it can be concluded that different energies are coordinated.    
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(b)  

Figure 6-5. Operation results in the second stage. (a) Electricity balance condition. (b)Heat condition. 

 

3) Feasibility check 

In order to further demonstrate the benefits of our proposed method, a traditional single-

stage deterministic optimization method (method 1) and single-stage stochastic 

optimization method (method 2) are also tested on the same MEMG. The total cost and 

voltage violation of three methods are listed in Table 6-3. It can be found that our method 

can achieve higher economic benefits and robustness of the whole system. 

Table 6-3. Total cost and voltage violation 

Item Method 1 Method 2 Method 3  

(proposed method) 

Total cost (¥) 5230.140 5623.734 5510.299 

Average voltage violation (%) 9.6% 0 0 

 

6.5 Summary 

This chapter proposes a two-stage stochastic operation approach of combined heat and 

electrical network. Firstly, the diverse randomness from RES generation, loads as well 

as electricity price is modeled and a large number of scenarios are generated. Then, the 

number of scenarios is reduced by the simultaneous backward forward technique. Finally, 

the effectiveness of the proposed method is tested on a MEMG, which is based on the 

IEEE 33-bus distribution system.  
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Some conclusions of this chapter are summarized as below: 

1) The two-stage stochastic optimization method is efficient in solving MEMG’s 

operation problem, considering the diverse randomness from RES, loads and 

electricity price.  

2) The proposed method can effectively enhance the holistic economic viability and 

technical performance, which makes it a meaningful reference for the energy 

dispatch of combined heat and electrical network.  
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Chpater 7 Conclusions and Future Works 

7.1 Conclusions 

In this thesis, we addressed the optimal operation problem of multi-energy microgrid 

(MEMG) with coupled heat and electrical networks. One of the main contributions of 

our work is to formulate this task as a mix-integer linear programming optimization 

problem with constraints and to propose methods to solve it based on working units’ 

characteristics and properties of different energy sectors. 

A comprehensive model on different components in MEMG (including CHP, PV, WT, 

EB, ES) has been provided. The proposed model is mainly focused on their external 

characteristics and economic items, thus they can be applied in MEMG’s operation 

problem.  

The model of district heat network (DHN) has been presented. Our contribution here is 

twofold. First the nodal flow balance, mixing temperature constraints for DHN are 

systematically performed in the model, performed in the model, and second, the 

transmission delay and quasi-dynamics of DHN have been fully considered.  

The focus of this thesis is on integrating heat and electrical network. Three new 

approaches are proposed to solve the optimal operation problem of MEMG. The first one 

takes both the constraints for the electrical network and DHN into consideration, thus 

DHN and electric power grids are highly coupled. Besides, DHN is seen as an HST 

joining in the power and heat dispatch with higher flexibility. In the second proposed 

method, we apply demand response management to shift the peak loads and to better 

operate the whole system. Thirdly, in order to integrate diverse uncertainties from RES, 

loads and electricity prices, a two-stage stochastic optimization approach is presented.  
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From a simulation point of view, our contribution lies in the comparison of the 

performance of proposed methods with other conventional operation techniques such as 

non-coordinated approaches or existing methods without demand response. All the 

proposed methods are performed on the IEEE 33-bus distribution system to test their 

effectiveness. Results show that our approaches obtain better results (higher energy 

utilization efficiency and less system operation costs).  

 

7.2 Future Works 

Many different possible works have been left for the future due to lack of time. Future 

works may include modeling other types of energy networks in MEMG, modeling more 

detailed thermal comfort and behaviors at the resident level, using more advanced 

solution algorithms as well as ensuring the security and resilience of MEMG.  

Potential directions in this research area may contain the following ideas: 

1) It could be interesting to consider other types of energy networks in MEMG. In this 

thesis, only electrical and DHN are considered and coupled. However, other kinds 

of energy sectors can also be integrated together by means of electric vehicles (EV), 

the power to gas units and so on. Modeling these energy networks in detailed and 

investigate their coordination with traditional electrical network may further 

enhance the overall economic benefits as well as energy utilization efficiency. 

2) It is mentioned in Chapter 4 that this thesis focuses on the whole system and 

network-level coordinated dispatch of electricity and heat, therefore such residential 

behavior effects can be neglected as compared with the effects from DHN and 

outdoor environment. Modeling more detailed thermal comfort and behaviors at the 

resident level may be a future direction for research work in this area.   
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3) The way the optimization problem is solved could be also changed: instead of using 

off-the-shelf software, it could be based on a more advanced solution algorithm, 

such as genetic algorithm (GA), simulated annealing (SA), etc. 

4) Further, the proposed methods are all based on stable state MEMG, future work will 

consider dynamic system operation and modeling, and the stability, resilience 

assessment/enhancement of MEMG.  
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