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Abstract—We consider the problem of blind calibration of a sensor network where the sensor gains and offsets are estimated from noisy observations of unknown signals. This is in general a non-identifiable problem, unless restrictive assumptions on the signal subspace or sensor observations are imposed. We show that if each signal observed by the sensors follows a known dynamic model with additive noise, then the sensor gains and offsets are identifiable. We propose a dynamic Bayesian nonparametric model to infer the sensors’ gains and offsets. Our model allows different sensor clusters to observe different unknown signals, without knowing the sensor clusters a priori. We develop an offline algorithm using block Gibbs sampling and a linearized forward filtering backward sampling method that estimates the sensor clusters, gains and offsets jointly. Furthermore, for practical implementation, we also propose an online inference algorithm based on particle filtering and local Markov chain Monte Carlo. Simulations using a synthetic dataset, and experiments on two real datasets suggest that our proposed methods perform better than several other blind calibration methods, including a sparse Bayesian learning approach, and methods that first cluster the sensor observations and then estimate the gains and offsets.

Index Terms—Blind calibration, sensor network, dynamic Bayesian nonparametrics

I. INTRODUCTION

Because of differences in the materials and electrical components that make up a sensor and other environmental factors, each sensor has a gain and offset that need to be estimated or calibrated before its observations can be interpreted meaningfully [1], [2]. For example, in using sensors to perform monitoring of a physical phenomenon, modeling of the distributions governing the sensor observations is required in various distributed inference methods [3], [4]. A sensor can be calibrated in a controlled environment by utilizing its observations of a known signal to estimate its gain and offset. However, this is a painstaking task, which may be impractical if the sensor network is large, and sensors may be placed in inaccessible locations. Macro calibration has thus been proposed to calibrate an entire sensor network based on observations from all sensors in the network [5], [6]. Furthermore, the calibration is done without first observing the underlying signals that the sensors are observing. This is known as blind calibration [1], [7]. Since without knowing the sensors’ observed signals, the sensor gains and offsets are non-identifiable if estimation is to be done solely based on the sensors’ noisy observations. As such, additional assumptions are required.

In [1], a blind calibration method is proposed based on the assumptions that the underlying signals observed by all sensors are deterministic and lie in a known subspace, and the time-averaged measurements of every sensor approaches a known mean value. Subsequently, principal component analysis (PCA) is introduced to learn such a subspace, and a sparse Bayesian learning (SBL) method [7] and Kalman filter [8] are developed to recover the observation drifts of a subset of sensors. However, a calibration step in which the gains are assumed to be known a priori is required, and sensors not in the estimation subset are assumed to have no drifts. The paper [9] proposes a distributed blind calibration algorithm and assumes that all the sensors observe the same stochastic underlying signal. In some applications in which sensors observe multiple signals, the aforementioned approach cannot be applied if we do not know a priori which sensor is observing which signal. In [10], [11], blind calibration methods are based on redundant information provided by co-located sensors, which are classified into a group and assumed to have correlated measurements. Both of these two methods assume that sensors are densely deployed. In [12], an informed nonnegative matrix factorization method is proposed based on the assumption that the sensed physical phenomenon can be sparsely represented in a given dictionary, which can be used to regularize the calibration even if the sensors are not densely deployed. However, evolution of the underlying signals observed by the sensors is not considered.

The compressive sensing (CS) framework has also been adopted to jointly recover the sensor gains and signals. In the compressive sensing framework, it is commonly assumed that the signal is projected by a known measurement matrix and then distorted by unknown gains [13], [14] or some transfer function with unknown distortion parameters [15]. In [13] and [14], the blind calibration problem is formulated as a convex optimization problem. In [15], the sensors distort the ground truth signals in a way that is multiplicative by a gain and a fixed approximate message passing (AMP) algorithm used in CS is adopted to solve the blind calibration problem. However, these methods do not consider the evolution of the sensor signals.

In this paper, we consider blind calibration when sensors may observe different signals, and the number of the underlying time-varying signals as well as the signals themselves are unknown. We say that two sensors are in the same cluster if they observe the same underlying signal, and we assume that each underlying signal follows a known dynamic model with additive noise. Unlike [1], [10], [11], we do not require sensors to be densely deployed or to know the time-averaged measurements of each sensor. Our main contributions are as
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follows:

- We prove sufficient conditions for identifiability of sensor gains and offsets when each ground truth signal follows a known dynamic model with additive noise.
- We propose a dynamic Bayesian nonparametric model to model the number of underlying signals as well as the evolution of each signal. At each time $t$, the sensor observations follow a Bayesian nonparametric model, and the model at time $t$ depends on the model at time $t-1$. To the best of our knowledge, the use of a dependent Bayesian nonparametric model for sensor network blind calibration is novel. We develop both online and offline inference methods, respectively.

Simulation and experimental results are presented in Section IV and Section V, where each ground truth signal follows a Gaussian distribution before truncation. The notation $y \sim \mathcal{N}(\mu, \Sigma)$ denotes a random variable following a multivariate Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$.

In Section III, we propose a dynamic Bayesian nonparametric model for blind calibration. In Section IV and Section V, we present our problem formulation and sufficient conditions for identifiability of sensor gains and offsets sequentially as the data become available. The computational complexities of both our proposed offline and online algorithms are analyzed.

We perform simulations as well as experiments on real data, which suggest that our proposed methods perform better than several other methods including the sparse Bayesian learning approach of [7], and methods that first cluster the sensor observations, and then estimate the gains and offsets.

Sensor clustering has been widely assumed in the calibration literature [6], [10], [17]–[21]. Nonparametric Bayesian methods have also been applied when the number of clusters is unknown [22]. We refer the readers to [23]–[25] and the references therein for an overview.

A preliminary version of this paper has been presented in our conference paper [26]. Three new developments are included in this paper: (i) we extend our identifiability analysis to include nonlinear dynamic models; (ii) we develop an online inference algorithm; and (iii) real data experiments are performed.

The rest of this paper is organized as follows. In Section II, we present our system model and assumptions, and show that the sensor gains and offsets are identifiable under our assumptions.

Consider $N$ sensors monitoring an unknown number of signals $\{\theta_k(t) : k \geq 1\}$ over a period of time $t = 1, 2, \ldots, T$. At each time $t$, sensor $n$ observes

$$
y_n(t) = \alpha_n \theta_{s_n(t)}(t) + \beta_n + w_n(t),
$$

where $\alpha_n > 0$ and $\beta_n$ are the gain and the offset of the sensor $n$, respectively, $s_n(t)$ is the index of the signal that sensor $n$ is observing at time $t$, and $w_n(t)$ is an additive zero mean observation noise with covariance matrix $R_n(t)$. The observation noises $w_n(t)$ are independent across sensors and time. Our objective is to estimate $\alpha_n$ and $\beta_n$ without knowing $\theta_{s_n(t)}(t)$ a priori.

This is in principle a non-identifiable estimation problem since $\alpha_n \theta_{s_n(t)}(t) = (c \alpha_n)(\theta_{s_n(t)}(t)/c)$ for any constant $c \neq 0$. Therefore, assumptions on the structure of the sensor signals are required. For example, in [1], the signals are assumed to belong to a known signal subspace and do not evolve over time. In the following, we consider instead a time-varying sensor signal, and provide a sufficient condition for identifiability of the sensor gains and offsets. We assume that for each signal index $k$, and for all $t \geq 1$,

$$
\theta_k(t) = f_k(\theta_k(t-1)) + e_k(t),
$$

where the function $f_k(\cdot)$ characterizing the signal’s evolution is known, $e_k(t)$ is additive noise with positive definite covariance matrix $Q_k(t)$, and $\theta_k(0)$ is a random variable with mean $M_k(0)$. In practice, based on domain expertise, we may know a priori a collection of possible signal models that the sensors can observe. Alternatively, we may have high quality sensors with known drifts and offsets that can be used to characterize the signal models. Such sensors are usually expensive, and can only be deployed sparsely.

**Proposition 1.** Suppose (1) and (2) hold for all $k \geq 1$ and $t \geq 1$. For each $n \geq 1$, suppose for some $t \geq 1$ and some $k \geq 1$, we have $s_n(t') = k$ for $t - 1 \leq t' < t + 1$. Then, the parameters $(\alpha_n, \beta_n)$ are identifiable.

**Proof:** Suppose that $\alpha_n$ is not identifiable. Then at time $t$, there exist different parameters $(\alpha'_n, \beta'_n)$ inducing the same linear least squares (LLS) predictor of $y_n(t) | y_n(t-1)$. Let $\Phi_k(t)$ and $\Phi'_k(t)$ be the covariance matrix of the LLS estimator of $\theta_k(t) | y_n(t-1) : t$ when the sensor parameters are $(\alpha_n, \beta_n)$ and $(\alpha'_n, \beta'_n)$, respectively. Let $C_n(t)$ be the covariance matrix of the LLS predictor of $y_n(t) | y_n(t-1)$. Let $A_k(t-1) \triangleq D f_k(\theta_k(t-1))$. Then from equations (18.86)–(18.92) of [27], we have

$$
C_n(t) = \alpha_n^2 (A_k(t-1) \Phi_k(t-1) A_k(t-1)^T + Q_k(t)) + R_n(t)
$$

(3) and

$$
\alpha_n^2 (A_k(t-1) \Phi'_k(t-1) A_k(t-1)^T + Q_k(t)) + R_n(t)
$$

(4)
For simplicity, denote $\Lambda(t) = \Lambda_k(t-1) \Phi_k(t-1) \Lambda_k(t-1)^T + Q_k(t)$ and $\Lambda'(t) = \Lambda_k(t-1) \Phi_k(t-1) \Lambda_k(t-1)^T + Q_k(t)$. From (3) and (4), we have

$$\Lambda(t) = \frac{(\alpha'_n)^2}{\alpha_n^2} \Lambda'(t).$$

(5)

From [27], the covariance matrix of the LLS estimator of $\theta_k(t) \mid y_n(t-1:t)$ is

$$\Phi_k(t) = \Lambda(t) - \alpha_n^2 \Lambda(t) [\alpha_n^2 \Lambda(t) + R_n(t)]^{-1} \Lambda(t).$$

Similar to (3) and (4), the covariance matrix of the LLS predictor at time $t+1$ with sensor gain $\alpha_n$ is

$$C_n(t+1) = \frac{(\alpha'_n)^2}{\alpha_n^2} C'_n(t+1) + \alpha_n^2 Q_n(t+1) + R_n(t+1)$$

where the fourth equality follows from (5). Similarly, when the sensor gain is $\alpha'_n$, we have

$$C'_n(t+1) = \frac{(\alpha'_n)^2}{\alpha_n^2} C'_n(t+1) + \alpha_n^2 Q_n(t+1) + R_n(t+1),$$

(6)

(7)

Equating (6) and (7), since both $\alpha_n, \alpha'_n \neq 0$, we have $\alpha_n = \alpha'_n$. Hence $\alpha_n$ is identifiable.

If the sensor parameters are $(\alpha_n, \beta_n)$, the mean of the LLS predictor of $y_n(1)$ is $\alpha_n f_k(M_{1,n}(1)) + \beta_n$, whereas the mean is $\alpha'_n f_k(M_{1,n}(1)) + \beta'_n$ if the sensor parameters are $(\alpha'_n, \beta'_n)$. Since $\alpha_n = \alpha'_n$, we obtain $\beta_n = \beta'_n$. The proof is now complete.

Proposition 1 shows that although sensors can switch clusters across time, we require that each sensor monitors a particular signal for at least 3 sampling time intervals. In practice, this requirement is easily satisfied since sampling intervals are typically very short. In our model, we will introduce a parameter to model the ‘stickiness’ of the sensor signals.

A similar identifiability problem is discussed in [28]–[30], where the evolution model is assumed to be linear but unknown. However, a specific canonical form is assumed.

### III. Dynamic Bayesian Nonparametric Model

In this section, we propose a dynamic Bayesian nonparametric model to model the blind calibration problem described in (1) and (2). In the rest of this paper, we assume that the observation noise $w_n(t)$ in (1) and the process noise $\epsilon_k(t)$ in (2) are Gaussian distributed with zero mean and known covariance matrices $R_n(t)$ and $Q_k(t)$, respectively. Fig. 1 shows the graphical representation of our model. We let $\alpha = (\alpha_n)_{n=1}^N$, $\beta = (\beta_n)_{n=1}^N$, $\theta(t) = (\theta_k(t))_{k=1}^K$, $s(t) = (s_n(t))_{n=1}^N$, $y(t) = (y_n(t))_{n=1}^N$, and $R(t) = (R_n(t))_{n=1}^N$.

The priors of $\alpha_n$ and $\beta_n$ are

$$\alpha_n \sim \mathcal{N}(\mu_{1,n}, \Sigma_{1,n}), \quad \beta_n \sim \mathcal{N}(\mu_{2,n}, \Sigma_{2,n}).$$

(8)

where $\mu_{1,n}, \sigma_{1,n}, \mu_{2,n}, \sigma_{2,n}$ are known hyper-parameters. In this work, we assume the gains are positive and follow a truncated Gaussian distribution $\mathcal{N}(\mu_1, \Sigma_1)$ [31], where $\mu_{1,n}$ and $\Sigma_{1,n}$ are the mean and variance of the Gaussian distribution before truncation. We note that Gaussian priors for the gains and offset are widely used in the literature of sensor calibration problem; see [10], [32], [33]. The signal $\theta_k(0)$ is also assumed to be Gaussian distributed with mean $M_k(0)$ and covariance $V_k(0)$.

At each time $t$, sensor observations due to the same signal $\theta_k(t)$ can be clustered into the same group. Let $s_n(t) = k$ indicate that the $n$-th sensor observation is in the $k$-th cluster, and $\pi_{n,k}(t)$ be the probability of $s_n(t) = k$, i.e.,

$$s_n(t) \mid \pi(t) \sim \pi_{n,t}(t),$$

(9)

where $\pi(t) = (\pi_{n,k}(t))_{k=1}^K$. We let $\pi_{n}(t)$ be generated according to a Dirichlet Process, i.e., $\pi_{n}(t) \sim \text{GEM}(\gamma)$, where GEM stands for the Griffiths, Engen and McCloskey stick-breaking process and $\gamma$ is a concentration hyperparameter [24]. However, sampling $\pi_{n}(t)$ is difficult as $\pi_{n}(t)$ has infinite dimension. Following [34], [35], we approximate the Dirichlet process with its $K$-degree weak limit given by

$$\pi_{n}(t) \sim \text{Dir} (\gamma/K, ..., \gamma/K),$$

(10)

where $\text{Dir} (\cdot)$ is the Dirichlet distribution.

As shown in Proposition 1, a certain ‘stickiness’ in the signal index is required for identifiability. In practice, the sensors tend to monitor the same signal over a period of time. We introduce a parameter $\kappa$ in the Dirichlet distribution such that an amount of ‘stickiness’ can be preserved between $s(t-1)$ and $s(t)$. We use the following model:

$$\pi_{n}(t) \mid s_n(t-1), \gamma, \kappa \sim \text{Dir} (p_1(t), \ldots, p_K(t)),$$

(11)
where
\[ p_k(t) = \begin{cases} \frac{\gamma}{K + \kappa} & \text{if } s_n(t-1) = k, \\ \frac{\gamma}{K} & \text{otherwise}, \end{cases} \]
for all \( k \in \{1, 2, ..., K\} \). Note that \( \kappa \) is a parameter that controls the probability of a sensor changing to a different cluster at time \( t \). The larger the \( \kappa \), the less likely a sensor switches its cluster.

In summary, for any time step \( t \geq 1 \), our generative model can be summarized as follows:

\[
\begin{align*}
& s_n(t) \mid \pi(t) \sim \pi_n(t), \\
& \pi_n(t) \mid s_n(t-1), \gamma, \kappa \sim \text{Dir}(p_1(t), \ldots, p_K(t)), \\
& \theta_k(t) \mid \theta_k(t-1), \gamma, \kappa \sim \mathcal{N}(f_k(\theta_k(t-1)), Q_k(t)), \\
& y_n(t) \mid \theta_k(t), s_n(t) = k, \alpha_n, \beta_n \sim \mathcal{N}(\alpha_n \theta_k(t) + \beta_n, R_n(t)), \\
& \pi_n(t), s_n(t-1), \gamma, \kappa \sim \text{Dir}(p'_1(t), \ldots, p'_K(t)), \end{align*}
\]

IV. OFFLINE INFERENCE ALGORITHM

In this section, we present an offline inference algorithm for the Bayesian nonparametric model in Section III. As closed-form solutions for the posterior distributions of some of the latent variables and parameters are not readily available, we adopt a block Gibbs sampling method, which uses a number of samples to approximate the distributions of the parameters \( \theta, \alpha, \beta \). Conditioning on these parameters, an MCMC inference method based on forward filtering backward sampling (MCMC-FFBS) is applied to estimate the signal parameters. The top-level implementation of the offline inference algorithm for the \( i \)-th iteration is given in Algorithm 1, where we use the superscript \( i \) to indicate that a quantity is the sample from the \( i \)-th iteration. Algorithm 1 is then repeated for a sufficiently large number of iterations to achieve good mixing [23]. The detailed procedure for drawing samples are discussed in next subsections.

**Algorithm 1** MCMC-FFBS (\( i \)-th iteration)

**Input:** \( \alpha^{i-1}, \beta^{i-1}, \theta^{i-1}, \pi^{i-1}, s^{i-1} \) from \( i-1 \)-th iteration and data \( y = (y(t))_{t=1}^T \).

**Output:** new set of samples: \( \alpha^i, \beta^i, \theta^i, \pi^i, s^i \)

for \( t = 1 \) to \( T \) do

- Block sample \( \theta^i(1:T) \) using (16).
- Block sample \( \pi^i(t) \) using (17).

end for

Sample \( \alpha^i \) using (22).

Sample \( \beta^i \) using (23).

**return** \( \alpha^i, \beta^i, \theta^i, \pi^i \) and \( s^i \).

A. Sampling \( \pi^i(t) \) and \( s^i(t) \)

At the \( i \)-th iteration, we sample \( s_n(t) \) using the following posterior distribution:

\[
p(s_n(t) = k \mid y_n(t), \pi_n(t), \pi_n(t+1), \theta_k(t), \alpha_n, \beta_n) \\
\propto p(s_n(t) = k \mid \pi_n(t))p(\pi_n(t+1) \mid s_n(t)) \\
\cdot p(y_n(t) \mid s_n(t) = k, \theta_k(t), \alpha_n, \beta_n) \\
= \pi_n,k(t)p(\pi_n(t+1) \mid s_n(t))p(y_n(t) \mid \theta_k(t), \alpha_n, \beta_n),
\]

where \( \pi_n(t), \pi_n(t+1), \theta_k(t), \alpha_n \) and \( \beta_n \) are set to their respective sample values at the \( (i-1) \)-th iteration, and \( p(y_n(t) \mid \theta_k(t), \alpha_n, \beta_n) \) and \( p(\pi_n(t+1) \mid s_n(t)) \) are obtained from (1) and (11) respectively.

Let \( \psi_{i,k}(t) = \sum_{n=1}^{N} \delta(s_n(t) = k) \) with \( \delta(\cdot) \) representing the Dirac delta function. Because the Dirichlet distribution prior of \( \pi_n(t) \) (11) is conjugate to the categorical distribution likelihood (9), the posterior distribution is a Dirichlet distribution with updated parameters:

\[
\pi_n(t) \mid s(t), s_n(t-1), \gamma, \kappa \sim \text{Dir}(p'_1(t), \ldots, p'_K(t)),
\]

where
\[
p'_k(t) = \begin{cases} \frac{\gamma}{K + l_{n,k}(t) + \kappa} & \text{if } s_n(t-1) = k, \\ \frac{\gamma}{K + l_{n,k}(t)} & \text{otherwise}. \end{cases}
\]

We then sample \( \pi_n(t) \) according to (17). It can be observed from (17) that the mixture weight is determined by the Dirichlet concentration parameter \( \gamma \), the stickiness parameter \( \kappa \), and the sensor association to each cluster.

B. Sampling \( \theta^i(1:T) \)

We sample \( \theta^i(1:T) \) using the forward filtering backward sampling method. Let \( y_{[k]}(t) \) \( \equiv \{y_n(t) : s_n(t) = k\} \), \( \alpha_{[k]}(t) \) \( \equiv \{\alpha_n(t) : s_n(t) = k\} \), \( \beta_{[k]}(t) \) \( \equiv \{\beta_n(t) : s_n(t) = k\} \), \( R_{[k]}(t) \) \( \equiv \text{diag} (\{R_n(t) : s_n(t) = k\}) \), and \( \psi_{[k]}(t) \) \( \equiv \{\psi_{i,k}(t)\}_{i=1}^{\gamma} \) where \( \psi_{i,k}(t) \) \( \equiv \{\alpha_{i,[k]}(t), \beta_{i,[k]}(t), \epsilon_k, R_{i,[k]}(t), A_{i,k}(t)\} \), and

\[
\begin{align*}
V_k(t) &= (\alpha_{[k]}(t)R_{[k]}(t))^{-1}, \\
M_k(t) &= V_k(t) (-\alpha_{[k]}(t)R_{[k]}(t))^{-1} \beta_{[k]}(t) \\
&\quad + \alpha_{[k]}(t)R_{[k]}(t)\psi_{[k]}(t) + \alpha_{[k]}(t)b_k(t)^{-1})^{-1}, \\
a_k(t) &= f_k(M_k(t-1)), \\
b_k(t) &= A_k(t-1)V_k(t-1)A_k(t-1)^T + Q_k(t-1), \\
A_k(t) &= D_f(M_k(t-1)).
\end{align*}
\]

Set \( \alpha_{[k]}(t) \) and \( \beta_{[k]}(t) \) to their respective sample values from the \( (i-1) \)-th iteration. Then,

\[
p(\theta_k(t) \mid y_{[k]}(1:t), \psi_{[k]}) \\
= p(\theta_k(T) \mid y_{[k]}(1:T), \psi_{[k]}) \\
\cdot \prod_{t=1}^{T-1} p(\theta_k(t) \mid \theta_k(t+1), y_{[k]}(1:t), \psi_{[k]}),
\]

where

\[
p(\theta_k(t) \mid \theta_k(t+1), y_{[k]}(1:t), \psi_{[k]}) \\
\propto p(\theta_k(t+1) \mid \theta_k(t), \psi_{[k]})p(\theta_k(t) \mid y_{[k]}(1:t), \psi_{[k]}). \]

To sample from (18), we need to first obtain \( p(\theta_k(t) \mid y_{[k]}(1:t), \psi_{[k]}) \), where \( t \in \{1, 2, ..., T\} \). Adopting the extended Kalman filter approach [27], we approximate

\[
\theta_k(t) \mid y_{[k]}(1:t), \psi_{[k]} \sim \mathcal{N}(M_k(t), V_k(t)),
\]

Using (20) with \( t \) replaced by \( T \), we can obtain \( p(\theta_k(T) \mid y_{[k]}(1:T), \psi_{[k]}) \), from which \( \theta_k(T) \) can be sampled.
From (19), (20), and the conjugacy of the Gaussian prior, we have
\[ p(\theta_k(t) \mid \theta_k(t+1), y_{\phi}(1:t), \psi_{\phi}) \sim \mathcal{N}(h_k(t), H_k(t)), \]
(21)
where
\[ B_k(t) = V_k(t)A_k(t)(b_k(t+1))^{-1}, \]
\[ H_k(t) = V_k(t) - B_k(t)B_k(t+1)B_k(t)^T, \]
\[ h_k(t) = M_k(t) + B_k(t)(\theta_k(t+1) - a_k(t+1)). \]

Hence, conditioned on the sample for \( \theta_k(t+1), \theta_k(t) \) can be sampled according to (21), starting from \( t = T - 1 \).

**C. Sampling \( \alpha^i \) and \( \beta^i \)**

Let \( \phi_n(t) \triangleq \theta_{s_n(t)}(t) \). The posterior distribution of \( \alpha_n \) is given by
\[ p(\alpha_n \mid \beta_n, y_n(1:T), \phi_n(1:T), R_n(t)) \]
\[ = \prod_{t=1}^{T} p(y_n(t) \mid \alpha_n, \beta_n, \phi_n(t), R_n(t))p(\alpha_n), \]
where \( \beta \) is set to their respective sample values from the \((i-1)\)-th iteration. From (1) and (8), we obtain the following distribution:
\[ \alpha_n \mid \beta_n, y_n(1:T), \phi_n(1:T), R_n(t) \sim \mathcal{T}_N(m_n, v_n), \]
(22)
where
\[ v_n = \left[ \sum_{t=1}^{T} \phi_n(t)^T R_n(t)^{-1} \phi_n(t) + \frac{1}{\Sigma_{1,n}} \right]^{-1}, \]
\[ m_n = v_n \sum_{t=1}^{T} y_n(t)^T R_n(t)^{-1} \phi_n(t) + \mu_{1,n} \Sigma_{1,n}^{-1} \]
\[ - \sum_{t=1}^{T} \beta^T_n R_n(t)^{-1} \phi_n(t). \]

Similarly,
\[ \beta_n \mid \alpha_n, y_n(1:T), \phi_n(1:T), R_n(t) \sim \mathcal{N}(T_n, G_n), \]
(23)
where
\[ G_n = \left[ \sum_{t=1}^{T} R_n(t)^{-1} + \Sigma_{2,n} \right]^{-1}, \]
\[ T_n = G_n \left[ \sum_{t=1}^{T} y_n(t)^T R_n(t)^{-1} + \mu_{2,n}^T \Sigma_{2,n}^{-1} \right. \]
\[ - \sum_{t=1}^{T} \alpha_n \phi_n(t)^T R_n(t)^{-1} \left. \right]. \]

**V. ONLINE INFERENCE ALGORITHM**

In this section, we develop an online inference algorithm that allows us to perform sequential inference as more sensor observations become available. We then discuss the advantages and disadvantages of the online inference approach versus the offline approach in Section IV.

Since our model is nonlinear with respect to all the variables we need to infer, we cannot apply Kalman filter directly to perform online inference. Instead, we use the particle filter (PF) and local MCMC (PF-MCMC) approach. The PF uses point mass to approximate the probability distribution of the states and updates the target distribution sequentially. MCMC is then used to draw samples from the target joint distribution. Compared with the aforementioned MCMC-FFBS method, we need much less iterations to draw samples from target distribution, which is important for online data processing.

Our proposed approach is summarized in Algorithm 2. The subscript \( l \) refers to the \( l \)-th particle, while the superscript \( i \) refers to the \( i \)-th iteration in the MCMC step. We provide the detailed descriptions in the following subsections.

### Algorithm 2 PF-MCMC (Time instant \( t \))

**Input:** Observation at time \( t \), \( y(t) \); and \( L \) particles obtained at time \( t - 1 \), \( \{s_i(t-1), \theta_i(t-1), \alpha_i, \beta_i, \pi_i(t-1)\}_{i=1}^{L} \).

**Output:** New particles at \( t \), \( \{s_i(t), \theta_i(t), \alpha_i, \beta_i, \pi_i(t)\}_{i=1}^{L} \).

**for** \( l = 1 \) : \( L \) **do**

Sample \( \pi_l(t) \) from \( p(\pi_l(t) \mid s_{l}(t-1)) \), see (27).

**for** \( i = 1 \) : \( L \) **do**

Sample \( s_{li}(t) \) from
\[ p(s_{li}(t) \mid s_{li}^{-1}(t), \beta_{li}^{-1}(t), \theta_{li}(t-1), \pi_{l}(t)), \]
see (29).

Sample \( \theta_{li}(t) \) from
\[ p(\theta_{li}(t) \mid s_{li}^{-1}(t), \beta_{li}^{-1}(t), \theta_{li}(t-1), y(t), s_{li}(t)), \]
see (30).

Sample \( \alpha_{li} \) and \( \beta_{li} \) from (24) and (25).

**end for**

Update weight, see (31) for details.

**end for**

Calculate effective sample size \( N_{eff} = \frac{1}{\sum_{l=1}^{L}(w_l(t))^2} \).

**if** \( N_{eff} < 0.6L \) **then**

Resample particles using a multinomial sampling procedure. (cf. Section V-B) to obtain \( \{s_i(t), \theta_i(t), \alpha_i, \beta_i, \pi_i(t)\}_{i=1}^{L} \)

**else**

Set
\[ \{s_i(t), \theta_i(t), \alpha_i, \beta_i, \pi_i(t)\}_{i=1}^{L} = \{s_{li}(t), \theta_{li}(t), \alpha_{li}, \beta_{li}, \pi_{li}(t)\}_{i=1}^{L} \]

**end if**

**A. Particle sampling**

We use Gibbs sampling to sample particles. The posterior distribution of \( \alpha \) and \( \beta \) can be sampled directly in a sequential way. The posterior distribution of \( (\theta_l(t), s_l(t), \pi_l(t)) \) is approximated by a proposal distribution, from which we draw samples.
1) Sampling \(\alpha_t\) and \(\beta_t\): \(\alpha_t\) is sampled from the following distribution:
\[
p(\alpha_t \mid \beta_t, y(t), s_t(1 : t), \theta_t(1 : t)) = p(y(t) \mid \alpha_t, \beta_t, s_t(1 : t), \theta_t(1 : t))p(\alpha_t) = \prod_{t=1}^{t-1} p(y(t) \mid \alpha_t, \beta_t, s_t(1 : t), \theta_t(1 : t))p(\alpha_t) = p(y(t) \mid \alpha_t, \beta_t, s_t(t), \theta_t(t)) \cdot p(\alpha_t \mid \beta_t, y(1 : t - 1), s_t(1 : t - 1), \theta_t(1 : t - 1)). \tag{24}\]
The first term in the product in (24) comes from (15). Equation (24) thus provides a sequential scheme to update the posterior distribution \(p(\alpha_t \mid \beta_t, y(1 : t), s_t(1 : t), \theta_t(1 : t))\), where at time \(t = 1\), we set \(p(\alpha_1 \mid \beta_1, y(1), s_1(1), \theta_1(1)) \propto p(y(1) \mid \alpha_1, \beta_1, s_1(1), \theta_1(1))\).

Similarly, we sample \(\beta_t\) from the following distribution:
\[
p(\beta_t \mid \alpha_t, y(1 : t), s_t(1 : t), \theta_t(1 : t)) \propto p(y(t) \mid \alpha_t, \beta_t, s_t(1 : t), \theta_t(t)) \cdot p(\beta_t \mid \alpha_t, y(1 : t - 1), s_t(1 : t - 1), \theta_t(1 : t - 1)). \tag{25}\]

2) Sampling \(\theta_t(t), s_t(t), \pi_t(t)\): The posterior distribution of \((\theta_t(t), s_t(t), \pi_t(t))\) cannot be directly sampled in a sequential way, but it can be approximated by a proposal distribution that can be sampled sequentially. The proposal distribution \(q\) is the probability of assignments \(s_t(t)\), parameters \(\theta_t(t)\), and component weight \(\theta_t(t)\) given previous assignments \(s(t - 1)\), parameters \(\theta(t - 1)\), gains \(\alpha_t\), offsets \(\beta_t\) and observations \(y(t)\), where
\[
q(\theta_t(t), s_t(t), \pi_t(t) \mid \alpha_t, \beta_t, \theta_t(t - 1), s_t(1 : t - 1), y(t)) = q(\theta_t(t), s_t(t) \mid \alpha_t, \beta_t, \theta_t(t - 1), y(t), \pi_t(t)) \\
\cdot q(\pi_t(t) \mid \alpha_t, \beta_t, s(t - 1), y(t)). \tag{26}\]
The particle filter method provides some choices of proposal distribution [16]. Here we choose the posterior distribution of \((\theta_t(t), s_t(t))\) as their proposal distribution, with
\[
q(\theta_t(t), s_t(t) \mid \alpha_t, \beta_t, \theta_t(t - 1), y(t), \pi_t(t)) = p(\theta_t(t), s_t(t) \mid \alpha_t, \beta_t, \theta_t(t - 1), y(t), \pi_t(t)), \tag{27}\]
and choose the prior distribution of \(\pi_t(t)\) as its proposal distribution, i.e.,
\[
q(\pi_t(t) \mid \alpha_t, \beta_t, s(t - 1), y(t)) \equiv p(\pi_t(t) \mid s(t - 1)). \tag{27}\]
Then we can sample \(\pi_t(t)\) from \(p(\pi_t(t) \mid s(t - 1))\) and sample \(\theta_t(t), s_t(t)\) from
\[
p(\theta_t(t), s_t(t) \mid \alpha_t, \beta_t, \theta_t(t - 1), y(t), \pi_t(t)) = p(\theta_t(t) \mid \alpha_t, \beta_t, \theta_t(t - 1), y(t), s_t(t)) \\
\cdot p(s_t(t) \mid \alpha_t, \beta_t, \theta(t - 1), y(t), \pi_t(t)), \tag{28}\]
where
\[
p(s_t(t) \mid \alpha_t, \beta_t, \theta(t - 1), y(t), \pi_t(t)) \propto p(s_t(t) \mid \pi_t(t)p(y(t) \mid \alpha_t, \beta_t, \theta(t - 1), s_t(t)) = p(s_t(t) \mid \pi_t(t)) \cdot \int p(y(t) \mid s_t(t), \theta_t(t), \alpha_t, \beta_t)p(\theta(t) \mid \theta(t - 1))d\theta_t(t), \tag{29}\]
and
\[
p(\theta_t(t) \mid \alpha_t, \beta_t, \theta(t - 1), y(t), s_t(t)) \propto p(\theta_t(t) \mid \theta(t - 1))p(y(t) \mid \alpha_t, \beta_t, s(t), \theta_t(t)). \tag{30}\]

B. Particle weights
A common problem of particle filtering is the degeneracy phenomenon, where all but one particle have negligible weights after a few iterations. In order to eliminate this problem, we resample by deleting particles having small weights. In our model, the weight of particle \(l\) is defined as:
\[
w_l(t) = \frac{p(\theta_l(t), s_l(t) \mid \alpha_l, \beta_l, \pi_l(t), y(t))}{\sum_{k=1}^{K} w_k(t)} = w_l(t - 1) \cdot \frac{q(\theta_l(t), s_l(t), \pi_l(t) \mid \alpha_l, \beta_l, \theta(t - 1), s(t - 1), y(t))}{\sum_{k=1}^{K} q(\theta_k(t), s_k(t), \pi_k(t) \mid \alpha_k, \beta_k, \theta(t - 1), s(t - 1), y(t))} \cdot \frac{q(\pi_l(t) \mid \alpha_l, \beta_l, s(t - 1), y(t))}{\sum_{k=1}^{K} q(\pi_k(t) \mid \alpha_k, \beta_k, s(t - 1), y(t))}. \tag{31}\]

The terms in the numerator \(p(y(t) \mid \theta_l(t), s_l(t), \alpha_l, \beta_l, \pi_l(t))\) and \(p(s_l(t) \mid \pi_l(t))\) are respectively the output distribution obtained from (1), the transition distribution obtained from (2), and the prior of cluster index (9). The terms in the denominator \(p(y(t) \mid \theta_l(t), s_l(t), \alpha_l, \beta_l, \pi_l(t))\) and \(p(s_l(t) \mid \pi_l(t))\) can be obtained from (30) and (29), respectively.

After the particle weights are computed, we normalize each weight to obtain the normalized weight \(\tilde{w}_l(t) = w_l(t) / \sum_k w_k(t)\) for particle \(l\). Then, we resample by drawing \(L\) particles using the multinomial distribution with weights \((\tilde{w}_l(t))_{l=1}^{L} [36]\).
C. Comparison with offline inference method

As both PF-MCMC and MCMC-FFBS are sampling based inference methods, computing the posterior distributions at each step dominates the time complexity of the procedure. Consider a sensor network with $K$ clusters and $N$ sensors. Suppose we perform our online PF-MCMC method in Algorithm 2 using $L$ particles and $I$ local Gibbs sampling iterations over $T$ observation time instances. The number of posterior distribution calculation of each local Gibbs iteration and each particle weight computation are of order $N K + K + 2 N$ and $N K + 2 N$, respectively. The complexity of PF-MCMC is thus $O(T L I (2 N K + K + 4 N)) = O(LTNK)$.\footnote{We say that $f(n) = O(g(n))$ if $\lim_{n \to \infty} f(n)/g(n) < \infty$.}

For the offline MCMC-FFBS method, the number of operations incurred to compute the posterior distributions for $O N, N, T K, T K$, and $O$ smoothed estimates are reduced [27].

Furthermore, we do not need to store the observation data over all time instances, i.e., the sensors do not switch to different clusters. We simulate $N = 40$ sensors observing 4 signals. At $t = 0$, the signals are chosen to be $\beta_1(0) \sim \mathcal{N}(30, 1)$, $\theta_2(0) \sim \mathcal{N}(20, 1)$, $\beta_3(0) \sim \mathcal{N}(10, 1)$ and $\beta_4(0) \sim \mathcal{N}(-10, 1)$. The observation time period is $T = 40$.

We use the following model to generate the simulation data:

$$\begin{align*}
\alpha_n & \sim TN(1, \sigma_1^2), \quad \beta_n \sim N(0, \sigma_2^2), \\
y_n(t) & = \alpha_n \theta_{s_n(t)}(t) + \beta_n + \omega_n(t), \\
\omega_n(t) & \sim N(0, R_n(t)), \quad R_n(t) \sim N(0.3, 0.1), \\
\theta_k(t) & \sim N(\theta_k(t - 1)), \quad Q_k, \quad (a_k)_{k=1} = (2, 3, 4, 5), \\
Q_k & \sim N(0, 1), \quad \text{for all } k = 1, \ldots, 4 \text{ and } t = 1, \ldots, T.
\end{align*}$$

Six different values of $(\sigma_1^2, \sigma_2^2)$ are chosen to generate simulation data, namely $(0.14^2, 1.4^2), (0.13^2, 1.3^2), (0.12^2, 1.2^2), (0.11^2, 1.1^2), (0.1^2, 1), (0.09^2, 0.9^2)$.

In both the offline MCMC-FFBS and the online PF-MCMC method, we set the following parameters: $K = 10$, $\alpha_n = \mu_{1,n} = 1$ and $\beta_n = \mu_{2,n} = 0$ for all $n$, $\{M_k(0)\}_{k=1} = \{55, 45, 30, 20, 10, 0, -10, -25, -35, -45\}$, and assume that $(a_k)_{k=1} = (2, 3, 4, 5, 6, 7, 8, 9, 10, 11)$. In the PF-MCMC method, the number of particles is set to $L = 100$.

We compare the performance of our proposed approaches with the following methods:

1) The gain and offset of each sensor are estimated according to its own observations using MCMC (MCMC-single).

2) The sensor clusters are assumed to be known a priori, and the sensor gains and offsets are estimated using MCMC with correctly clustered sensor observations (MCMC-cluster). This benchmark is expected to give the best ASE performance.

3) The number of sensor clusters is assumed to be known a priori. We apply a $k$-means method to cluster the sensor observations, and then use MCMC to estimate the sensor gains and offsets.

4) We use the affinity propagation (AP) method [37] to perform the clustering and then MCMC to estimate the sensor gains and offsets.

5) The T-SBL method by [7]. The sensors are assumed to have unit gains and no offsets during an initial calibration period, and a subset of sensors are assumed to start drifting at some known time. Sensor observations from the initial calibration period are used to estimate the signal subspace in which the sensor signals lie, and this subspace is assumed to be invariant over time. The sensor drifts are then estimated using a sparse Bayesian learning approach.

VI. SIMULATION AND EXPERIMENT RESULTS

In this section, we present simulations and real data experiments to evaluate our proposed offline MCMC-FFBS and online PF-MCMC methods. To the best of our knowledge, there are no other existing blind calibration algorithms for our considered setting, where different sensors may switch signals across time, and the signals are time-varying. Therefore, for comparison, we adapt some state-of-the-art signal clustering methods to first perform sensor clustering, and then use MCMC to estimate gains and offsets. As a baseline comparison, we also compare against the case where the sensor clusters are known, which is expected to give the best performance. We conducted 100 simulations for all the methods and the average square error (ASE) is used to measure the accuracy. The ASE is defined as the square deviation of an estimated parameter from its true value, averaged over all the sensors.

A. Sensors remain in same clusters

We consider the case where each sensor observes the same signal over all time instances, i.e., the sensors do not switch
period consisting of 400 samples only for T-SBL, but not the other methods. After the initial calibration period, we let 50% of the sensors drift over time for T-SBL, while 100% of the sensors drift over time for the other methods.

In Fig. 2, we plot the mean ASE of the estimated sensor gains of different methods versus different prior variances for the sensor gains. It can be observed that given the correct clustering of the sensor observations, the estimation accuracy can be significantly improved. The results also show that our proposed methods outperform the methods that first perform clustering and then calibration, as well as the T-SBL method. Both the $k$-means and AP regard the time-varying observations as different vectors and the clustering is done using these vectors, while our proposed methods are better able to model the time-varying behavior of the observations and capture the evolutionary information of the sensor signals. Unlike our approaches, the T-SBL approach does not utilize the evolutionary information of the underlying sensor signals.

Box-plots of the simulation results are shown in Fig. 3. It can be observed that the proposed offline MCMC-FBFS method performs better than the $k$-means, AP, and T-SBL methods in both median ASE and number of ASE outliers. The online PF-MCMC method has less outliers, but higher median ASE compared to the offline methods. This is because the offline methods are based on batch processing and use all available data to estimate the parameters. Note that for the $k$-means method, the cluster number is assumed to be known and the ground truth of the gains and offsets are employed for the initialization.

Compared with the T-SBL method in [7], the advantages of our methods are thus: (i) they do not require any calibration period, (ii) all the sensors can be low-cost sensors that drift over time, and (iii) they can estimate the sensor gains and offsets even if the subspace in which the sensor signals lie in change over time. However, our methods require that the signals’ evolution models to be known.

In many real applications, the underlying signals tend to remain the same or change slowly over observation time instances. The parameter $\kappa$ introduced in (11) is used to characterize the stickiness of a sensor to a particular signal. In order to show the impact of $\kappa$, the performance of the proposed online PF-MCMC method with $\kappa = 0$ and $\kappa = 10$ are compared in Table I. It can be observed that the performance when $\kappa = 10$ outperforms that when $\kappa = 0$. In general, larger $\kappa$ can better characterize the sticky behavior of the underlying signals. In practice, $\kappa$ is experimentally selected according to different applications.

<table>
<thead>
<tr>
<th>Variance</th>
<th>Mean ASE when $\kappa = 0$</th>
<th>Mean ASE when $\kappa = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9$^2$</td>
<td>$5.8 \times 10^{-3}$</td>
<td>$5.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>1.0$^2$</td>
<td>$7.9 \times 10^{-3}$</td>
<td>$7.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>1.1$^2$</td>
<td>$8.4 \times 10^{-3}$</td>
<td>$7.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>1.2$^2$</td>
<td>$9.1 \times 10^{-3}$</td>
<td>$8.3 \times 10^{-3}$</td>
</tr>
<tr>
<td>1.3$^2$</td>
<td>$11.0 \times 10^{-3}$</td>
<td>$10.0 \times 10^{-3}$</td>
</tr>
<tr>
<td>1.4$^2$</td>
<td>$11.5 \times 10^{-3}$</td>
<td>$10.4 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

C. Sensors switch clusters across time

In this subsection, we evaluate the performance of our proposed methods when sensors switch clusters over time. Note that the cluster change points are unknown a priori. In our simulation, $N = 40$ sensors are deployed to observe 4 signals.
The observation time period is \( T = 40 \). Each sensor changes its observed signal randomly every 10 sampling intervals. The same initialization and distributions given in VI-A are employed to generate the observations.

Similar to the case that sensors remain in the same clusters over time, we also compare MCMC-FFBS and PF-MCMC with the MCMC-single, MCMC-cluster, \( k \)-means and AP based methods. We assume that the change points are known a priori for these latter methods. Given the known change points, the MCMC-single, MCMC-cluster, the \( k \)-means and AP based methods are implemented for unchanged data segments and the error is computed by averaging the results over all segments. We do not compare with the T-SBL method because it assumes that sensors monitor the same signal throughout.

The ASE of the different methods are shown in Fig. 4. The results show that the performance of PF-MCMC is worse than MCMC-FFBS but better than both AP and \( k \)-means based methods. The performance of MCMC-FFBS is close to the MCMC-cluster, which is the best performance we can achieve.

**D. Real data experiment 1**

In this subsection, we test our algorithms on the Sensorscope dataset collected by LCAV [38]. The dataset was collected on the rock glacier located at 2500m on the top of Le Génépi above Martigny in Switzerland, and consists of the temperature, solar radiation, wind speed and some other information. In this paper, we only use the temperature observations in four files named as 'genepi-meteo-6', 'genepi-meteo-17', 'genepi-meteo-18', and 'genepi-meteo-19'. Since we do not know the ground-truth temperature values, we treat the collected data as calibrated signals, and different gains and offsets are artificially added to produce the sensor observations. The same initialization and parameter distributions given in Section VI-C are adopted. In the dataset, each sensor took 3000 temperature readings. These observations are downsampled to 40 observations, and each sensor switches its observed signal randomly every 10 samples. For the T-SBL method, we use the same settings as in Section VI-A, in which sensors remain in the same clusters throughout.

Following [39], we assume the temperature data follows a first order AR process:

\[
\theta_k(t) = a_k \theta_k(t - 1) + \epsilon_k(t),
\]

where \( \epsilon_k(t) \) is additive noise with zero mean and covariance \( Q_k \). Both \( a_k \) and \( Q_k \) are constants, which we estimate from the dataset. For every signal \( k \), we estimate \( a_k \) and \( Q_k \) from its data by performing AR fitting. Averaging over all the estimated \( a_k \) and \( Q_k \), we obtain an average value of approximately 1 and 0.6, respectively. We then take these as the model parameter values in our algorithms. From our AR fitting, we also note that the R squared values for the 4 signals are 0.28, 0.25, 0.62, and 0.94, respectively. This indicates that at least 3 of the signals do not follow our model assumption (32) closely. As seen in Fig. 6, our proposed algorithms achieve better performance than the other methods, which demonstrate our model is robust to the mismatch in our model assumption (32).

**E. Real data experiment 2**

In our next experiment, we collected measurements from 10 high quality light sensors. We use two sensors as reference
sensors to provide the ground truth and perturbed the others by covering them with paper. The dataset we have collected is available at [40]. The data is collected in 3 different areas of a passageway. The differences of the light intensity values between areas are greater than those within the same area. In each area, we let the sensors move around together and all the observations collected correspond to the same signal. The perturbations were different in different areas, and thus the gains and offsets of each sensor were different in different areas. Using the ground truth observations from reference sensors and the noisy observations from each perturbed sensor, we estimate the gains and offsets \((\alpha_n, \beta_n)\) for each sensor \(n\) using least squares, and use these as the ground truth sensor parameters.

In our inference algorithms, using the dynamic light scattering model from [41], we model each light signal as following an AR process: \(\theta_k(t) \mid \theta_k(t-1) \sim N(\alpha_k \theta_k(t-1), Q_k)\). We perform AR fitting on the reference observations and find \((\alpha_k)_{k=1}^3\) and \((Q_k)_{k=1}^3\) to be \((0.995, 0.998, 1.000)\) and \((1.3, 1.9, 1.5)\), respectively. However, in applying our algorithms, the number of clusters is unknown. We assume the maximum number of clusters \(K = 10\), \(Q_k = 1.5\) for all \(k\), and \((\alpha_k)_{k=1}^K = (0.989, 0.992, 0.995, 0.998, 1.000, 1.003, 1.006, 1.009, 1.012, 1.015)\). The variance of the measurement noise of sensor \(n\) is estimated by calculating the variance of time series \(y_n(t) - \alpha_n \theta_n(t)(t) - \beta_n\)\(^\prime\) for \(t = 1\) to \(T\). For T-SBL, we use an initial calibration period consisting of 80 samples.

The mean ASEs of different methods are shown in Table II. We observe that MCMC-FFBS and PF-MCMC have better performance than AP, \(k\)-means, MCMC-single, and T-SBL.

**VII. CONCLUSION**

We have proposed a dynamic Bayesian nonparametric model for blind calibration of networked sensors. The sensor signals are assumed to be evolving according to a known model and noisy observations are collected. We provided sufficient conditions for the identifiability of the calibration parameters. We developed both offline and online inference methods based on Gibbs sampling and particle filtering, respectively. The proposed methods have the advantage that the number of underlying signals and the signals themselves need not be known a priori. Simulations and real data experiments demonstrate that our proposed methods perform better than several other methods, including those which first perform sensor clustering and then parameter estimation, and a method based on sparse Bayesian learning.

For future research, it would be interesting to consider the case where sensor observations may be correlated with each other. Additional information like the sensor network topology or sensor locations may be incorporated into our model and algorithms to improve estimation accuracy.
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**TABLE II**

<table>
<thead>
<tr>
<th>Methods</th>
<th>ASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCMC-cluster</td>
<td>(7.0 \times 10^{-3})</td>
</tr>
<tr>
<td>MCMC-FFBS</td>
<td>(7.6 \times 10^{-3})</td>
</tr>
<tr>
<td>PF-MCMC</td>
<td>(8.5 \times 10^{-3})</td>
</tr>
<tr>
<td>AP</td>
<td>(9.9 \times 10^{-3})</td>
</tr>
<tr>
<td>(k)-means</td>
<td>(9.8 \times 10^{-3})</td>
</tr>
<tr>
<td>MCMC-single</td>
<td>(11.5 \times 10^{-3})</td>
</tr>
<tr>
<td>T-SBL</td>
<td>(16.0 \times 10^{-3})</td>
</tr>
</tbody>
</table>


