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Interference Alignment in a Poisson Field of
MIMO Femtocells

Tri Minh Nguyen, Youngmin Jeong, Student Member, IEEE, Tony Q. S. Quek, Senior Member, IEEE,
Wee Peng Tay, Member, IEEE, and Hyundong Shin, Senior Member, IEEE

Abstract—The need for bandwidth and the incitation to re-
duce power consumption lead to the reduction of cell size in
wireless networks. This allows reducing the distance between
a user and the base station, thus increasing the capacity. A
relatively inexpensive way of deploying small-cell networks is
to use femtocells. However, the reduction in cell size causes
problems for coordination and network deployment, especially
due to the intra- and cross-tier interference. In this paper,
we consider a two-tier multiple-input multiple-output (MIMO)
network in the downlink, where a single macrocell base station
with multiple transmit antennas coexists with multiple closed-
access MIMO femtocells. With multiple receive antennas at both
the macrocell and femtocell users, we propose an opportunistic
interference alignment scheme to design the transmit and receive
beamformers in order to mitigate intra- (or inter-) and cross-
tier interference. Moreover, to reduce the number of macrocell
and femtocell users coexisting in the same spectrum, we apply
a random spectrum allocation on top of the opportunistic
interference alignment. Using stochastic geometry, we analyze
the proposed scheme in terms of the distribution of a received
signal-to-interference-plus-noise ratio, spatial average capacity,
network throughput, and energy efficiency. In the presence of
imperfect channel state information, we further quantify the
performance loss in spatial average capacity. Numerical results
show the effectiveness of our proposed scheme in improving the
performance of random MIMO femtocell networks.

Index Terms—Beamforming, femtocell network, interference
alignment, interference channel, multiple-input multiple-output,
random spectrum allocation, stochastic geometry.

I. INTRODUCTION

ENERGY consumption and electromagnetic pollution are
becoming societal and economic challenges of prime

importance that both developed and developing countries
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have to tackle. The evolution of future communication in-
frastructures will have to take into consideration both the
aforementioned factors [1]. On the other hand, the increasing
demand for bandwidth-hungry multimedia and wireless ser-
vices has spurred the need towards maximal exploitation of
spectral resources in all available dimensions. With the need
to reduce power consumption and to reuse spectral resources
efficiently, there is an increasing trend towards the deployment
of femtocell networks by overlaying a traditional single-cell,
single-tier network with multi-tier networks with very high
throughput per network area [2].

A femtocell is a low-power home base station intended for
short range communications. It extends the cellular network
coverage, and provides high speed data services to indoor users
[3], [4]. Such small-cell networks are attractive to wireless
operators since femtocells are deployed at the user premises
and they leverage on the user’s existing broadband internet
connection as backhaul. In this way, there is no additional
deployment cost, energy supply cost or site rental incurred
by the operator. Although this cell-size reduction offers theo-
retically higher capacity and energy efficiency, it increases the
complexity of all operator tasks: cell planning, site acquisition,
parameters configuration and tuning, for example. As the cell
density increases, classical offline planning techniques based
on frequency/space reuse, power control, and antenna tilting
are not able to cope with interference due to the increasing
number of devices. Therefore, interference management is crit-
ical for successful deployment of femtocells and a guaranteed
quality-of-service (QoS) for macrocell traffic [5]–[8].

In closed-access systems, only a subset of users defined by
the femtocell owner can connect to the femtocell. Compared to
open-access systems, the closed-access system is more secured
and has lower network overhead. However, one drawback
of the closed-access system is the vulnerability to cross-
tier interference [9], [10]. Recently, the concept of interfer-
ence alignment (IA) was introduced as a linear beamforming
technique to align beamforming matrices at the transmitters
such that the interference at each receiver is aligned in an
interference subspace, leaving the desired signal to transmit
in an interference-free subspace [11], [12]. At the receivers,
we can apply a simple zero-forcing (ZF) receiving vector to
project the desired signal onto the interference-free subspace,
which is sufficient for signal detection. For instance, there is
great interest in employing this concept of IA in different
types of interference networks [13]–[17]. In particular, [15]
proposed a combination of IA and interference cancellation
to mitigate cross-tier interference. In [16], a combination of
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IA and the scheduling algorithm was proposed to mitigate
cross-tier interference. In [17], downlink IA was employed for
cognitive femtocell access points (FAPs) to improve femtocell
throughput. In all these related work, the random locations of
FAPs are not considered and the effect of imperfect channel
state information (CSI) for IA was not accounted for.

In this paper, we consider a two-tier multiple-input multiple-
output (MIMO) network in the downlink, where a single
macrocell base station (MBS) with multiple transmit anten-
nas coexists with several closed-access MIMO FAPs. With
multiple receive antennas at both the macrocell and femtocell
users, we propose an opportunistic IA scheme to design the
transmit and receive beamformers in order to mitigate intra-
, inter-, and/or cross-tier interference. Moreover, to reduce
the number of macrocell and femtocell users coexisting in
the same spectrum, we apply a random spectrum allocation
on top of the opportunistic IA scheme. Closely related to
our work is [15], where IA was combined with interference
cancellation to mitigate the cross-tier interference in heteroge-
neous networks. In contrast, our proposed scheme takes into
account the random spatial model of FAPs as well as the dense
deployment of femtocell networks. Using stochastic geometry,
we evaluate the performance of the proposed scheme in terms
of the distribution of a received signal-to-interference-plus-
noise ratio (SINR), spatial average capacity, network through-
put, and energy efficiency. In the presence of imperfect CSI,
we further quantify the performance loss in spatial average
capacity. Numerical results show the effectiveness of our
proposed scheme in improving the performance of random
MIMO femtocell networks.

The paper is organized as follows. In Section II, we present
our system model. In Section III, we describe our proposed
interference alignment scheme. In Section IV, the performance
analysis of the proposed interference coordination scheme is
provided. In Section V, we investigate the effect of imperfect
CSI on the proposed IA scheme. Some numerical results are
provided in Section VI. Finally, the conclusion is given in
Section VII. Throughout the paper, we shall use the following
notation. Boldface upper-case letters denote matrices, boldface
lower-case letters denote column vectors, and plain lower-
case letters denote scalars. The superscripts (·)T , (·)∗, and
(·)† denote the transpose, complex conjugate, and transpose
conjugate, respectively. We denote In as the n × n identity
matrix, tr (·) as the trace operator, and ∥ · ∥ as the standard
Euclidean norm. We denote the nonnegative and positive
orthants in the Euclidean vector space of dimension K by
RK

+ and RK
++, respectively.

II. SYSTEM MODEL

We consider a two-tier network with a central M1-antenna
MBS serving a circular region C of radius r1. The macrocell
is underlaid with a random number of M2-antenna FAPs. The
FAPs are spatially distributed according to a homogeneous
Poisson point process (PPP) Π0 with intensity λ. Therefore,
the average number of FAPs within the cellular coverage is
given by L = λ |C|. For each FAP, we consider a circular cell
coverage of radius r2, where n2 femtocell users (FUEs) are

uniformly distributed on the circumference of each cell such
that r2 ≪ r1.1

A. Macrocell Tier

Assume that the available spectrum is split into B subchan-
nels, each with bandwidth W hertz (Hz) and the MBS uses
all these subchannels to serve n1 macrocell users (MUEs)
equipped with N antennas in the macrocell tier. Furthermore,
we divide n1 MUEs into macrocell user groups, such that each
user group consists of ℓ MUEs sharing b subchannels. Let G be
a group of MUEs that contains ℓ MUEs. To avoid interference
among each macrocell user group, we then consider that the b
subchannels allocated to each group are mutually orthogonal.
Therefore, by employing multiuser MIMO, the MBS can serve
all the ℓ MUEs simultaneously within each MUE group for a
given set of b subchannels.

B. Femtocell Tier

In the femtocell tier, the FAPs use the frequency-ALOHA
(F-ALOHA) spectrum access strategy, where each FAP has
access exactly to one group of b subchannels among B ones
with independent and equal probability. Therefore, the F-
ALOHA thins the average number of FAPs in each subchannel
by the spectrum access probability p = b/B. Within each
FAP, we employ time-division multiple-access (TDMA) as
the multiple-access scheme to serve one N -antenna FUE at
each time slot for a chosen set of b subchannels. Hence, the
average number of active users within the cellular coverage
becomes n1 + pL. In other words, for a given time slot and a
given group of b subchannels, there will be ℓ MUEs coexisting
with a random number of FUEs that are spatially distributed
according to the PPP Π with the thinned intensity pλ.

C. Channel Model

In both tiers, the downlink channel is characterized by a path
loss and Rayleigh fading. The path loss function at a distance
r is equal to r−α, where α is the path loss exponent. In what
follows, we denote α1, α2, and α3 as the path loss exponents
of the outdoor link, the indoor link, and the cross link between
indoor and outdoor, respectively. For the macrocell tier, we
denote G1i ∈ CN×M1 and G2i ∈ CN×M1 as the random
channel matrices from the MBS to the ith MUE and to the
FUE of the ith FAP, respectively. For the femtocell tier, we
denote Hij ∈ CN×M2 and Kij ∈ CN×M2 as the random
channel matrices from the jth FAP to the ith FUE and MUE,
respectively.2 Note that each entry of the channel matrices
G1i, G2i, Hij , and Kij is distributed as CN (0, 1).3

1As the radius r1 of macrocell tier is sufficiently large, we can ignore the
edge effects in our analysis.

2In what follows, we simply denote ‘the FUE of the ith FAP’ by ‘the ith
FUE’.

3CN
(
µ, σ2

)
denotes a circularly symmetric complex Gaussian distribution

with mean µ and variance σ2.
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D. Signal Model

We consider a typical receiver in each tier, denoted by
the MUE 0 and FUE 0, respectively. The MBS and each
FAP transmit the single stream signal to its serving users
with a beamforming strategy. Let fi ∈ CM1 be the transmit
beamforming vector from the MBS to the ith MUE and
vi ∈ CM2 be the transmit beamforming vector from the ith
FAP to its own FUE. Then, the received signal at the typical
MUE 0 within the group G can be written as

y10 = D
−α1/2
1 G10f0x0

(desired signal)
+
∑
i∈Π

R
−α3/2
1i K0ivisi

(cross-tier interference)

+
∑

j∈G\{0}

D
−α1/2
1 G10fjxj

(inter-tier interference)

+ n1

(1)

and similarly at the typical FUE 0 as

y20 = r
−α2/2
2 H00v0s0

(desired signal)
+

∑
i∈Π\{0}

R
−α3/2
2i H0ivisi

(intra-tier interference)

+
∑
j∈G

D
−α1/2
2 G20fjxj

(cross-tier interference)

+ n2 (2)

where D1 and D2 are the distances from the MBS to the
typical MUE and FUE receivers, respectively; R1i and R2i

are the distances from the ith FAP to the typical MUE and
FUE, respectively; xi ∈ C and si ∈ C are the desired signals
for the ith MUE and FUE within the group G such that
E
{
|xi|2

}
= P1 and E

{
|si|2

}
= P2, respectively; and n1 and

n2 are the N -dimensional complex additive white Gaussian
noise (AWGN) vectors with zero mean and covariance N0IN .
Let the (receive) beamforming vectors at the ith MUE and
FUE be ui ∈ CN and wi ∈ CN , respectively. Then, after
receive beamforming, we get

u†
0y10 (3)

w†
0y20 (4)

at the typical MUE and FUE, respectively.

III. OPPORTUNISTIC INTERFERENCE ALIGNMENT

Using IA, we align the interference from the intra- and
cross-tier networks into some received signal subspace so that
we can beamform to nullify the interference and detect the
desired signal in other interference-free subspace. However,
due to the large number of FAPs and their random deployment,
it is challenging to suppress all the interference from the FAPs.
Instead, we develop opportunistic IA that only cancels the
nearest interferer.

Algorithm 1 (Opportunistic IA): The description of oppor-
tunistic IA is given as follows:

Step 1 For a given set of subchannels, the ith MUE in the
set G of ℓ MUEs first identifies the set Ni of the
nearest interfering FAPs to design its ZF receiving

vector ui such that it is orthogonal to all these
interfering links. This is feasible only if

|Ni|+ 1 ≤ N. (5)

When (5) holds, the receive beamforming vector at
MUE i is given by

ui ∈ Null

 ∪
i∈G, j∈Ni

Kijvj

 . (6)

Step 2 Next, we design the transmit beamforming vectors
at the MBS such that the ℓ MUEs are mutually
orthogonal to each other. Since the receive beam-
forming vectors of the ℓ MUEs have already been
determined in Step 1, we should take them into
account in the design of transmit beamforming
vectors as follows:

fi ∈ Null

 ∪
j∈G, j ̸=i

u†
jG1j

 . (7)

Step 3 Now, we proceed to the design of the transmit
beamforming vector at each FAP using the IA
concept. Specifically, we ensure that the transmit
beamforming vector is chosen such that the intra-
tier interference from each FAP to its nearest victim
FUE is aligned with the cross-tier interference from
the MBS to this victim FUE. Therefore, the transmit
beamforming vector vj at FAP j should satisfy the
condition

Span (Hijvj) = Span

(
G2i

∑
k∈G

fk

)
(8)

where i is the user index of the nearest victim FUE.
This is feasible only if

N ≤M2. (9)

Step 4 Lastly, we need to design the receive beamforming
vector at each FAP. Since the intra- and cross-tier
interference has been aligned in Step 3, we can sim-
ply design the receive beamforming vector at each
FUE to be orthogonal to the aligned interference
subspace as follows:

wj ∈ Null

(
G2j

∑
k∈G

fk

)
. (10)

Remark 1 (Feasibility): The feasibility of Algorithm 1 is
treated in Appendix A. In addition to the feasible conditions
(5) and (9) for Steps 1 and 3, we require the additional
condition

(ℓ− 1)N ≤M1 (11)

for this opportunistic IA algorithm to be feasible, and this is
obtained by combining (6)–(8).

Remark 2: Since the design of fi depends only on the
knowledge of channel information—see (69) in Appendix A—
we begin the opportunistic IA algorithm by designing fi,
followed by designing vi and ui, and finally wi.
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IV. PERFORMANCE ANALYSIS

In this section, we evaluate the performance of opportunis-
tic IA (Algorithm 1) in random MIMO femtocell networks
in terms of the SINR distribution, spatial average capacity,
network throughput, and energy efficiency.

A. SINR Distribution and Spatial Average Capacity

1) Femtocell User: Let Ω be the random set of FAPs
causing the residual intra-tier (femtocell) interference after
opportunistic IA. Since the FUE is free from the cross-tier
(macrocell) interference due to the opportunistic IA, (4) then
becomes

w†
0y20 = r

−α2/2
2 w†

0H00v0s0

+
∑
i∈Ω

R
−α3/2
2i w†

0H0ivisi +w†
0n2 (12)

so that the SINR at the typical FUE is

γFUE =
P2r

−α2
2

∣∣w†
0H00v0

∣∣2
P2

∑
i∈Ω

R−α3
2i

∣∣w†
0H0ivi

∣∣2︸ ︷︷ ︸
,IFUE(Ω)

+N0

(13)

where IFUE (Ω) denotes the residual intra-tier interference
power from the FAP set Ω. Note that since ∥wi∥ = ∥vj∥ = 1,
we have w†

iHijvj ∼ CN (0, 1), ∀i, j. For simplicity, we
assume that each FAP has a different nearest victim FUE.

Theorem 1: Let

i⋆ = argmin
i∈Π\{0}

R2i (14)

and A be the event that the typical FUE is capable of canceling
its nearest interfering FAP i⋆. Then, we have

P
{
A
∣∣R2i⋆

}
= pλζR2

2i⋆ exp
(
−pλζR2

2i⋆
)

(15)

where

ζ =
2π + 3

√
3

6
. (16)

Proof: We provide a sketch of the proof by following the
designs in Algorithm 1. From Step 1, the MUE i is free from
the inter-tier interference caused by the other MUEs as well
as the cross-tier interference caused by the nearest FAPs in
Ni. From Steps 3 and 4, each FUE can suppress the cross-
tier interference from the MBS and the intra-tier interference
from the nearest FAP. Therefore, the FUE creates its receiving
matrix that lies in the null space of the cross-tier interfering
signals from the MBS. However, the interfering FAP that spans
the same subspace with the interfering stream from the MBS
to the FUE is not always the nearest neighbor to the FUE.
When this FAP is the nearest neighbor, the FUE can at the
same time cancel both interference from the MBS and the
nearest FAP. The event A is equivalent to the event that there
is only one FAP in the region V̄ (R2i⋆) as shown in Fig. 1.
Hence, we have

P
{
A
∣∣R2i⋆

}
= P

{
only one FAP in V̄ (R2i⋆)

}
= pλ

∣∣V̄ (R2i⋆)
∣∣ exp (−pλ ∣∣V̄ (R2i⋆)

∣∣) . (17)

 �������
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(b) Event A

Fig. 1. Example scenarios where (a) the event A that the typical FUE is
capable of canceling its nearest interfering FAP i⋆ (i.e., i⋆ = 1) does not
occur as there exist two FAPs (FAP 1 and FAP 2) in the region V̄ (R2i⋆ );
and (b) the event A occurs as there is only one FAP in V̄ (R2i⋆ ).

The area of the region V̄ (R2i⋆) is given by (see Fig. 1)

∣∣V̄ (R2i⋆)
∣∣ = (π − |V (R2i⋆)|)R2

2i⋆

=
2π + 3

√
3

6
R2

2i⋆ (18)

which completes the proof.

Using the alignment event A, the cumulative distribution
function (CDF) of γFUE can be written as

FγFUE (z) = 1− P {γFUE ≥ z,A}
− P {γFUE ≥ z,Ac} , z ≥ 0 (19)

where Ac is the complement event of A. Then, letting
Ω = Π \ {0, i⋆}, for z ≥ 0, we have (20), as shown at the
bottom of the next page, where ϕX|Y

(
s
∣∣Y ) , E

{
e−sX

∣∣Y }
is the conditional moment generating function (MGF) of a
random variable (RV) X given Y , which is again a RV derived
from Y . Similarly, we get P

{
γFUE ≥ z

∣∣Ac
}

akin to (20) by
setting Ω = Π \ {0}. Using (19), (20), and Theorem 1, we
can characterize the FUE performances in terms of the SINR
distribution and spatial average capacity.

Theorem 2: The opportunistic IA in Algorithm 1 achieves
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at the FUE the SINR distribution

FγFUE (z) = 1−
∫ ∞

0

f (r) g (r, zrα2
2 ) dr

−

[
1− 2πζ

(ζ + 2π)
2

]
g (0, zrα2

2 ) , z ≥ 0

(21)

and the spatial average capacity in bits/s/Hz

⟨C⟩FUE =

∫ ∞

0

∫ ∞

0

f (r) g (r, ϵtr
α2
2 ) drdt

+

[
1− 2πζ

(ζ + 2π)
2

]∫ ∞

0

g (0, ϵtr
α2
2 ) dt (22)

where ϵt = 2t − 1 and

f (r) = 2πζp2λ2r3 exp
[
− (ζ + π) pλr2

]
(23)

g (r, s) = exp

[
−2πpλs

(
1− r2

r21

)∫ r1

r

tdt

s+ tα3
− sN0

P2

]
.

(24)

Proof: See Appendix B.
Remark 3 (Lower and Upper Bounds): The connectivity

probability of the typical FUE at a rate of R bits/s/Hz is
lower-bounded as

P {log2 (1 + γFUE) > R} ≥ P
{
log2 (1 + γFUE) > R

∣∣Ac
}

= g (0, ϵRr
α2
2 ) (25)

leading to

⟨C⟩FUE ≥
∫ ∞

0

g (0, ϵtr
α2
2 ) dt (26)

which is achievable from Algorithm 1 without the opportunis-
tic IA in Step 3. Specifically, when α3 = 4, we have

g (0, ϵRr
α2
2 )

= exp

[
−πpλ

√
ϵRr

α2
2 arctan

(
r21√
ϵRr

α2
2

)
− ϵRr

α2
2

N0

P2

]
.

(27)

On the other hand, the (FUE) connectivity probability at R
bits/s/Hz is upper-bounded as

P {log2 (1 + γFUE) > R} ≤ P
{
log2 (1 + γFUE) > R

∣∣A}
= ER2i⋆

{g (R2i⋆ , ϵRr
α2
2 )} (28)

leading to

⟨C⟩FUE ≤
∫ ∞

0

ER2i⋆
{g (R2i⋆ , ϵtr

α2
2 )} dt (29)

which corresponds to the case that the FUE is always able
to successfully cancel the cross-tier interference as well as
the nearest intra-tier interference from the opportunistic IA.
Again, when α3 = 4, we have

ER2i⋆
{g (R2i⋆ , ϵRr

α2
2 )}

= ER2i⋆

{
exp

[
−πpλ

√
ϵRr

α2
2

(
1− R2

2i⋆

r21

)

× arctan

(√
ϵRr

α2
2

(
r21 −R2

2i⋆
)

ϵRr
α2
2 + (r1R2i⋆)

2

)
− ϵRr

α2
2

N0

P2

]}
.

(30)

2) Macrocell User: Let N0 be the set of the nearest inter-
fering FAPs to the typical MUE 0 in Step 1 of Algorithm 1.
Since the typical MUE is free from the inter-tier (macrocell)
and the nearest cross-tier (femtocell) interference from N0 due
to opportunistic IA, (3) then becomes

u†
0y10 = D

−α1/2
1 u†

0G10f0x0

+
∑

i∈Π\N0

R
−α3/2
1i u†

0K0ivisi + u†
0n1 (31)

leading to the SINR at the typical MUE:

γMUE =
P1D

−α1
1

∣∣u†
0G10f0

∣∣2
P2

∑
i∈Π\N0

R−α3
1i

∣∣u†
0K0ivi

∣∣2 +N0

. (32)

Since ∥ui∥ = ∥fj∥ = ∥vj∥ = 1, we have again u†
iGijfj ∼

CN (0, 1) and u†
iKijvj ∼ CN (0, 1), ∀i, j.

Theorem 3: The opportunistic IA in Algorithm 1 achieves
at the MUE the SINR distribution

FγMUE (z) = 1−
∫ ∞

0

{
g

(
r,
zDα1

1 P2

P1

)
2 (πpλ)

|N0|

(|N0| − 1)!

× r2|N0|−1e−πpλr2

}
dr (33)

and the spatial average capacity in bits/s/Hz

⟨C⟩MUE =

∫ ∞

0

∫ ∞

0

{
g

(
r,
ϵtD

α1
1 P2

P1

)
2 (πpλ)

|N0|

(|N0| − 1)!

× r2|N0|−1e−πpλr2

}
drdt. (34)

Proof: It follows readily from taking the same steps as in
the proof of Theorem 2 using the PDF of the |N0|th nearest
distance for the PPP Π with intensity pλ [18], [19], along
with the fact that the typical MUE is capable of successfully

P
{
γFUE ≥ z

∣∣A, R2i⋆
}
= P

{∣∣w†
0H00v0

∣∣2 ≥ zrα2
2

(∑
i∈Ω

R−α3
2i

∣∣w†
0H0ivi

∣∣2 + N0

P2

)∣∣∣∣∣R2i⋆

}

= E

{
exp

[
−zrα2

2

(
IFUE (Ω) +

N0

P2

)] ∣∣∣∣R2i⋆

}
= exp

(
−zrα2

2

N0

P2

)
ϕIFUE(Ω)|R2i⋆

(
zrα2

2

∣∣R2i⋆
)

(20)
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canceling the inter-tier interference as well as the |N0| nearest
cross-tier interference from the opportunistic IA.

Remark 4: Similar to (25), the connectivity probability of
the typical MUE at a rate of R bits/s/Hz is lower-bounded as

P {log2 (1 + γMUE) > R} ≥ g

(
0,
ϵRD

α1
1 P2

P1

)
(35)

leading to

⟨C⟩MUE ≥
∫ ∞

0

g

(
0,
ϵtD

α1
1 P2

P1

)
dt (36)

which is achievable from Algorithm 1 without Step 1.

B. Network Throughput

We consider that all users in the network are able to
track their received SINRs in each subchannel and feedback
instantaneous rates to their MBS and FAPs with negligible
delay. At each MBS or FAP, we assign a transmission rate
adaptively based on these feedbacks. Let ∆ be the power
factor (or Shannon gap) to achieve the same rate between the
capacity-achieving scheme and uncoded variable-rate quadra-
ture amplitude modulation (QAM) transmission [20]. Then,
for adaptive QAM with q discrete rates, the ith instantaneous
rate in bits/s/Hz is given by

Ri = log2

(
1 +

sinri

∆

)
(37)

if the SINR lies in the regime [sinri, sinri+1) for i =
1, 2, . . . , q. At the bit error probability of Pb, the Shannon
gap ∆ is

∆ =
−1.5

ln (5Pb)
(38)

which is independent of the fading distribution [20]. For
example, ∆ = 0.1229 at Pb = 10−6.

For adaptive QAM with variable rates 1, 2, . . . , q bits/s/Hz,
the femtocell throughput in bits/s/Hz at each FUE is given by

TFUE = qP {γFUE ≥ ϵq∆}

+

q−1∑
i=1

iP {ϵi∆ ≤ γFUE < ϵi+1∆}

= q −
q∑

i=1

FγFUE
(ϵi∆) . (39)

Since the average number of active FUEs is pL, the aggre-
gate femtocell throughput is equal to pLTFUE. Similarly, the
macrocell throughput in bits/s/Hz at each MUE is given by

TMUE = q −
q∑

i=1

FγMUE (ϵi∆) . (40)

Since there exist n1 MUEs, the aggregate macrocell through-
put is equal to n1TMUE.

Theorem 4 (Optimal FAP Density): Let

T = n1TMUE + pLTFUE (41)

be the total network throughput in bits/s/Hz. Then, the optimal
value

λ⋆ = argmax
λ≥0

T (42)

of the FAP density λ that maximizes the network throughput
T is the solution of ∂T /∂λ = 0.

Proof: See Appendix C.

C. Energy Efficiency

Let βi and Qi, i = 1, 2, be the scaling factors of the
transmission power due to amplifier/feeder losses and the fixed
amounts of powers due to signal processing, site cooling, etc,
at the base stations (MBS and FAPs), respectively [21]. Then,
the powers consumed by the MBS and each FAP are given by

P1 = n1β1P1 +Q1 (43)
P2 = β2P2 +Q2 (44)

respectively. The energy efficiency E in bits/joule/Hz can
therefore be defined as

E =
T

P1 + pLP2
. (45)

Since the network throughput T as a function of the FAP
density λ ≥ 0 is concave (see Appendix C), the energy
efficiency E is also a concave function in λ ≥ 0. Hence,
the optimal value of λ that maximizes E is the solution of
∂E/∂λ = 0.

V. EFFECTS OF IMPERFECT CSI
In practical systems, we often deal with the problem of

imperfect CSI, where the transmitters and/or receivers do not
have perfect CSI knowledge. In this section, we consider
imperfect CSI in opportunistic IA at the MBS and FAPs. As
in [22], we use an analog channel estimation model where the
transmitters employ power control to recover the power loss
due to distance propagation, enabling to ignore the effect of
path loss components in the model. The procedure of channel
estimation consists of two phases for inter- (or intra-) and
cross-tier channel information.

A. Phase 1: Inter/Intra-Tier CSI

In a given group G of b subchannels, each MUE and FUE
simultaneously broadcast a training pilot in the first phase.
Specifically, the ith MUE and the jth FUE in the group G
broadcast the pilot matrices Q1i ∈ CN×J1 and Q2j ∈ CN×J1 .
To avoid interference to each other in the training process, all
the training pilots Q1i and Q2j are mutually orthogonal such
that 

Q1iQ
†
1j = δijIN

Q2iQ
†
2j = δijIN

Q1iQ
†
2j = 0N×N

(46)

for all i, j, where J1 = (ℓ+ |Π|)N and

δij =

{
1, i = j

0, i ̸= j.
(47)
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TABLE I
TWO-PHASE CHANNEL ESTIMATION PROCEDURE

MBS FAP j

Power Channel Message Power Channel Message

MUE i η1 GT
1i Q1i η1 KT

ij Q1i

FUE i η2 G2i Q2i η2 HT
ij Q2i

Phase 1 ĜT
1i (Inter-tier CSI, ∀i ∈ G) ĤT

ij (Intra-tier CSI, ∀i ∈ Π)

MUE i η̃1 GT
1i XiΛ1i η̃1 KT

ij XiΛ1i

FUE i η̃2 G2i SiΛ2i η̃2 HT
ij SiΛ2i

Phase 2 X̂i = K̂ii⋆ (Cross-tier CSI, ∀i ∈ G) Ŝi = Ĝ2i (Cross-tier CSI, ∀i ∈ Π)

Then, the received matrices at the MBS and FAP j for pilot
transmission in Phase 1 can be written respectively as4

Y
(1)
1 =

∑
i∈G

√
η1G

T
1iQ1i +

∑
j∈Π

√
η2G

T
2jQ2j +N

(1)
1 (48)

Y
(1)
2j =

∑
i∈Π

√
η2H

T
ijQ2i +

∑
k∈G

√
η1K

T
kjQ1k +N

(1)
2 (49)

where η1 = P1 (ℓ+ pL) and η2 = P2 (ℓ+ pL) are the pilot
transmission powers at the MUE and FUE, respectively; and
N

(1)
1 ∈ CM1×J1 and N

(1)
2 ∈ CM2×J1 are the AWGN matrices

whose entries are independent complex Gaussian CN (0, N0).
Using a linear minimum mean-square error (MMSE) esti-

mator, the MBS and FAP j obtain the estimates of the inter-
and intra-tier channels GT

1i (∀i ∈ G) and HT
ij (∀i ∈ Π),

respectively, as follows:

ĜT
1i =

√
η1

η1 +N0
Y

(1)
1 Q†

1i (50)

ĤT
ij =

√
η2

η2 +N0
Y

(1)
2j Q

†
2i. (51)

It follows from (46)–(51) that the entries of the channel esti-
mate ĜT

1i are independent Gaussian CN
(
0, 1

1+N0/η1

)
, whereas

the entries of ĤT
ij are independent CN

(
0, 1

1+N0/η2

)
. Similarly,

letting

G̃T
1i = GT

1i − ĜT
1i (52)

H̃T
ij = HT

ij − ĤT
ij (53)

be the estimation errors, we have that the entries of G̃T
1i

and H̃T
ij are independent Gaussian CN

(
0, 1

1+η1/N0

)
and

CN
(
0, 1

1+η2/N0

)
, respectively. Note that the estimation errors

vanish as η1/N0 and η2/N0 tend to infinity—leading to perfect
CSI.

B. Phase 2: Cross-Tier CSI

For simplicity, we consider that the MUE i ∈ G attempts
to suppress cross-tier interference from only its nearest in-
terfering FAP i⋆ in the algorithm design, i.e., |Ni| = 1 in
Algorithm 1. After estimating the inter- or intra-tier channels,

4All the communication links are assumed to have channel reciprocity. For
example, GT

1i ∈ CM1×N is equal to the channel matrix from the ith MUE
to the MBS.

each MUE and FUE simultaneously broadcast analog cross-
tier channel information in the second phase. Specifically, the
ith MUE and the jth FUE broadcast channel information

Xi = Kii⋆ (54)
Sj = G2j (55)

respectively. Again, for all MUEs and FUEs to transmit
simultaneously without causing mutual interference, the ith
MUE and the jth FUE use unitary precoding matrices Λ1i ∈
CM1×J2 and Λ2j ∈ CM2×J2 , respectively, satisfying

Λ1iΛ
†
1j = δijIM1

Λ2iΛ
†
2j = δijIM2

Λ1iΛ
†
2j = 0M1×M2

(56)

for all i, j, where J2 = ℓM1 + |Π|M2. The received signals
at the MBS and FAP j in Phase 2 can be written respectively
as

Y
(2)
1 =

∑
i∈G

√
η̃1G

T
1iXiΛ1i +

∑
j∈Π

√
η̃2G

T
2jSjΛ2j +N

(2)
1

(57)

Y
(2)
2j =

∑
i∈Π

√
η̃2H

T
ijSiΛ2i +

∑
k∈G

√
η̃1K

T
kjXkΛ1k +N

(2)
2

(58)

where η̃1 = P1 (ℓ+ pLM2/M1) and η̃2 =
P2 (ℓM1/M2 + pL). The MMSE estimates of cross-tier
channel information Xi (∀i ∈ G) at the MBS and Si (∀i ∈ Π)
at the jth FAP are given by

X̂i = K̂ii⋆ =
1√
η̃1

(
Ĝ∗

1iĜ
T
1i

)−1

Ĝ∗
1iY

(2)
1 Λ†

1i (59)

Ŝi = Ĝ2i =
1√
η̃2

(
Ĥ∗

ijĤ
T
ij

)−1

Ĥ∗
ijY

(2)
2j Λ

†
2i (60)

respectively. In Table I, we summarize the two-phase CSI
estimation procedure.

C. Example: FUE Connectivity and Capacity

Theorem 5: The opportunistic IA in Algorithm 1 with the
two-phase channel estimation in Table I achieves at a rate of
R bits/s/Hz the FUE connectivity probability (61), as shown at
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1r

1D
2r

� ���������

�
Fig. 2. A network topology for numerical examples.

the bottom of the page, leading to the spatial average capacity
in bits/s/Hz (62), as shown at the bottom of the page, where

σ2 =
N0

(M1 +M2 −N)P2

×
[

M2

ℓ+ pL
+

(M1 +M2)N

ℓM1 + pLM2

(
1 +

N0

(ℓ+ pL)P2

)]
. (63)

Proof: See Appendix D.
Remark 5 (Imperfectness): In (61) and (62), the factor in

exponents

1

1 + η2/N0
+ ℓσ2 (64)

reflects the imperfectness in CSI, which is equal to a sum of
per-entry mean-square errors of intra- and cross-tier channel
estimation during two phases. This factor goes to zero again
as P2/N0 tends to infinity—leading to perfect CSI.

VI. NUMERICAL RESULTS

In this section, we provide some numerical results to show
the effectiveness of the opportunistic IA in terms of the SINR
distribution, spatial average capacity, network throughput, and
energy efficiency. As illustrated in Fig. 2, we consider that the
MBS is placed at the center of C with the area |C| = πr21 .
In addition, the MUEs are uniformly placed on the edge of
a smaller circle of radius D1 centered at the MBS. Unless
specifically stated, we use the system parameters in Table II
for numerical examples.

TABLE II
SYSTEM PARAMETERS

Parameter Symbol Value

Macrocell radius r1 1 Km
Femtocell radius r2 30 m
MBS-to-MUE distance D1 500 m
Number of MUEs in C n1 150
Number of MUEs in G ℓ 3
MBS antennas M1 4
FAP antennas M2 2
MUE/FUE antennas N 2
MBS transmission power P1 43 dBm
FAP transmission power P2 23 dBm
Outdoor path loss exponent α1 3.8
Indoor path loss exponent α2 3.0
Indoor-to-outdoor path loss exponent α3 3.8
Shannon gap ∆ 0.1229
Noise power spectral density N0 10−8

�� �� �� �� ��
���
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���
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Fig. 3. CDF of the SINR γFUE at the FUE with and without opportunistic
IA for λ = 1.59× 10−4 FAPs/m2 when p = 0.2 and 1.0.

Fig. 3 shows the CDF of the SINR γFUE at the FUE
with and without opportunistic IA for λ = 1.59 × 10−4

FAPs/m2 when p = 0.2 and 1.0. In this example, the average
numbers of FAPs over the 1-Km-radius macrocell C are equal
to 100 for p = 0.2 and 500 for p = 1.0, respectively. The
case without opportunistic IA corresponds to the lower bound

P {log2 (1 + γFUE) > R} ≥
∫ ∞

0

exp

[
−ϵRr

α2
2

rα3

(
1

1 + η2/N0
+ ℓσ2

)]
g (r, ϵRr

α2
2 ) f (r) dr +

[
1− 2πζ

(ζ + 2π)
2

]
g (0, ϵRr

α2
2 )

(61)

⟨C⟩FUE ≥
∫ ∞

0

∫ ∞

0

exp

[
−ϵtr

α2
2

rα3

(
1

1 + η2/N0
+ ℓσ2

)]
g (r, ϵtr

α2
2 ) f (r) drdt+

[
1− 2πζ

(ζ + 2π)
2

]∫ ∞

0

g (0, ϵtr
α2
2 ) dt (62)
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(b) MUE

Fig. 4. CDF of the SINR (a) γFUE at the FUE and (b) γMUE at the MUE
with opportunistic IA for λ = 1.59 × 10−3 FAPs/m2 (dense deployment)
and λ = 1.59× 10−5 FAPs/m2 (sparse deployment) when p = 0.2 and 1.0.

(25) in Remark 3.5 We can first see that the analyses in
Theorem 2 and Remark 3 agree exactly with the simulation
results, showing that the opportunistic IA increases the SINR
by effectively suppressing the cross-tier interference from the
macrocell and the nearest intra-tier (femtocell) interference.
We observe that the random spectrum allocation (p = 0.2)
along with opportunistic IA further improves the SINR by
thinning interfering emitters, serving to capture the effect of
random allocation. The effectiveness of opportunistic IA (with
the random spectrum allocation) is further demonstrated in
Fig. 4, where the CDFs of the SINRs γFUE at the FUE
and γMUE at the MUE with opportunistic IA are depicted

5Similarly, no opportunistic IA for the MUE corresponds to the case in
Remark 4.
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(b) MUE

Fig. 5. Spatial average capacity in bits/s/Hz at the (a) FUE and (b) MUE as
a function of the FAP density λ for opportunistic IA and ZF strategies when
p = 0.2.

for λ = 1.59 × 10−3 FAPs/m2 (dense deployment) and
λ = 1.59×10−5 FAPs/m2 (sparse deployment) when p = 0.2
and 1.0. We observe that the advantage of random spectrum
allocation on reducing the intra-tier (at the FUE) or cross-tier
(at the MUE) interference is more pronounced when the FAP
deployment is dense.

Fig. 5 shows the spatial average capacity at the FUE and
MUE as a function of the FAP density λ for opportunistic IA
and ZF (see, e.g., [23]) strategies when p = 0.2. In [23], the ZF
beamforming vector at a FUE is designed to cancel the inter-
tier interference from other FUEs served by the same FAP,
while in our case, TDMA transmission is used to avoid this
inter-tier interference and a receive beamforming vector at the
FUE is designed to cancel the intra-tier interference from the
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Fig. 6. Spatial average capacity in bits/s/Hz at the FUE and MUE for
opportunistic IA as a function of the MBS transmission power P1 when
λ = 1.59× 10−4 FAPs/m2 and p = 0.2.

nearest neighboring FAP and the cross-tier interference from
the MBS. We observe that the spatial average capacity for the
opportunistic IA decreases less rapidly with the FAP density
λ than for the ZF strategy, showing that the opportunistic IA
is more beneficial to suppressing interference than the ZF as
the network deployment becomes more dense. To illustrate
the effect of the MBS transmission power on the achievable
rate, the spatial average capacity at the FUE and MUE as a
function of the MBS transmission power P1 is plotted in Fig. 6
for opportunistic IA when λ = 1.59×10−4 FAPs/m2 and p =
0.2, leading to 100 FAPs on average over the macrocell C. As
expected, the FUE rate remains constant due the IA capable of
canceling all the cross-tier interference from the MBS, while
the MUE rate increases with the MBS power P1.

Fig. 7 shows the network throughput T as a function of
the FAP density λ with and without opportunistic IA for
p = 0.2 when D1 = 100 and 900 meters. In this example,
the optimal values of the FAP density λ that maximizes the
network throughput with the opportunistic IA are equal to
λ⋆ = 6.3×10−3 FAPs/m2 for D1 = 100 and λ⋆ = 6.5×10−3

FAPs/m2 for D1 = 900 from Theorem 4. Using the same
arguments in Theorem 4 along with Remarks 3 and 4, we
can also obtain the optimal value λ⋆ = 5.5 × 10−3 FAPs/m2

when D1 = 100 and λ⋆ = 5.6× 10−3 FAPs/m2 when D1 =
900 for the case without opportunistic IA. We observe that
as λ increases, the network throughput is dominated by the
aggregate femtocell throughput and hence, the effect of the
MBS-to-MUE distance D1 is not significant. The opportunistic
IA allows the network to tolerate a large number of FAPs by
effectively reducing interference. The network throughput is
further depicted in Fig. 8 as a function of the FAP transmission
power P2 when λ = 1.59× 10−4 FAPs/m2 and p = 0.2. We
can see that T increases with P2 in both cases.

Fig. 9 shows the energy efficiency E as a function of λ with
and without opportunistic IA for p = 0.2 when D1 = 100 and
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Fig. 7. Network throughput T in bits/s/Hz as a function of the FAP density
λ with and without opportunistic IA for p = 0.2 when D1 = 100 and 900
meters.
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Fig. 8. Network throughput T in bits/s/Hz as a function of the FAP trans-
mission power P2 with and without opportunistic IA when λ = 1.59×10−4

FAPs/m2 and p = 0.2.

900 meters. In this example, we set Q1 = 48.4 dBm, Q2 =
45.3 dBm, and β1 = β2 = 5.5 as in [21]. In this example, the
optimal values of the FAP density λ that maximizes the energy
efficiency with the opportunistic IA are equal to λ⋆ = 6.0 ×
10−4 FAPs/m2 for D1 = 100 and λ⋆ = 1.02×10−3 FAPs/m2

for D1 = 900. We observe that as the MUEs are located closer
to the MBS, the network is more energy-efficient by deploying
more FAPs. Lastly, to ascertain the effect of imperfect CSI on
opportunistic IA, the spatial average capacity in bits/s/Hz at
the FUE is depicted in Figs. 10 and 11 as a function of the FAP
transmission power P2 and the spectrum access probability p
for opportunistic IA with imperfect CSI, respectively, when
λ = 1.59 × 10−4 FAPs/m2. Specifically, we use the lower
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Fig. 9. Energy efficiency E in bits/joule/Hz as a function of the FAP density
λ with and without opportunistic IA for p = 0.2 when D1 = 100 and 900
meters. In this example, we set Q1 = 48.4 dBm, Q2 = 45.3 dBm, and
β1 = β2 = 5.5.
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Fig. 10. Spatial average capacity in bits/s/Hz at the FUE as a function of the
FAP transmission power P2 for opportunistic IA with imperfect CSI when
p = 0.2, 0.4, 0.6, 0.8, 1.0, and λ = 1.59× 10−4 FAPs/m2.

bound (62) to ⟨C⟩FUE in Theorem 5 for the imperfect CSI
case. As expected, ⟨C⟩FUE increases with the FAP power P2,
while decreasing with the access probability p.

VII. CONCLUSION

In this paper, we investigated a two-tier downlink MIMO
network, where a single MBS coexists with multiple closed-
access MIMO femtocells scattered according to a homoge-
neous PPP. With multiple antennas at both the macrocell and
femtocell users, we proposed an opportunistic IA strategy in
the design of transmit and receive beamformers to suppress
the intra/inter-tier and cross-tier interference. To reduce the
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Fig. 11. Spatial average capacity in bits/s/Hz at the FUE as a function of the
spectrum access probability p for opportunistic IA with perfect and imperfect
CSI when λ = 1.59× 10−4 FAPs/m2.

number of macrocell and femtocell users coexisting in the
same spectrum, we also employed random spectrum allocation
along with the opportunistic IA. Using stochastic geometry,
we evaluated the performance of our proposed scheme in
terms of the SINR distribution, spatial average capacity, net-
work throughput, and energy efficiency. With accounting for
imperfect CSI at the macrocell and femtocells, we further
quantified the effects of this imperfectness on the connectivity
and capacity.

APPENDIX

A. Feasibility of Algorithm 1
1) Feasible Condition |Ni| + 1 ≤ N : In Step 1, the null

space for the design (6) of ui spans the dimension of N−|Ni|.
Hence, the condition (5) must be satisfied for this design.

2) Feasible Condition N ≤M2: It follows from the design
(8) of vj in Step 3 that

Hijvj = cG2i

∑
k∈G

fk (65)

where c is a constant. The solution of vj for the system
equation (65) is feasible only if the number of equations N is
less than and equal to the number of variables M2.

3) Feasible Condition (ℓ− 1)N ≤ M1: It follows from
two designs (6) and (8) that

u†
iKij

(
H†

ijHij

)−1

H†
ijG2i

∑
k∈G

fk = 0. (66)

In Step 2, the design (7) of fj leads to

u†
iG1ifj = 0 (67)

for j ∈ G \ {i}. Combining two conditions (66) and (67), we
have

Kij

(
H†

ijHij

)−1

H†
ijG2i

∑
k∈G

fk = G1ifj (68)
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which is equivalent to

Kij

(
H†

ijHij

)−1

H†
ijG2i

fi +
∑

k∈G\{i,j}

fk


+

[
Kij

(
H†

ijHij

)−1

H†
ijG2i −G1i

]
fj = 0. (69)

Hence, there are ℓ (ℓ− 1)N equations and ℓM1 variables,
leading to the feasible condition (11).

B. Proof of Theorem 2

The PDF of the nearest distance R2i⋆ for the homogeneous
PPP Π with intensity pλ is given by [18], [19]

pR2i⋆
(r) = 2πpλr exp

(
−πpλr2

)
, r ≥ 0. (70)

Following [24], we can obtain the conditional MGF of
IFUE (Ω) given R2i⋆ for Ω = Π \ {0, i⋆} as follows:

ϕIFUE(Ω)|R2i⋆

(
s
∣∣R2i⋆

)
= exp

[
−2πpλs

(
1− R2

2i⋆

r21

)∫ r1

R2i⋆

tdt

s+ tα3

]
. (71)

Note that the integral in the exponent of (71) can be evaluated
as incomplete gamma functions. For Ω = Π\{0}, (71) reduces
to

ϕIFUE(Ω)|R2i⋆

(
s
∣∣R2i⋆

)
= ϕIFUE(Ω) (s)

= exp

(
−2πpλs

∫ r1

0

tdt

s+ tα3

)
.

(72)

Using Theorem 1 and (70)–(72), we get (73), as shown at the
bottom of the page, and

P {γFUE ≥ z,Ac}
= P

{
γFUE ≥ z

∣∣Ac
}
(1− P {A})

= g (0, zrα2
2 )

[
1− pλζ ER2i⋆

{
R2

2i⋆ exp
(
−pλζR2

2i⋆
)}︸ ︷︷ ︸

= 2πζ

(ζ+2π)2

]
.

(74)

By substituting (73) and (74) into (19), we arrive at the desired
result (21).

Since E {X} =
∫∞
0

P {X > t} dt for a nonnegative RV X ,
the spatial average capacity of the FUE can be written as

⟨C⟩FUE = E {log2 (1 + γFUE)}

=

∫ ∞

0

[1− FγFUE
(ϵt)] dt (75)

from which and (21) we complete the proof.

C. Proof of Theorem 4
We first show that TMUE as a function of λ ∈ [0,∞) is

concave. Let

ψ (λ, r, s) = λ|N0|e−πpλr2g (r, s) . (76)

Then, since ψ (λ, r, s) is positive for every λ, r, s ∈ [0,∞), it
is sufficient to show that ψ (λ, r, s) is concave in λ ∈ [0,∞).
Note that

∂ψ (λ, r, s)

∂λ
= e−πpλr2g (r, s)λ|N0|−1

×
[
|N0| − πpλr2 + ln g (r, s)

]
(77)

Since ∂ψ (λ, r, s) /∂λ in (77) has a unique root at

λ1 = |N0|
[
πpr2 + 2πps

(
1− r2

r21

)∫ r1

r

tdt

s+ tα3
+
sN0

P2

]−1

(78)

and[
∂2ψ (λ, r, s)

∂λ2

] ∣∣∣∣
λ=λ1

= −e−|N0|λ
|N0|−2
1 |N0| < 0 (79)

it follows that ψ (λ, r, s) is concave in λ ∈ [0,∞). Using the
same arguments and the fact that λg (r, s) as a function of
λ ∈ [0,∞) is concave for every r, s ∈ [0,∞), we can show
that pLTFUE is a concave function in λ ∈ [0,∞). Hence, we
complete the proof.

D. Proof of Theorem 5
Taking into account imperfect CSI in the opportunistic IA

in Algorithm 1, the designs of transmit beamforming vectors
at the MBS and FAPs are given by

fi ∈ Null

 ∪
j∈G, j ̸=i

u†
jĜ1j

 (80)

Span

(
Ĥijvj

)
= Span

(
Ĝ2i

∑
k∈G

fk

)
. (81)

These imperfect-CSI counterparts only affect the intra-tier in-
terference from the nearest interfering FAP in (12) as follows:

w†
0H0i⋆vi⋆ = w†

0Ĥ0i⋆vi⋆ +w†
0H̃0i⋆vi⋆

(a)
= w†

0Ĝ20

∑
k∈G

fk + Z

(b)
= w†

0

(
G20 − G̃20

)∑
k∈G

fk + Z

(c)
= −

∑
k∈G

w†
0G̃20fk + Z (82)

P {γFUE ≥ z,A} = ER2i⋆

{
P
{
γFUE ≥ z

∣∣A, R2i⋆
}
P
{
A
∣∣R2i⋆

}}
= pλζ exp (−zrα2

2 N0/P2) · ER2i⋆

{
ϕIFUE(Ω)|R2i⋆

(
zrα2

2

∣∣R2i⋆
)
R2

2i⋆ exp
(
−pλζR2

2i⋆
)}

=

∫ ∞

0

f (r) g (r, zrα2
2 ) dr (73)
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where (a) follows from (81) and defining Z , w†
0H̃0i⋆vi⋆ ;

(b) follows by denoting the estimation error as G̃20 = G20−
Ĝ20; and (c) follows from (10). Since the entries of H̃0i⋆ are
independent Gaussian CN

(
0, 1

1+η2/N0

)
and the mean-square

error for each entry of Ĝ2i in (60) is equal to σ2 (see, e.g.,
[22]), letting Wk = −w†

0G̃20fk, we have

E
{
|Z|2

}
=

1

1 + η2/N0
(83)

E
{
|Wk|2

}
= σ2. (84)

Using (82) and taking the same steps to lead the SINR
distribution in Theorem 2, we obtain the SINR distribution at
the typical FUE for the imperfect CSI case as follows:

FγFUE (z)

= 1−
∫ ∞

0

f (r) g (r, zrα2
2 )ϕ|Z|2+

∑
k∈G |Wk|2

(
zrα2

2

rα1

)
dr

−

[
1− 2πζ

(ζ + 2π)
2

]
g (0, zrα2

2 ) , z ≥ 0. (85)

Since the distribution of |Wk|2 is unknown, we apply Jensen’s
inequality to the MGF in (85) as follows:

ϕ|Z|2+
∑

k∈G |Wk|2

(
zrα2

2

rα3

)
= E

{
e−

zr
α2
2

rα3 (|Z|2+
∑

k∈G |Wk|2)
}

≥ e−
zr

α2
2

rα3 (E{|Z|2}+∑
k∈G E{|Wk|2}). (86)

From (83)–(86) and the fact that |G| = ℓ, we complete the
proof.
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