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Abstract9

Extreme precipitation and associated flooding cause severe damage to society and the en-10

vironment. Future climate projections suggest an intensification of precipitation extremes in11

many regions. However, there is an increasing need for climate change impact assessment at12

higher spatial resolution, particularly for regions with complex geography such as Southeast13

Asia (SEA). In this study, we analysed the NASA Earth Exchange 0.25◦ resolution daily precip-14

itation projections from an ensemble of 20 climate models under two emission scenarios RCP4.515

and RCP8.5. The variability in future precipitation projections is analysed and quantified for six16

geographical subregions, two climatological regions (wet and dry), and the low elevation coastal17

zones in SEA. Various aspects of precipitation structure are studied using indices that charac-18

terize precipitation amount, number of heavy precipitation days, extreme precipitation amount,19

and maximum daily precipitation at annual and seasonal scales. The results show substantial20

increases in mean and extreme precipitation in many parts of SEA by the end of the 21st century21

under both emission scenarios, thus increasing the region’s vulnerability to precipitation driven22

hazards. The projected centennial increase in total annual precipitation relative to the baseline23

period of 1970-1999 when averaged over all land grid cells is about 15% under RCP8.5 scenario,24

with larger values (∼20%) over mainland SEA and Philippines and smaller values (∼6%) in Java25

island. The projected changes in extreme precipitation are stronger compared to the total annual26

precipitation under both emission scenarios. The New Guinea and Java regions show the largest27

and smallest increases in annual maximum daily precipitation, with ensemble mean values of 30%28

and 17%, respectively under RCP8.5 scenario. The results also reveal large intermodel spread in29

projected changes, particularly during boreal winter and summer months.30

Keywords: Precipitation extremes; Climate change; Maritime Continent; Spatial analysis; NEX-31

GDDP32
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1 Introduction33

Southeast Asia (SEA, Figure 1a) has more than 20000 islands, complex topography, and a34

population of ∼633 million that is projected to reach 792 million by the year 2050 (UNPD, 2015).35

The region is home to densely populated megacities including Bangkok, Jakarta, and Manila. A36

significant fraction of the region’s population lives in deltas or coastal areas, and is exposed to37

riverine and coastal flooding (e.g., Jongman et al., 2012; Arnell and Gosling, 2016). For example,38

the 2011 Thailand floods lasted for 158 days and caused a number of fatalities along with heavy39

economic losses (e.g., World Bank, 2012; Haraguchi and Lall, 2015; Promchote et al., 2016).40

Similarly, the city of Jakarta, which has a population of 10 million, experienced severe flooding41

in recent years (e.g. in 2007, 2013, and 2014) with economic losses in the order of hundreds of42

millions of dollars (e.g., Budiyono et al., 2015).43

A warmer climate implies an increase in atmospheric moisture at a Clausius-Clapeyron rate44

of around 7% K−1 and amplification of the precipitation structure (e.g., Held and Soden, 2006;45

Pall et al., 2007; O’Gorman and Schneider, 2009). A number of observational and model based46

studies reported significant changes in precipitation characteristics, particularly in extremes (e.g.,47

Fischer et al., 2013; Toreti et al., 2013; Westra et al., 2013; Liu and Allan, 2013; Chadwick et al.,48

2016; Donat et al., 2016; Pfahl et al., 2017). Intensification of future precipitation extremes can49

have severe consequences on society and the environment in the form of increased frequency50

and intensity of droughts, floods, and landslides (e.g., Field et al., 2012; IPCC, 2014). Increasing51

population and rapid urbanization further exacerbate the vulnerability of a region to the changing52

climate (e.g., Winsemius et al., 2016). Moreover, agricultural area covers about 30% of SEA’s53

land area (Food and Agricultural Organization, 2017), and is an important contributor to the54

region’s economy (e.g., 27% of Cambodia’s GDP; World Bank, 2017). As a substantial part of55

agriculture in SEA is rainfed (e.g., Johnston et al., 2012), any future changes in precipitation56

structure may have an impact on agricultural productivity (e.g., Masutomi et al., 2009; Chun57

et al., 2016) and the economy of the region. Therefore, understanding the nature of changes in58

precipitation structure is of major importance for developing climate resilient water management59

programs in the region.60

Much information regarding the projected changes in SEA precipitation is embedded in global61
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scale studies carried out using global climate models (GCM) (e.g., Fischer et al., 2013; Kharin62

et al., 2013; Sillmann et al., 2013; Chadwick et al., 2016). The complex geography (e.g., land-sea63

structure and long coastlines) of SEA necessitates quantification of changes in precipitation at a64

resolution higher than a typical GCM resolution of 2.5◦. Moreover, there is a strong demand from65

policy makers for local to regional scale assessment of changes in future precipitation patterns in66

SEA for planning new infrastructure to mitigate the impacts on society and environment. A small67

number of studies, which assessed future changes in SEA precipitation at higher resolution have68

done so for specific river basins or using a specific climate model (e.g., Chotamonsak et al., 2011;69

Lacombe et al., 2012; Tan et al., 2017). The aim of this study is to further our understanding70

of the impacts of changing climate on SEA precipitation at a resolution finer than the GCMs.71

For this purpose, we employed the NASA Earth Exchange Global Daily Downscaled Projections72

(NEX-GDDP; Thrasher et al., 2012) and assessed the changes in precipitation characteristics73

at a spatial resolution of 0.25◦. We conducted the analysis by focusing on different subregions74

(geographical, climatological, and elevation based) within SEA. Section 2 provides a description75

of the NEX-GDDP dataset. Section 3 describes the list of indices employed, subregions, and the76

methods used to quantify changes. The results are discussed in section 4, followed by concluding77

remarks in section 5.78

2 NEX-GDDP dataset79

The historical and future precipitation for this study is obtained from the NEX-GDDP dataset80

available at https://cds.nccs.nasa.gov/nex-gddp/. The historical record of the data spans81

from 1950 to 2005 and projections are available from 2006 to 2099 for representative concentration82

pathways (RCP) 4.5 and 8.5. The RCP4.5 represents an intermediate emissions scenario with83

stabilization of radiative forcing to 4.5 W m−2 by the year 2100, whereas RCP8.5 is a high84

emissions scenario with increasing greenhouse gases throughout the twenty-first century leading85

to a radiative forcing of 8.5 W m−2 by 2100 (e.g., Van Vuuren et al., 2011; Taylor et al., 2012).86

The NEX-GDDP dataset is available for entire globe at a spatial resolution of 0.25◦ and at a87

daily scale. The finer spatial resolution NEX-GDDP dataset was generated from coarse resolution88

GCMs of Coupled Model Intercomparison Project Phase 5 (CMIP5) using bias correction spatial89
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disaggregation (BCSD; Wood et al., 2004; Thrasher et al., 2012) method. The BCSD approach90

as implemented for NEX-GDDP data, corrects the bias in GCMs at a coarser resolution based91

on quantile mapping and using the gridded observations from the Global Meteorological Forcing92

Dataset (Sheffield et al., 2006) for the period of 1950-2005. The bias corrected GCMs are then93

spatially disaggregated using scaling factors and bilinear interpolation to a finer resolution of94

0.25◦. Further details regarding the application of BCSD method and the generation of NEX-95

GDDP dataset can be found in Thrasher et al. (2012) and Thrasher and Nemani (2015). The96

NEX-GDDP data has been used in a number of studies to assess changes in precipitation and97

temperature at regional scales (e.g., Ahmadalipour et al., 2017; Bao and Wen, 2017; Chen et al.,98

2017; Daksiya et al., 2017; Maurer et al., 2017). For this study we employed historical and99

future precipitation from an ensemble of 20 GCMs in NEX-GDDP dataset (see Table S1 in100

supplementary material for details) for the region extending from 90◦E-150◦E and 10◦S-20◦N.101

3 Methods102

3.1 Indices employed103

We used four indices in this study: i) precipitation total (PRCPTOT), ii) number of days104

with precipitation ≥ 10 mm day−1 (R10), iii) total precipitation from days ≥ 95th percentile of105

daily precipitation (R95P), and iv) maximum daily precipitation (RX1DAY). The indices and106

their units are listed in Table 1. These indices were selected to focus on total precipitation107

during a period as well as different aspects of extremes. The index R10, which is defined based108

on a fixed threshold of 10 mm day−1 characterizes the frequency of “heavy” precipitation days109

(e.g., Zhang et al., 2011). However, it may not quantify the extreme precipitation days for110

all regions because of spatially varying precipitation probability distributions. On the other111

hand, R95P being based on a percentile threshold, takes into account the regional variability in112

precipitation climatology, and characterizes the specific tail part (exceedance probability of 5%)113

of precipitation distribution (Table 1). Specifically, R95P quantifies the amount of precipitation114

resulting from the top 5% (i.e. very wet) rainfall days in each year. It is noted that a threshold of115

1 mm day−1 was used to define rainy days. The light precipitation is not considered in this study116

as it is prone to large uncertainties in climate model simulations. In addition, we normalized117
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the indices at each grid cell with the corresponding climatological value obtained for the baseline118

period (1970-1999). The normalization was performed to minimize the effect of large spatial119

variations on regional averages. It is also noted that the normalization was done for each model120

separately using model-specific baseline climatology.121

3.2 Extreme value analysis122

As infrasructure design and planning is commonly based on T -year return level (the value123

that is exceeded with a probability of 1/T ), it is also of interest to assess changes in precipitation124

extremes of specific return period T . Unlike the indices described in section 3.1, which are125

derived from empirical frequency distributions of wet day precipitation amounts, the T -year126

return levels of precipitation extremes are obtained using extreme value theory (EVT) and the127

block (e.g., annual, seasonal) maxima approach. Another approach to study extremes under the128

EVT framework is the peaks-over-threshold method (POT), where precipitation values above a129

particular threshold are analyzed. We used the block maxima (RX1DAY values) approach instead130

of POT method as the assumption that the values are independent and identically distributed131

(i.i.d) is better satisfied with the former (e.g., Kao and Ganguly, 2011). The RX1DAY values were132

then fitted with a Generalized Extreme Value (GEV) distribution, which was selected because133

it is the asymptotic distribution for block maxima (e.g., Coles, 2001; Castillo et al., 2005). The134

block maxima approach in conjunction with GEV distribution was used in many previous studies135

on hydrologic extremes (e.g., Kharin et al., 2007; Kao and Ganguly, 2011; Villarini et al., 2011;136

Kharin et al., 2013). The cumulative distribution function of a GEV distribution is given by137

F (x|µ, σ, k) =


exp

(
−
[
1 + k(x−µ)

σ

]−1/k)
, for 1 + k(x−µ)

σ > 0, k 6= 0

exp

(
−
[
(x−µ)
σ

])
, for −∞ < x <∞, k = 0

(1)

138

where µ ∈ (−∞,∞), σ > 0, and k ∈ (−∞,∞) are location, scale and shape parameters,139

respectively. When k = 0, the distribution is extreme value type I or Gumbel distribution,140

whereas k > 0 (unbounded above) and k < 0 (unbounded below) results in Fréchet and Weibull141

distributions, respectively.142
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3.3 Trend and time slice analysis143

We assessed changes in precipitation structure using two approaches. The first method con-144

sists of evaluating the significance of trends in precipitation indices using the Mann-Kendall145

(MK) nonparametric test (e.g., Kendall, 1975; McCuen, 2002) at a significance level of 5%. The146

magnitude of the trend was then obtained using Sen’s nonparametric regression, which is more147

robust to the presence of outliers (e.g., Sen, 1968). The slope of the regression line (or Sen’s148

slope) was estimated as the median of pairwise slopes between elements of the time series (e.g.,149

Hess et al., 2001; Yue et al., 2002). Both MK test and Sen’s regression are extensively used in150

earth sciences for assessing trends (e.g., Gan, 1998; Yue et al., 2002; Alexander and Arblaster,151

2009; Westra et al., 2013; Mandapaka et al., 2016). More details about the MK test and Sen’s152

regression can be found in Hess et al. (2001), McCuen (2002), or Yue et al. (2002). It is noted153

that Sen’s slope is an estimate of the linear trend in time series. Alternatively, we also quantified154

the changes in future precipitation by computing average indices for a 30-year future time slice155

2070-2099. The time-slice analysis provides a straightforward approach to assess the long-term156

changes relative to the baseline period. The changes are quantified for each index and for each157

grid cell, and their spatial variabilty is analyzed.158

3.4 Delineation of regional masks159

In order to compare changes in precipitation across different regions, some level of spatial160

aggregation is required. For this purpose, the land grid cells in the study area were grouped into161

nine subregions, out of which six were delineated based on geography (Figure 1(b)), two masks162

are based on precipitation climatology (Figure 1(c)), and one mask based on topography and163

proximity to the sea. Table 2 lists the regional masks and their fractional land coverage. Among164

the six geographical masks, continental southeast Asia (CSEA) is the largest and covers 27.3%165

of the land area in the study domain. The mask SRMP includes Sumatra, Malay Peninsula and166

Singapore and covers 14.9% of the land area. The islands of Borneo and Sulawesi are analyzed167

together in this study and the region is hereafter referred to as BORS. The Java and nearby168

smaller islands are part of the mask JAVA, whereas Philippines archipelago forms the mask169

PHIL. The mask JAVA is the smallest among the six geographical masks, with a coverage of170

6.5% of the land area.171
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The purpose of the two climatological masks is to compare future precipitation characteristics172

in dry and wet areas of the study region. For each model, we classified grid cells within the bottom173

and top quartiles of base period PRCPTOT as dry and wet cells, respectively. It is noted that the174

classification is carried out only for land grid cells based on land-only PRCPTOT. Accordingly,175

the dry and wet masks are referred to as L-dry and L-wet, respectively. When the dry and wet176

regions are identified based on both land and sea PRCPTOT, most of the land grid cells are177

classified as wet because of the large contrast in land versus sea PRCPTOT. Figure 1(c) shows178

the extracted L-dry and L-wet regions, with the color scale indicating the number of models that179

classify a particular cell as dry or wet. There is a good inter-model agreement in the spatial180

distribution of dry and wet grid cells, with ∼82% of grid cells having a model count of at least181

17 out of 20. The wet regions are mainly present in Borneo and New Guinea, with other cells182

distributed along the western coasts of Sumatra and Myanmar, and eastern Philippines. The183

location of wet regions are mainly determined by the interaction of the monsoon winds with the184

terrain (Figures 1a and 1c) (e.g., Chang et al., 2005; Mandapaka et al., 2017). The dry grid cells185

are mainly concentrated in CSEA, with others present in Java and nearby islands.186

The ninth regional mask used in the study focuses on low elevation coastal zones (LECZ),187

which are delineated using the U.S. National Geophysical Data Center’s ETOPO1 dataset. The188

ETOPO1 one arc-min resolution elevation data are regridded to 0.25◦ resolution (i.e. the res-189

olution of the NEX-GDDP dataset) and the coastal grid cells with elevation below 25 m are190

categorized as LECZ region. The LECZ grid cells occupy about 5.5% of the study area.191

4 Results and discussion192

The indices described in section 3.1 are obtained for each year and grid cell, and normalized193

with corresponding baseline period climatological indices. The normalized indices are then aver-194

aged over all nine regional masks. Figure 2 shows the temporal evolution of normalized indices195

for the six geographical subdomains in terms of ensemble mean ±1 standard deviation. The196

PRCPTOT time series for RCP4.5 and RCP8.5 follow a similar pattern for much of the study197

period. However, the extreme precipitation indices R95P and RX1DAY tend to diverge after198

2050. The results indicate considerable change in indices by the end of twenty-first century for199
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all six regions. The regions L-dry, L-wet, and LECZ also show substantial changes by the end200

of twenty-first century (Figure 3). In subsequent sections, we describe the spatial distribution of201

projected changes and quantify their regional variation.202

4.1 Spatial patterns in ensemble mean response203

We evaluated the time series of ensemble mean at each grid cell for the presence of monotonic204

trends using the MK test with a significance level of 5%. The trends were then quantified using205

Sen’s regression. It is noted that the trend analysis was performed on the time series from 2006-206

2099, i.e. on the model projections. Figure 4 shows the spatial distribution of trends in ensemble207

mean PRCPTOT and RX1DAY for RCP4.5 and RCP8.5 scenarios. The stippled pattern in208

Figure 4 denotes grid cells with trends that are statistically significant at 5%. The indices209

exhibit significant upward trend, particularly in land grid cells under both emission scenarios.210

However, the trends are weaker south of the equator, with the exception of NGUI. PRCPTOT211

can increase at a rate of 3-3.5% decade−1 in northern parts of CSEA and PHIL, and 0.5-1%212

decade−1 in JAVA under RCP8.5 scenario. The trends in RX1DAY exceed 4% decade−1 for213

Central Borneo, northern parts of CSEA and in many parts of NGUI. Some grid cells in the214

Indian Ocean region southwest of Sumatra and Java show a decline in PRCPTOT under both215

scenarios, but RX1DAY is projected to increase in these pixels. From RCP4.5 to RCP8.5, the216

magnitude of trends rise sharply for the RX1DAY (Figure 4c to 4d) compared to the PRCPTOT217

(Figure 4a to 4b), indicating that the precipitation extremes are more sensitive to changes in218

emission scenarios.219

It is noted that the magnitude of trends in Figure 4 were obtained assuming linearity. There-220

fore, we also quantified the changes in indices using time-slice analysis, wherein the average index221

during the 2070-2099 period at each grid cell is compared with that of the baseline period 1970-222

1999. Figure 5 shows the spatial distribution of centennial changes in ensemble mean PRCPTOT223

and RX1DAY for the two RCP scenarios. The spatial patterns in Figure 5 are consistent with224

those of trend analysis in Figure 4. With the exception of the Indian Ocean region southwest225

of Sumatra and Java, the study domain experiences wetter conditions by the end of the 21st226

century relative to the 1970-1999 baseline period under both RCP scenarios. For a majority of227

grid cells, particularly for RX1DAY, at least 15 models agree on the sign of change of ensemble228
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mean (see stippled pattern in Figure 5). The average projected increase in PRCPTOT by the229

end of 21st century can be as high as 29% under RCP8.5 scenario in northern parts of CSEA,230

and in PHIL. The projected changes in RX1DAY are more pronounced, with values exceeding231

40% in Central Borneo, parts of NGUI, Thailand and Myanmar.232

4.2 Regional averages of projected changes233

Figure 6 displays centennial changes in four indices averaged over nine different land masks.234

The vertical bars represent the intermodel spread in the form of ensemble mean ±1 standard235

deviation. The average projected increases in PRCPTOT across all land regions (dashed lines236

in Figure 6) are 9% and 15% under RCP4.5 and RCP8.5, respectively. The ensemble mean237

increase of 15% in PRCPTOT obtained here under RCP8.5 lies towards the higher end of the238

interquartile range of 5-15% shown for SEA in Sillmann et al. (2013) based on CMIP5 GCMs239

at their original resolution. Larger values in this study could be partly due to finer resolution240

projections used. Figure 6 also reveals large intermodel spread and significant regional variability241

in the projected changes in all four indices. Among the six geographical masks, CSEA and PHIL242

show larger changes in PRCPTOT, with values of 19% (±15%) and 20% (±18%), respectively243

under RCP8.5. The regions SRMP and BORS show an ensemble mean PRCPTOT increase of244

9% and 11%, respectively, whereas JAVA shows weaker changes with an ensemble mean value of245

6% under RCP8.5.246

The ensemble mean projected increases in R10 when averaged over all land cells are 9%247

and 13% under RCP4.5 and RCP8.5, respectively (Figure 6). The largest increases in R10 are248

projected for PHIL with values of 19% (±18%) followed by NGUI with values of 15% (±15%)249

under RCP8.5. The projected changes in R95P follow a pattern that is similar to PRCPTOT250

and R10, i.e., larger changes for CSEA, PHIL and NGUI, and weaker response for JAVA. On251

average, the R95P across land cells is projected to increase by 13% and 21% under RCP4.5 and252

RCP8.5, respectively. The index RX1DAY shows a more pronounced increase compared to other253

indices. The ensemble mean projected increase in RX1DAY averaged across all land cells is 15%254

and 26% under RCP4.5 and RCP8.5, respectively. The projected increase in RX1DAY is the255

largest for NGUI with a value of 30% (±20%) followed by CSEA with a value of 28% (±12%)256

under RCP8.5 scenario.257
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The projections reveal an increase in PRCPTOT in both L-Dry and L-Wet regions with258

centennial changes of 18% (±14%) for the former and 15% (±12%) for the latter under RCP8.5.259

Similarly, RX1DAY in L-Dry and L-wet regions is projected to increase by 26% (±12%) and260

29% (±17%), respectively under RCP8.5. In general, the results are consistent with Donat261

et al. (2016), which showed similar projected changes in RX1DAY over global dry and wet land262

regions. In LECZ, the PRCPTOT and RX1DAY are projected to increase by 11% and 22% on263

average, respectively under RCP8.5. The above pattern is similar for RCP4.5 scenario although264

with smaller changes. Overall comparision of results for RCP4.5 and RCP8.5 shows that the265

precipitation extremes are more sensitive to the changes in emissions than PRCPTOT and R10.266

For example, average projected increase in PRCPTOT over land grid cells changes from 9% for267

RCP4.5 to 15% for RCP8.5, whereas the corresponding increase in RX1DAY is 15% for RCP4.5268

and 26% for RCP8.5. This general pattern is noticed at subregional scales as well (e.g. CSEA,269

SRMP in top and bottom panels of Figure 6).270

The shaded boxes enveloping the vertical bars in Figure 6 represent the standard deviation271

computed by pooling in all the grid-level projected changes (without averaging) for each region.272

Therefore, the shading indicates both intermodel spread and spatial variability within a region,273

and is always larger than the one shown by vertical bars. Expectedly, the spatial variability274

is minimal for smaller regions JAVA and PHIL. The CSEA region, which is the largest among275

the geographical masks shows considerable spatial variability in projected changes, in the form276

of large spread of the shaded box compared to the vertical bar. The masks L-Dry, L-Wet and277

LECZ also show high spatial variability because the corresponding grid cells are spread out over278

different regions (see Figure 1c).279

To this point, we analyzed precipitation extremes using indices R95P and RX1DAY. To280

quantify changes in extremes of specific return periods, we used EVT framework described in281

section 3.2. We pooled all RX1DAY values within each 3 × 3 box surrounding a grid cell and282

the 30-year baseline period of 1970-1999 (assuming stationarity within this period), resulting in283

270 values for each grid cell. The choice of a 3 × 3 box instead of single cell was to minimize the284

effect of sampling (270 vs 30 values) in the fitting process. The pooled RX1DAY values at each285

grid cell were then fitted with a GEV distribution (equation 1) using the maximum likelihood286

method (e.g., Coles, 2001; Kottegoda and Rosso, 2008). The process was then repeated for the287
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future time period 2070-2099 for RCP4.5 and RCP8.5 scenarios. The goodness of fit of the288

GEV distribution for baseline and future periods was evaluated using Kolmogorov-Smirnov (KS)289

test at a significance level of 5%. As parameters of the GEV distribution were obtained from290

the data, we followed Monte Carlo approach (e.g., Kottegoda and Rosso, 2008; Villarini et al.,291

2011) to obtain critical values for the KS test. For the grid cells which passed the KS test, the292

GEV distribution parameters were used to obtain precipitation return levels with an exceedance293

probability of 0.05 (T = 20 years), 0.02 (T = 50 years), and 0.01 (T = 100 years).294

Figure 7 shows the changes in 50-year return values for the 2070-2099 period relative to the295

1970-1999 period. On average, the projected increase in 50-year return levels across land grids is296

14% (22%) for RCP4.5 (RCP8.5) scenario. BORS and NGUI have larger changes in return levels297

compared to other regions under both scenarios. JAVA and PHIL regions have smaller projected298

changes in return levels compared to other regions. The wet regions experience slightly larger299

changes in 50-year return levels compared to dry regions for both scenarios. The projected300

changes in return levels were found to be larger for longer return periods. For example, the301

ensemble mean projected increase in 50-year and 100-year return levels over CSEA region under302

RCP8.5 scenario are 23% and 39%, respectively (Figures 7 and S2). Overall, from Figures 6 and303

7, it is concluded that the extremes are projected to increase at a faster rate compared to the304

total precipitation.305

4.3 Seasonal analysis306

Many regions in the study domain experience significant annual cycle in precipitation (e.g.,307

Chang et al., 2005). The interactions between seasonal winds and the underlying terrain play a308

major role in determining the precipitation hotspots (e.g., Chang et al., 2005; Mandapaka et al.,309

2017). We repeated the analysis at seasonal scale by computing the indices separately for March-310

May (MAM), June-August (JJA), September-November (SON), and December-February (DJF)311

months. Figure 8 displays the projected changes in regionally averaged indices for four seasons312

for the time period 2070-2099 relative to the baseline period 1970-1999. The average projected313

increases in boreal spring PRCPTOT across land regions are about 11% and 13% under RCP4.5314

and RCP8.5 scenarios, respectively. The highest (lowest) ensemble mean increase in boreal spring315

PRCPTOT is projected for PHIL (CSEA) region. Similarly, the projected changes in R10 and316
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R95P are larger for PHIL and weaker for CSEA under both emission scenarios. However, both317

PHIL and CSEA regions have large intermodel spread in all three indices (PRCPTOT, R10 and318

R95P) during boreal spring. For example, PHIL has a projected increase in PRCPTOT of 23%319

(±32%) in boreal spring compared to the annual value of 20% (±18%) under RCP8.5 scenario.320

The large intermodel spread in PHIL and CSEA is mainly because of the drier climatology in321

these regions during boreal spring (Figure S1 in supplementary material), with the mean daily322

precipitation in many grid cells < 3.5 mm day−1 (e.g., Mandapaka et al., 2017). The same effect323

is also observed in the form of larger intermodel spread for L-Dry grid cells in boreal spring. The324

average projected increase in MAM RX1DAY across all land areas is 21% under RCP8.5, with325

the largest average increase of 28% in NGUI.326

In JJA months, the average projected increase in PRCPTOT across land regions is about327

15% under RCP8.5, with near-zero values for JAVA and highest values for PHIL. However, the328

intermodel model spread for JAVA is large compared to other regions. During JJA months,329

JAVA region is dry (Figure S1), with the mean daily precipitation < 2 mm day−1 in a majority330

of its grid cells (e.g., Mandapaka et al., 2017). Furthermore, many grid cells in JAVA have zero331

JJA seasonal precipitation during the baseline period, which cannot be included in the analysis332

because all the future changes are computed relative to the baseline period. The remaining few333

grid cells with non-zero seasonal precipitation result in large intermodel spread for JAVA. Other334

indices also show a similar pattern for JAVA during JJA months. On average, the JJA R95P335

and RX1DAY for land regions are projected to increase by 22% and 24%, respectively under336

RCP8.5, with larger values for PHIL and NGUI.337

For SON PRCPTOT, the largest ensemble mean increase of 26% is projected in CSEA fol-338

lowed by an increase of 23% for NGUI under RCP8.5. On average, the SON PRCPTOT is339

declining in JAVA by 6% but a large intermodel standard deviation of 29% is observed. The340

results for SON R10 and R95P are similar to those of PRCPTOT. Among the four indices, the341

intermodel agreement is higher for projected changes in RX1DAY, with values of 31% (±17%)342

in CSEA, and 29% (±23%) in NGUI under RCP8.5. For DJF months, the average projected343

changes in PRCPTOT for land grid cells is 12% under RCP8.5 scenario, with the largest value of344

25% (±38%) for PHIL. Very similar to the results for JAVA during JJA months, large intermodel345

spread (35-40%) in projected PRCPTOT for CSEA, PHIL and L-Dry regions is due to very low346
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seasonal precipitation in these regions (Figure S1). The pattern is similar for other indices dur-347

ing DJF months. The DJF RX1DAY is projected to increase by 19% over land regions under348

RCP8.5 with the largest values of 24% (±18%) in NGUI.349

When averaged over all land grid cells in the study domain, the annual cycle (dashed lines350

in Figure 8) in projected changes is negligible. For example, PRCPTOT over land areas is351

projected to increase on average by 13%, 15%, 16% and 12% for MAM, JJA, SON and DJF352

months, respectively compared to the annual value of 15% under RCP8.5. Similarly, the ensemble353

mean increase in RX1DAY when averaged across land grid cells ranges from 19% in DJF to 24%354

in JJA months under RCP8.5. However, individual regional masks CSEA and PHIL display355

considerable annual cycle with ensemble mean projected changes in PRCPTOT ranging from356

6-26% and 12-27%, respectively.357

5 Summary and concluding remarks358

This paper presented regional scale assessment of the response of SEA precipitation to the359

warming climate using the recently released statistically downscaled climate model projections360

from the NASA Earth Exchange. The impacts of climate change on regional precipitation pat-361

terns was assessed at a spatial resolution of 0.25◦. Different aspects of precipitation structure362

were analyzed using four indices (PRCPTOT, R10, R95P and RX1DAY), which characterize363

precipitation amount, frequency and extremes. The projected changes in these four indices were364

quantified using trend analysis and time-slice comparison.365

Results revealed significant positive trends in the ensemble mean projections of all four indices366

in a majority of the study domain. The trends in PRCPTOT were stronger in northern parts of367

CSEA, and weaker in JAVA region, with the values of 3-3.5% and 0.5-1% decade−1, respectively.368

The trends in precipitation extremes were found to be stronger than those in annual precipitation369

total under both emission scenarios. The results from the time-slice comparison were consistent370

with those of trend analysis, with stronger projected increases in the northern parts of CSEA371

and weaker changes south of the equator.372

The regional variability and intermodel spread were studied by grouping grid cells into nine373
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subregions: six geographical, two climatological (dry and wet), and one mask based on topog-374

raphy and proximity to the coast. All six geographic subregions showed substantial increase in375

annual total precipitation and extremes by the late 21st century. Relative to the baseline period376

of 1970-1999, PRCPTOT in land cells is projected to increase by 9% and 15% under RCP4.5 and377

RCP8.5, respectively, with larger changes in CSEA, PHIL and NGUI and weaker response in378

JAVA. The average projected changes in other three indices (R10, R95P and RX1DAY) followed379

a similar regional pattern as PRCPTOT, although with larger magnitudes. The index RX1DAY380

shows the most pronounced increase compared to other indices, with values of 15% and 26%381

for land grid cells under RCP4.5 and RCP8.5, respectively. Furthermore, the changes in projec-382

tions from RCP4.5 to RCP8.5 were found to be stronger for precipitation extremes (R95P and383

RX1DAY) compared to the precipitation total (PRCPTOT) and frequency (R10) implying that384

extremes are more sensitive to global warming.385

Considerable increase in all four indices is projected for both L-Dry and L-Wet regions,386

which suggests that dry-gets-drier hypothesis does not hold for dry grid cells delineated based387

on land-only PRCPTOT. In LECZ, the ensemble mean projected changes in PRCPTOT and388

RX1DAY were found to be 11% and 22%, respectively under RCP8.5. The implications of389

changes in precipitation extremes in LECZ should be carefully assessed as these regions are more390

vulnerable to flooding. Besides assessing changes in precipitation structure using four indices,391

this study also analyzed very rare events using the EVT framework. The average projected392

increase in 50-year return levels across land grids was found to be 14% and 22% for RCP4.5 and393

RCP8.5, respectively.394

Large intermodel spread was noticed in the projections of all indices. The intermodel spread395

is particularly large when the analysis was conducted at seasonal scale. In general, the regional396

variability in projected changes was found to be more pronounced than the seasonal variability.397

However, some regions such as CSEA and PHIL exhibit strong annual cycle but dominated398

by large intermodel spread. As the fine resolution NEX-GDDP dataset is a result of statistical399

downscaling, the general limitations underlying statistical downscaling methods (e.g., stationarity400

assumption) will apply to the results presented in this study. Another caveat of this study is the401

bias correction in the NEX-GDDP dataset, which is carried out using the Global Meteorological402

Forcing Dataset of Sheffield et al. (2006). Further bias adjustment using regional datasets such403
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as APHRODITE (Yatagai et al., 2012) may improve the assessment of projected changes in404

precipitation at regional scales.405

As risk is a function of hazard, exposure and vulnerability, the changes in precipitation406

structure need to be superposed on the changes in future exposure and vulnerability to assess407

their relative impacts on future riverine and coastal flood risk. With the recent progress in the408

availability of global flood hazard and exposure databases (e.g., Jongman et al., 2012; Jones and409

ONeill, 2016), a few studies have assessed flood risk at global scale (e.g., Arnell and Gosling,410

2016; Winsemius et al., 2016; Alfieri et al., 2017). Similar efforts at local scale using downscaled411

climate model projections and a more rigorous representation of changes in land use, land cover412

and population would help in better understanding of potential changes in flood risk and in413

framing future flood mitigation policies.414
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Table 1: List of indices employed to characterize precipitation structure

Indicator Description Units

PRCPTOT Total wet day precipitation amount in a year or a season mm

R10 Number of days with precipitation ≥ 10 mm d−1 days

R95P Total precipitation from days with rainfall ≥ 95th percentile mm

RX1DAY Annual or seasonal maximum daily precipitation mm day−1
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Table 2: List of regional masks and their fractional land coverage

Mask Description Land coverage (%)

CSEA Continental Southeast Asia 27.3

SRMP Sumatra and Malay Peninsula 14.9

JAVA Java and nearby islands 6.5

BORS Borneo and Sulawesi islands 20.6

PHIL Philippines archipelago 8.9

NGUI New Guinea 18.1

L-Dry Dry (bottom 25 percentile precipitation) grid cells 25.0

L-Wet Wet (top 25 percentile precipitation) grid cells 25.0

LECZ Low elevation coastal zones 23.5
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Figure 1: (a) Topography of the study region, (b) six geographical masks: continental south-
east Asia (CSEA), Sumatra and Malay Peninsula (SRMP), JAVA, Borneo and Sulawesi islands
(BORS), Philippines (PHIL), and New Guinea (NGUI), and (c) the model count for wet and
dry grid cells. The wet and dry cells in (c) are derived based on top and bottom quartiles of the
base period (1970-1999) PRCPTOT for each model.
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Figure 2: Time series of four precipitation indices averaged over each region (CSEA, SRMP,
JAVA, BORS, PHIL and NGUI). The solid thick lines represent ensemble mean and the shaded
regions denote ± 1 standard deviation from 20 models.
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Figure 3: Same as Figure 2 but for L-dry, L-wet, and LECZ regions.
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Figure 4: Maps showing spatial distribution of decadal trends (estimated using Sen’s regression)
in (top) PRCPTOT and (bottom) RX1DAY, for (left) RCP 4.5 and (right) RCP 8.5. Stippling
indicates trends that are statistically significant at 5%.
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Figure 5: Maps showing spatial distribution of centennial changes (i.e. 2070-2099 vs 1970-1999)
in (top) PRCPTOT and (bottom) RX1DAY, for (left) RCP 4.5 and (right) RCP 8.5. Stippling
indicates that at least 15 models agree with the sign of ensemble mean change.
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Figure 6: Changes in precipitation indices averaged over nine regional masks (see Table 2) for the
time period 2070-2099 relative to the 1970-1999 period. The vertical bars represent intermodel
spread in the form of ensemble mean ±1 standard deviation, and the shading indicates both
intermodel spread and spatial variability. The dashed blue and red lines represent ensemble
average across all land grid cells for RCP4.5 and RCP8.5.
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Figure 7: Changes in 50-year precipitation return level averaged over nine regional masks for the
time period 2070-2099 relative to the 1970-1999 period. The vertical bars represent intermodel
spread in the form of ensemble mean ±1 standard deviation.

33



-40

-20

  0

 20

 40

 60

 80
PRCPTOT

MAM

RCP4.5 mean ± std
RCP8.5 mean ± std

JJA SON DJF

-40

-20

  0

 20

 40

 60

 80
R10

C
h

a
n

g
e

 i
n

 I
n

d
e

x
 [

%
]

-40

-20

  0

 20

 40

 60

 80
R95P

Rx1day

-40

-20

  0

 20

 40

 60

 80

C
S

E
A

S
R

M
P

J
A

V
A

B
O

R
S

P
H

IL

N
G

U
I

L
-D

ry

L
-W

e
t

L
E

C
Z

C
S

E
A

S
R

M
P

J
A

V
A

B
O

R
S

P
H

IL

N
G

U
I

L
-D

ry

L
-W

e
t

L
E

C
Z

Mask/Region

C
S

E
A

S
R

M
P

J
A

V
A

B
O

R
S

P
H

IL

N
G

U
I

L
-D

ry

L
-W

e
t

L
E

C
Z

C
S

E
A

S
R

M
P

J
A

V
A

B
O

R
S

P
H

IL

N
G

U
I

L
-D

ry

L
-W

e
t

L
E

C
Z

Figure 8: Changes in precipitation indices averaged over nine regional masks for the time period
2070-2099 relative to the 1970-1999 period for different seasons. The vertical bars represent in-
termodel spread in the form of ensemble mean ±1 standard deviation. The dashed line represents
ensemble average across all land grid cells for RCP8.5.
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