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1 INTRODUCTION

Singapore is a data center (DC) hub in Southeast Asia [1]. However, Singapore's year-round high
temperatures and humidity levels introduce signi�cant challenges for the local DC operators in
improving the energy e�ciency of their infrastructures. As Singapore's DCs spend more energy in
cooling, their average power usage e�ectiveness (PUE), whichis 2.07 [15], is higher than the global
average of 1.7 [9]. In the United States, the DC sector accounted for 1.8% of the country's total elec-
tricity consumption in 2014 [16]. In Singapore, this percentage is up to 7% [1]. Thus, technologies
that can improve DC energy e�ciency in the tropics will furtherenhance Singapore's attractive-
ness as a regional data center hub. They are also important to Singapore's energy sustainability
and commitment to Paris Agreement.

Air-side free cooling that utilizes outside cold air to cool the information technology (IT) equip-
ment has been increasingly used to improve the energy e�ciency of DCs [7]. However, air-side
free cooling in the tropics has been long thought infeasible from the intuition that the high tem-
perature and relative humidity (RH) of the air supplied to theservers will undermine their per-
formance and reliability. On the other hand, the American Society of Heating, Refrigeration and
Air-Conditioning Engineers (ASHRAE) has been working for years onexpanding its suggested
allowable temperature and RH ranges for IT equipment. For instance, the servers compliant with
ASHRAE's Class A3 can operate continuously and reliably when the temperature and RH of the
supply air are up to 40°C and 90%. This sheds light on the possibility of air-side free-cooled DCs
in Singapore, since the record temperature in Singapore is 37°Conly and the ambient RH is in
general lower than 90%.

To investigate the feasibility of air-side free cooling in Singapore, together with multiple part-
ners in DC industry and research, we designed, constructed, and experimented with an air-side
free-cooled DC testbed consisting of three server rooms located in two local DC operators' premises.
The testbed hosts 12 server racks with 60 kW total power rating. This technical report holistically
introduces this project, presents the measurement results, discusses the experiences and learned
lessons obtained from the project. Speci�cally, the main results of this project are summarized as
follows.

� We perform 18-month microbenchmark tests to investigate the performance of the servers
under di�erent partially controlled environmental conditions. Themeasurement results show
that the servers can operate without computing performance degradation when the supply
air temperature is up to 37°C.

� The total energy consumed by cooling and IT equipment is decreasedby about 45% when
the supply air temperature setpoint is increased from 25°C to 33°C. Moreover, the adaptive
ventilation using fans only to cool the IT equipment can reduce thePUE down to 1.05.

� We build and evaluate various analytical and neural network models based on meta informa-
tion and real sensor data collected from the testbed to characterize the dynamic state of the
temperature, RH, and power consumption of the IT equipment and the testbed's supporting
infrastructure for cooling, ventilation, and heating.

� We develop a deep reinforcement learning (DRL)-based advanced control algorithm that can
maintain the supply air temperature and RH below respective speci�ed thresholds for the
sake of IT hardware reliability. Extensive simulations are performed to evaluate the perfor-
mance of the control algorithm.

� We detail our investigation on the reasons of the server failures occurred during the 18
months' tests. We recommend several mitigation approaches tothe designs and operations
of similar air-side free-cooled DCs in Singapore's tropicalenvironments.
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The rest of this technical report is organized as follows. Section 2 presents the design of the
testbed and the benchmark tests on the IT equipment. Section 3 presents the sensor data analytics.
Section 4 presents the mathematical modeling on the power consumption and thermal aspects
of the testbed. Section 5 presents various operating procedures for air-side free-cooled DCs and
the related cost saving quanti�cation based on the successfulIT equipment tests on our testbed.
Section 6 presents the IT equipment failures we encountered on the testbed during the project and
proposes mitigation approaches. Section 7 discusses several issues and provides the conclusion
remarks. Section 8 discusses future research.
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2 TESTBED DESIGN AND BENCHMARK TESTS

2.1 Design and Construction of Testbed

2.1.1 Design of Testbed.We design the testbed with three objectives.

(1) On the testbed, we should be able to maintain the condition of the air supplied to the IT equip-
ment at a certain setpoint for a period of time (e.g., several days). The condition includes
three aspects that are often considered important for IT equipment performance and relia-
bility, i.e., temperature, RH, and air volume �ow rate. The setpoint can be adjusted within a
wide range, such that we can evaluate the performance of the IT equipment under various
conditions. In other words, we can run the testbed in acontrolledmode. However, we later
found that RH control in a wide range is di�cult, which will be discussed shortly.

(2) We can run the testbed in anuncontrolledmode, in that we just use the outside air without
adjusting its condition to take away the heat generated by the ITequipment. We aim to run
the testbed in this uncontrolled mode for an extended period of time to understand the direct
impact of the outside air on the IT equipment and the achievableenergy saving.

(3) The testbed should include a standard server room with wellcontrolled conditions to gen-
erate the baseline results.

To meet the above three objectives, we design a testbed consisting of three server rooms, de-
noted by Room-A, Room-B, and Room-C. Room-A and Room-B are two side-by-side purposely
built server rooms to support the aforementioned controlled anduncontrolled experiments. The
side-by-side arrangement makes sure that they will inhale outside air with the same condition,
enabling comparative experiments. We planed to build these two server rooms in the premise of
a commercial colocation DC operator that is referred to as Operator-A. As such, we may leverage
the domain expertise of Operator-A in facility management, 24/7 monitoring, security assurance,
emergency response, and etc. Room-C is a standard server room operated by another commercial
colocation DC operator that is referred to as Operator-B.

The original testbed design objectives include RH control capability. However, from the discus-
sions with facility suppliers and our study, we found that for Room-A and Room-B, implementing
RH setpoints in a wide range in Singapore's tropical condition iscostly and technically challenging.
First, as Room-A and Room-B will continuously inhale outside air, from our industrial partner with
DC facility expertise, the commercially available dehumidi�er and humidi�er cannot sustain the
RH and air volume �ow rate setpoints speci�ed in the experiment plan (cf. Section 2.2). Note that

Fig. 1. Feasibility of temperature/RH setpoints during Juland Aug 2018 in Singapore.
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Fig. 2. Design of Room-A/B. Room-B does not have heater. Arrowsrepresent the air flows.

typical data centers often have enclosed environment, in that theair is circulated within the data
center building. As they inhale a limited amount of air from the outside, they have low dehumid-
i�cation demands. Second, we have also studied a possible energy-e�cient cooling-then-mixing
dehumidi�cation approach. Speci�cally, it uses a cooling coil to condense and remove the water
vapor contained in the air entering the server room and then mixes the dried cold air with a con-
trolled portion of the hot air generated by the IT equipment to maintain the temperature of the
air supplied to the IT equipment at the setpoint. However, for atotal IT load of 20 kW in a server
room, our simulation studies show that the ability of this dehumidi�cation approach in maintain-
ing the temperature and RH setpoints highly depends on the temperature and RH of the outside
air. The gray scale in Fig. 1 shows the percentage of time in July and August 2018 in Singapore,
during which the corresponding temperature and RH setpoints on thex- andy-axis, respectively,
can be maintained by the cooling-then-mixing approach. We can seethat it is di�cult to maintain
low temperature and RH setpoints simultaneously for long periods of time.

Given the challenges in controlling RH in a wide range, we focus onmaintaining the temper-
ature and air volume �ow rate setpoints in the design of Room-A and Room-B. Our design is as
follows. Each of Room-A and Room-B is equipped with a cooling coil and multiple fans to move
the air through the room. Fig. 2 shows the design of Room-A. Figs. 2a and 2b show the 3D and top
views of Room-A. The room has two layers, where each layer is divided into four chambers. The
outside air is continuously inhaled into the mixing chamber on thetop layer. A cooling coil and
an air heater are installed in the mixing chamber to process theoutside air before supplying it to
the servers. Two fans (i.e., supply air fan and exhaust fan) are installed on the top layer to move
air. Moreover, there are three dampers (i.e., supply damper, exhaust damper, and mixing damper)
as shown in Fig. 2. By setting their openness, we can control the air �ow paths. After the supply
air fan, the air enters a chamber and then goes down to the cold aisle chamber on the bottom layer
through four vents. This design improves the evenness of the cold air volumes passing through
the vents. Four 42U server racks are installed on the bottom layer, sitting between the cold aisle
and hot aisle chambers. Our design well separates the cold airsupplied to the servers and the
hot air generated by them. This enables the precise control of the condition of the air supplied
to the servers. The hot air from the servers goes to a chamber across the bottom and top layers

8



and is then moved by the exhaust air fan into a bu�er chamber. Depending on the settings of the
three dampers, the hot air is exhausted and/or recirculated to the mixing chamber. By setting the
openness of the three dampers, we can control the percentage of the hot air generated by the IT
equipment that will be mixed with the cold, relatively humid outside air to form warm, relatively
dry air for the IT equipment. This design gives a certain levelof RH control capability that can be
used to reduce the negative impact of airborne contaminants on thereliability of the IT equipment.
The details of this RH control will be presented in Section 5.2.

The design of Room-B is almost same as that of Room-A. The only di�erence between Room-B
and Room-A is that, Room-B does not have a heater. This reduces the equipment cost and does not
impede our experiments, because we can assign the controlled experiments with high temperature
setpoints to Room-A. After the designs of Room-A/B are generated, we contract a third-party
company to build a computational �uid dynamics (CFD) model based on our designs and perform
extensive simulations to check whether the thermal properties of the two server rooms meet our
requirements. Note that after the testbed is commissioned, the CFD model is improved by another
third-party company based on the data traces generated by the testbed to achieve a root mean
square error (RMSE) of about 1.2°C in predicting temperatures in the server rooms.

Fig. 3. Design of Room-C and cold air containment.

Room-C is a standard private vault in the premise of Operator-B. It follows the typical raised
�oor design and has two computer room air conditioning (CRAC) units that duty-cycle to provide
cooling. We purposely improve its energy e�ciency to make it an optimistic baseline by adding a
cold air containment design as illustrated in Fig. 3. The �gure also illustrates the layout of the four
IT racks and the air �ows.

2.1.2 Construction of Testbed.The construction of Room-A/B undertaken by a contractor took
about four months. Fig. 4(a) shows the two side-by-side storage rooms located within the premise
of Operator-A that were later retro�tted into Room-A and Room-B. Figs. 4(b) and (c) show the ex-
terior of Room-A and Room-B during and after the construction, respectively. As seen in Fig. 4(c),
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Fig. 4. Construction and configuration of Room-A, Room-B, and Room-C.

two supply air ducts were constructed such that there is su�cient space separation between the
air inhaled and exhausted by Room-A/B. Air �lters of Class MERV-6 were installed in the air ducts
to prevent PM10 and larger particles from entering the server rooms. The red pipelines shown
in Fig. 4(c) belong to a �re protection system. Note that, as Room-A and Room-B would experi-
ence high temperatures at their hot aisles, the testbed must has a �re protection system with 24/7
monitoring. Fig. 4(d) shows the outdoor condensers for the cooling coils installed in Room-A/B.
The distance from these condensers to Room-A/B is about 30 meters to reduce the heat recircu-
lation from the condensers to the two rooms. Fig. 4(e) and (f) show the power and Supervisory
Control and Data Acquisition (SCADA) panels for Room-A/B. Eachbranch in the power panel has
a smart meter for branch-level monitoring. All sensors and actuators deployed in Room-A/B are
SCADA slaves communicating with a SCADA master using Modbus TCPprotocol. The SCADA
master runs on a workstation computer that is located within aconditioned room. Fig. 4(g)-(j)
show various sensors deployed in Room-A and Room-B. Note that understanding the air �ow
�eld is important for DC monitoring. However, air �ow �eld can only be measured using indirect
methods. We deployed air velocity sensors at the vents that supply air to the cold aisle. The air
velocity measurements in m/s can be converted to air volume �owrate in m3=h based on the cross
section area of the vents. On the IT racks, we deployed di�erential pressure sensors to measure
the pressure drop across the racks. The pressure drop measurements help understand the spatial
distribution of the air volume �ows over the cross section ofthe racks. We also deployed sensors
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to monitor the concentration of S2O, H2S, and NO2, that are often considered the major corro-
sive gases threatening server hardware. A total of 85 sensors invarious modalities were deployed
on the testbed. Fig. 4(k) shows an empty private vault provided by Operator-B to be retro�tted
as Room-C. Fig. 4(l) shows the four racks we deployed in Room-C with the constructed cold air
containment.

In each server room, we deployed four 42U IT racks. Thus, our testbed of three server rooms
hosts a total of 12 racks. The planed power rating for each rack is 5 kW. If all the racks are fully
populated with servers, the capital expenditure (Capex) forIT equipment will be twice of the Capex
for constructing all the supporting facilities shown in Fig. 4.We received a total of 33 on-loan IT
devices from four major IT equipment manufacturers as their contributions to this research project.
We deployed the same set of 11 IT devices in each server room, as shown in Figs. 4(n) and 4(o).
As the racks are not fully populated, to increase cooling e�ciency, we applied blinds as shown in
Fig. 4(o) on the empty rack slots. Moreover, to increase the power consumption of the IT racks
for realism of the experiments, we deployed four in-rack thermo-�uid simulators in each of Room-
A and Room-B, and eight in Room-C, as shown in Fig. 4(n). The thermo-�uid simulator can be
con�gured manually to consume a certain power among multiple discrete levels up to 5 kW. With
the thermo-�uid simulators, we can reduce the Capex of the testbed, while maintain its realism
in terms of power consumption and heat generation. Thanks to Operator-A's and Operator-B's
provision of the spaces as their contributions to the project,the operating expenditure (Opex) of
the testbed is mainly the energy charge. The Opex of the testbedover about 1.5 years is about 10%
of the Capex for constructing the testbed.

2.1.3 Configuration of Testbed.We con�gured all servers and network switches/routers so that
we can easily control their operations for experiments. Moreover, as all the three server rooms
are located in the premises of Operator-A and Operator-B, it is desirable that we can access all IT
equipment and the supporting facilities remotely from our university campus. The remote access
should be con�gured prudently with cybersecurity always in the mind. Although the IT equipment
on the testbed will not be used for production, we have a major concern regarding cyber-attacks
that take over the SCADA system to damage the costly supporting facilities and/or use the facilities
to create safety incidents (e.g., �res by the heater).

We installed the unmodi�edCentOSv6.9 GNU/Linux on all the servers and con�gured the
switches to form an Intranet in a fat tree topology. We con�guredthree routers on our testbed
to use three public IPv4 addresses. Once we made our routers publicly accessible, we observed
multiple rounds of port scanning from the Internet, which is often the �rst step of cyber-attacks.
We applied a whitelist of accessible ports and remote host IP addresses to restrict the access. The
SCADA master provides a password-protected web interface toaccess real-time or historical sen-
sor data and adjust the setpoints of actuators (heater, supply/exhaust fans, air dampers, and cool-
ing coils). The SCADA master was con�gured to use HTTPS for the web interface to ensure the
integrity and con�dentiality of the communications between the testbed and our campus.

We developed a set ofBASHscripts to control and monitor servers' running status. The details
are as follows.

(1) For CPU status control, we usecpulimit v0.2 to maintain the utilization of each physical
core of a CPU at a speci�ed level. Then, we use a customizedLINPACKbenchmark provided
by the CPU vendor to measure the CPU performance.

(2) For hard disk drive (HDD) status control, we use thecgroups to maintain the read/write
throughput of the HDDs con�gured to operate in the RAID0 mode.Then, we usefio to
generate HDD read/write requests.

(3) For memory status control, we usememtesterto generate test tra�c and �nd memory faults.
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Fig. 5. The planed experiments.

(4) For server status monitoring, we use nine tools:cpupower, edas-utils , impitool , sar ,
rsyslog , smartmontools, lm_sensor,bmc, andfoo.

Note that many of server-level parameters (e.g., inlet temperature, server errors and server power)
are based on the Intelligent Platform Management Interface (IPMI). The collected data traces are
uploaded periodically to Google Cloud Storage. During the combined tests of all the scripts we
developed, we found that when we tried to maintain the CPU utilization at 100%, IMPI's sam-
pling experienced signi�cant jitters, degrading the quality of the server status monitoring. Thus,
in our planed experiments (cf. Section 2.2), the highest CPU utilization that will be maintained
for extended period of time is 90%. We only conducted short-period experiments for 100% CPU
utilization.

On the SCADA master, our contractor used a script language to implement the following algo-
rithms. First, they implemented the proportional-integral-derivative (PID) control for the supply
and exhaust fans to maintain the air volume �ow rate setpoint based on the measurements of the
air velocity sensors shown in Fig. 4(i). The control error is within 5%. Second, they implemented the
bang-bang control for the coiling coil and heater to maintain the temperature of the air supplied
to the IT racks at a setpoint. The control error is about 1°C.

In the planned experiments (cf. Section 2.2), the operations of the servers and the supporting
facility need to be coordinated. Thus, we con�gured the NTP clients of the servers and the SCADA
master on our testbed to synchronize their clocks with the NTP servers in Singapore's NTP pool.
The second-accurate clock synchronization of NTP over Internet su�ces for the needed coordina-
tion.

2.2 Design of Experiments on the Testbed

We planed to conduct two groups of experiments: controlled testsand uncontrolled tests. Fig. 5
shows the planed experiments. The time periods shown in Fig. 5 are net test times. From our
experience, there were also various overheads that consumed the project time, such as preparation
of the test scripts, repair of faulty devices, additional tests to verify results, facility maintenance,
and etc. We planed to complete all tests in Fig. 5 in a duration of20 months.

A controlled test focuses on a key component of the server, i.e.,CPU, hard disk drive (HDD),
and memory. Speci�cally, during aunit testof a controlled test, the ambient condition (temperature
and air volume �ow rate) and the operating status of the tested component are maintained at a
certain level for one hour. A controlled test consists of hundreds of unit tests with all combinations
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Table 1. Experiment se�ings for controlled experiments.

Parameters Minimum Maximum Step Size
Inlet air temperature 25°C 37°Cy 1°C

Air �ow rate* 2500 m3=h 12500 m3=h 2500 m3=h
Servers' CPU utilization(U)] 10% 90% 20%
Hard disk read/write speed 10 MB/sec 100 MB/sec 20 MB/sec

Memory block size 8 kB, 16 kB, 32 kB, 64 kB, 128 kB, 256 kB
*Applicable for Room-A and Room-B only.
] U = 10% orU = 80%,Step size= 10%, 10% is reserved for OS and benchmark tools.
yThe highest temperature record of our city is 36.7°C.

Fig. 6. Outside temperature and dew point in Jul, Aug, and Sepof 2018, in Singapore.

of the server room ambient condition and server component status each swiping the respective
range summarized in Table 1. Note that the maximum temperature setpoint of 37 °C is the record
maximum ambient temperature in Singapore. During the controlled node test, we simultaneously
vary the operating status of CPU, HDD, and memory. For the �rst four controlled tests in Room-C,
the temperature setpoint for the return hot air is set to be 20°C as suggested by Operator-B. The
CRAC unit controls the volume �ow rate of the cold air supplied to the four racks. In the last
controlled test in Room-C, we vary the temperature setpoint from 21°C to 35°C with step size of
1°C and the total power of eight thermo-�uid simulators within [10 kW;20 kW;30 kW;35 kW]. The
controlled tests allow us to understand the performance and thermal safety of the IT equipment
under various conditions.

There are two uncontrolled tests in which the air inhaled by Room-A and Room-B are not con-
ditioned by cooling coils and heater. Thus, the servers experience the ambient temperature and
RH. In the uncontrolled test in Room-A, we �x the air volume �ow rate to a setting that ensures
no overheating on the IT racks. This setting is determined from the test results obtained in the
controlled tests with the most extreme condition (i.e., 37°C and full utilization of servers). In the
uncontrolled test in Room-B, we adapt the air volume �ow rate tothe outside temperature. The
adaptation logic is designed based on the controlled test results. The uncontrolled tests allow us
to assess the energy saving that can be achieved by the air-sidefree cooling design in Singapore's
tropical condition. The results of the �xed ventilation and adaptive ventilation experiments are
presented in Section 5.

Dew point prevention.During the controlled experiments, the cooling coils are used tomaintain
the temperature at the cold aisle at the setpoint. When the outside air is hot and humid (e.g., be-
fore an afternoon rainfall), the temperature of the cooled airleaving the cooling coil may reach
the dew point. As such, the saturated cold air may condense on a colder surface. If such conden-
sation occurs on the printed circuit boards (PCBs) of the IT equipment, the resulted short circuits
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may damage the IT equipment. Although this concern can be mitigated by the fact that the heat
generated by the IT equipment will increase the temperature and thus decrease the RH of the air
passing through the IT equipment, for the safety of the IT equipment, we implemented a dew
point prevention mechanism in the control algorithms for the cooling coils. Speci�cally, if the
temperature setpoint is more than 3°C lower than the outside air dew point that can be calculated
based on outside air temperature and RH, we stop conditioning theinhaled air. Fig. 6 shows the
outside temperature and dew point in about two months. We can seethat the dew point �uctuates
at around 25°C, which is the minimum temperature setpoint duringour tests (cf. Table 1). Thus,
this mechanism only disallowed the tests with low temperaturesetpoints for limited time dura-
tion. With this mechanism and the heat generated by the IT equipment, the RH at the cold aisle is
capped at 90%.
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3 SENSOR DATA ANALYTICS

This section presents the analysis of the sensor data obtained from the testbed during the con-
trolled experiments.

3.1 Benchmark Tests and Collected Data

We perform microbenchmarks to investigate the performance of the servers under di�erent en-
vironmental conditions. We separately test the CPUs, main memories, and HDDs, which are the
main components related to servers' computing performance. Foreach component, we vary the
cold aisle temperature, the room air �ow rate, and a certain operating setpoint of the computing
component in their respective ranges as shown in Table 1. We use the CPU tests to illustrate. There
are a total of 13 temperature levels (from 25°C to 37°C), 5 room air �ow speed levels (from 2500 to
12500 m2=h), and 7 CPU utilization levels (from 10% to 100%). Thus, there are 13� 5� 7 = 455 unit
tests for CPU. Each unit test lasts for one hour. For comparison,we conduct the same number of
unit tests in the baseline room, in which the cold aisle temperature is �xed at 21°C.

We have developed various shell scripts that control the facility and the servers to automate the
execution of the unit tests. In each unit test, we collect data from the deployed sensors and various
monitoring software tools installed on the servers. The sensorsare sampled every �ve seconds.
All sensors are wired to an embedded Supervisory Control and Data Acquisition (SCADA) master
deployed within the chamber beneath the mixing chamber. Each sensor reading is timestamped
using the SCADA master's globally synchronized clock upon its arrival at the SCADA master. Since
the SCADA system uses a dedicated wired network, the communication delay from a sensor to the
SCADA master is negligible. We install a number of software packages includingPMI,SAR,syslog
and lm-sensor to access the servers' built-in sensors and performance counters. All servers are
synchronized to three time servers in our city's NTP pool.

We collected the following datasets during the project period:

(1) CPU test dataset:This dataset was collected during the CPU test in which we varied the
supply air temperature, air volume �ow rate, and CPU utilization. Main purpose of this
dataset is to investigate how the temperature and air �ow rate a�ect the CPU's computing
performance and thermal safety.

(2) HDD test dataset: This dataset was collected during the HDD test in which we varied
the supply air temperature, air volume �ow rate, and HDD randomread/write speed. Main
purpose of this dataset is to investigate how the temperatureand air �ow rate a�ect the
HDD's performance in terms of IOPS and response time.

(3) Memory test dataset: This dataset was collected during the memory test in which we
varied the supply air temperature, air volume �ow rate, and the block size setting in copying
data from one memory area to another memory area of the tested memory. Main purpose
of this dataset is to investigate how the temperature and air �ow rate a�ect the memory's
performance in terms of data copying bandwidth.

(4) Node test dataset: This dataset was collected during the node test in which we varied
the supply air temperature, air volume �ow rate, CPU utilization, HDD random read/write
speed, and block size setting in copying data in the memory. Mainpurpose of this dataset is to
investigate how the temperature and air �ow rate a�ect the server's computing performance
when the CPU, memory, and HDD are in use simultaneously.

(5) Fixed ventilation test dataset: This dataset was collected in the uncontrolled test adopting
�xed air volume �ow rate, while the cooling coil is not used. Main purpose of this dataset is
to investigate the energy saving when a simple air �ow rate control (i.e., �xed �ow rate) is
used.
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(6) Adaptive ventilation test dataset: This dataset was collected in the uncontrolled test
adapting adaptive air volume �ow rate, while the cooling coil is not used. Main purpose
of this dataset is to investigate the energy saving when an advanced air �ow rate control
(i.e., adaptive �ow rate) is used.

The collected measurement data in each dataset can be dividedinto four domains as follows.

(1) Performance: The performance data includes server computing throughput, CPU and mem-
ory utilization, core frequency, HDD read/write throughput,and etc.

(2) Reliability: The reliability data includes correctable and un-correctablememory errors,
HDDs' latent sector errors and self-monitoring, analysis, and reporting technology (SMART)
records.

(3) Environment: The environmental data relate to the conditions of the test room, servers
and outdoor weather. Examples include room/rack temperatureand RH, air velocity, servers'
inlet/outlet temperatures, processor core and disk temperatures, etc.

(4) Energy: The energy data includes power measurements of cooing coils, room fans, heater,
server racks and other IT equipment.

3.2 Summary of Test Results

Now, we provide a high-level summary of the controlled test results on the servers' performance in
Room-A/B. The detailed analysis on the measurements is presented in the following subsections.

(1) CPU test results. We measured giga �oating point operations per second (GFLOPS) tochar-
acterize the CPU performance. We also monitored the CPU core frequency to pinpoint per-
formance degradation caused by frequency throttling. The tests show that, for all CPUs in
Room-A and Room-B, the temperature setpoint has little/no impact on GFLOPS and core
frequency when (1) the temperature setpoint is from 25°C and 37°C, (2) the CPU utilization
is from 10% to 90%, and (3) the air volume �ow rate is 2500 m3=h and above. We also inves-
tigated the thermal safety of the tested CPUs. The vendor of the tested CPUs speci�es	Tcase

for each CPU model, which is the upper limit of the CPUcase temperaturefor thermal safety.
However, each CPU only has a built-in digital thermal sensor tomeasureTcore, which is the
core temperatureon the die. During the tests, the measuredTcore was always below	Tcase.
As the case temperature is always lower than the core temperature, the case temperature,
although inaccessible, must be lower than	Tcase. Thus, all the tested CPUs were thermally
safe during the CPU tests in Room-A and Room-B. This also explains the absence of core
frequency throttling in the tests. An expert representative from the CPU vendor agreed the
above results.

(2) HDD test results. We measured the input/output operations per second (IOPS) and re-
sponse time during random read and write accesses to characterize the HDD performance.
The tests show that, for all HDDs in Room-A and Room-B, the temperature setpoint has lit-
tle/no impact on IOPS and response time when (1) the temperaturesetpoint is from 25°C to
37°C, (2) the HDD random read/write speed is from 10 MB/s to 100MB/s, and (3) the air vol-
ume �ow rate is from 2500 m3=h to 12500 m3=h. The results also show that the HDD random
read/write speed has little impact on the server energy consumption.

(3) Memory test results. We measured the speed of copying a large amount of data from a
user space memory area to another area using various block sizes to characterize the mem-
ory performance. We use cyclic redundancy check (CRC) to verifythe integrity of the data
copying. The tests show that, for all memories in Room-A and Room-B, the temperature
setpoint has little/no impact on memory speed when (1) the temperature setpoint is from
25°C to 37°C, (2) the block size setting is from 8 kB to 256 kB, and(3) the air volume �ow rate
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Table 2. Specification of tested CPU models (64-bit instruction set).

Model fbase f turbo Tjmax Tcmax Cores L3 cache TDP
(GHz) (GHz) (°C) (°C) (MB) (W)

Model1 2.2 2.6 89 78 10 13.75 85
Model2 2.3 2.6 90 78.9 10 25 105
Model3 3.8 4.0 100 n.a. 4 8 72
Model4 2.2 2.5 95 80 12 30 105

fbase: base frequency;f turbo: turbo frequency for all cores; TDP: thermal design power

Tcmax is from CPU datasheet;Tjmax is from thecoretempLinux kernel driver.

is from 2500 m3=h to 12500 m3=h. No CRC veri�cation errors occurred during the tests. The
results also show that the memory speed has little impact on the server energy consumption.

(4) Node test results. We tested the CPU, HDD, and memory simultaneously under a total of
six server status levels. At the �rst level where the server has light workload and the sixth
level where the server is stressed, the CPU utilization, HDD read/write speed, and memory
block size in data copying aref10%;10 MB/s;8 kBgandf90%;100 MB/s;256 kBg, respectively.
The test results show that the performance metrics of CPU, HDD, and memory are similar to
those tested separately, except that the memory speed is a�ected by CPU utilization setpoint.
This is because CPU cycles are needed to copy data for testing the memory. In contrast, the
HDD performance is not a�ected by CPU utilization setpoint, because HDD is a low-speed
apparatus compared with CPU and memory. All the CPUs were alsothermally safe, although
CPU, HDD, and memory generate heat simultaneously.

3.3 CPU Performance

3.3.1 Se�ings.The six servers in each test room are equipped with twelve CPUs in four models
as shown in Table 2. The models of these CPUs were launched between 2014 and 2017. We use
cpulimit v0.2 to set a usage percentage for a process and maintain the utilization of each physical
core of a CPU at the levels shown in Table 1. Then, we run a customized LINPACKbenchmark
provided by the CPU vendor. Note thatLINPACKis a widely adopted �oating point computation
benchmark.

Moreover, it is threaded to e�ectively leverage multiple CPU cores. To faithfully measure the per-
formance of the physical cores, we disable the hyper threadingfeature of all CPUs in the servers'
basic input/output system (BIOS) settings. TheLINPACKreports the GFLOPS as the CPU com-
puting throughput. We also use thecpupowerv3.10.0 andcoretempv2.6.32 to monitor the core
frequencies and temperatures that are measured by a digital temperature sensor embedded in each
core.

3.3.2 Analysis.The performance of CPUs is evaluated under various cold aisle temperatures and
CPU utilization levels using three metrics, including CPU computing throughout (i.e., GFLOPS),
core frequency and temperature.

Fig. 7 shows the GFLOPS of four tested CPU models under variouscold aisle temperatures and
CPU utilization levels. Under the same temperature and CPU utilization, each result is the average
GFLOPS of �ve unit tests, each of which is conducted using a di�erent air �ow rate from 2500 m3=h
to 12500 m3=h. The relative standard deviation (RSD) of each GFLOPS result is also included to
show the e�ect of the air �ow rate on the CPU throughput. As shown in Fig. 7, the GFLOPS of
all tested CPUs remain stable across di�erent cold aisle temperatures. These results imply that
the cold aisle temperature from 21°C to 37°C has little impact on the GFLOPS of all tested CPU
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(d) Model4

Fig. 7. GFLOPS under various cold aisle temperatures and CPUutilization levels. Each error bars represent
the relative standard deviation (RSD).

models. In other words, increasing the cold aisle temperaturefrom 21°C up to 37°C does not cause
signi�cant degradation of CPU computing performance.

From Fig. 7, the CPU utilization is the main factor a�ecting the GFLOPS. The GFLOPS of four
CPU models consistently increases with the CPU utilization as shown in Fig. 8. This is because a
higher CPU utilization level allows a higher amount of CPU's resource for the computing task.

Fig. 9 shows the core frequencies of the four CPU models under various cold aisle temperatures
from 21°C to 37°C. The core frequencies of tested CPU models donot change over di�erent tem-
peratures up to 37°C. Under each temperature, the variation of the core frequency represented by
the error bars as shown Fig. 9 are caused by the transient phasesthe beginning and end of the
LINPACKbenchmark processes. From Table 2 and Fig. 9, we can see that Model 2 and Model 4 run
at their turbo frequencies, whereas Model 3 runs at its base frequency. To perform an intensive
computing task, the CPU can normally run its cores at clock rates (i.e., the core frequency) from
the base frequency up to the turbo frequency, provided that thepower and temperature do not
exceed the design limits.

Fig. 10 shows the average temperature of cores in four CPU models under various cold aisle
temperature in cases that the CPU utilization is 10% and 90%. The horizontal lines in Fig. 10 repre-
sent theTjmax andTcmaxof the CPU models as shown in Table 2. From Fig. 10, the core temperature
increases with the increase of the cold aisle temperature and the CPU utilization. Moreover, the
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Fig. 8. GFLOPS under various CPU utilization
levels.
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Fig. 9. Core frequency under various cold aisle
temperatures.
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(c) Model3
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(d) Model4

Fig. 10. Core temperature under various cold aisle temperature and CPU utilization. Each result is the aver-
age core temperature of five unit tests. The error bars represent the RSD.

core temperatures of each CPU model is always less than than theTjmax andTcmax, which are rep-
resented by the horizontal lines when the cold aisle temperature and the CPU utilization level are
up to 37°C and 90%, respectively.
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Note that theTcmax is the upper limit of the CPU case temperature speci�ed by themanufactur-
ers, whereas theTjmax is the upper limit of the CPU junction temperature derived by thecoretemp
Linux kernel driver. If these upper limits are exceeded for extended periods of time, the reliability
of the CPU will be compromised. The core temperature measured by a digital temperature sensor
embedded in the CPU die is normally higher than the temperatures at the junction between the
die and CPU's PCB and the case. Therefore, the CPU is thermally safe if the core temperature is
lower thanTjmax or Tcmax. As shown in Fig. 10, except for Model 4, there are considerable gaps
between the core temperatures andTjmax or Tcmax. The core temperatures of Model 4 at 90% are
close to theTcmax. However, they are still about 17°C lower than theTjmax.

In summary, the core temperatures of all CPU models are within the safe range when the cold
aisle temperature is from 25°C to 37°C and the CPU utilizationis from 10% to 90%. This is the main
reason why the CPU computing performance in terms of GFLOPS and core frequency does not
signi�cantly drop when the temperature and the CPU utilizationare up to 37°C and 90%, respec-
tively.

3.4 HDD Performance

Table 3. Specification of tested HDD models.

Model
Operating
temperature
(°C)

Rotation
speed
(RPM)

Max
throughput�

(MB/s)

Capacity
(GB)

HDD1 [5, 55] 10,520 129 to 224 600
HDD2 [5, 55] 15,000 151 to 202 300
HDD3 [5, 55] 15,030 175 to 250 300

� The maximum throughput of single disk in the sequential read mode.

3.4.1 Se�ings.The six servers in each test room are equipped with twelve HDDs in three di�erent
models as shown in Table 3. To test the HDDs, we �rst specify the read/write throughput of the
HDD (i.e., the maximum read/write speed) using thecgroups, a Linux kernel feature that can limit
the resource usage of a collection of processes. Then, under a certain read/write throughput level,
the performance of HDDs is evaluated using a random access method which access the locations
on the HDDs in a non-contiguous manner. The random access method is adopted because (1) it
stresses the HDDs by a lot of movements of the disk's header to write/read data in di�erent loca-
tions, (2) it is a common method widely used by many block-basedapplications such as database,
mail and �le servers.

To implement the random access method for controlling the HDD activity, we use thefio tool
with the random and mixed read and write mode. The input/output operations per second (IOPS)
reported by thefio tool is recorded as one of the HDD performance metrics. The relationship
between the IOPS and the write/read throughput is:

IOPS=
throughput

� IO
;

where� IO is the size of an input/output request. In our tests, we �x the� IO at 16KB and vary the
throughput from 10 MB/s to 100 MB/s as shown in Table 1. In addition, we also use thesar tool to
monitor the average response time for completing the read/write requests generated by thefio .
Note that the response time is the end-to-end latency from the time when the read/write request is
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(a) HDD1
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(b) HDD2
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(c) HDD3

Fig. 11. KIOPS under various cold aisle temperatures.
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(a) HDD1.
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(b) HDD2.
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(c) HDD3.

Fig. 12. Response time under various cold aisle temperatures.

generated to the time when the request is completed. It consists of latency of the HDD's hardware
and system's software operations.

3.4.2 Analysis.We use the IOPS and response time as two metrics to evaluate the performance
of the tested HDDs under various cold aisle temperatures and write/read speeds.

Fig. 11 shows the kilo IOPS (KIOPS) of three tested HDD modelsunder various cold aisle tem-
peratures from 21°C to 37°C and write/read speed from 10 MB/s to 100 MB/s. From Fig. 11, the
KIPOS of all tested HDDs remains stable when the cold aisle temperature changes from 21°C to
37°C. In other words, the cold aisle temperature up to 37°C does not cause signi�cant e�ect on the
maximum sustained bandwidth that the HDD can handle. In addition, the KIOPS only depends
on the write/read speeds of the HDDs. Speci�cally, over all HDD models, the KIOPS consistently
increases with the increase of the HDD's speed.

Fig. 12 shows the response time of three HDD models over the variation of the cold aisle tem-
perature and write/read speed. The response time is the total latency from the time that the I/O
request is generated and placed at the I/O queue to the time thatit is completed. From Fig. 12, we
can see that the cold aisle temperature also does not cause signi�cant e�ect on the response time
of the HDDs. Moreover, the response time greatly decreases with the increase of the write/read
speed from 10 MB/s to 20 MB/s. Then, the response time remains mostly the same when the speed
is from 60 MB/s to 100 MB/s.

3.5 Main Memory Performance

3.5.1 Se�ings.Our servers are installed with two di�erent memory models as shown in Table 4.
To test the performance of the memory, we developed a shell script program that combines two
memory test toolsmemtesterandubwto copy data from a location to another location in the main
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Table 4. The tested memory models (64-bit instruction set).

Model
DIMM
Type

Size
(GB)

Operating
Frequency
(MHz)

Num. of
DIMM

Num. of
CPU

Arch.

MEM1 DDR-4 16 2,400 1 1 NUMA
MEM2 DDR-4 64 2,400 2 2 NUMA

1 DIMM: Dual In-line Memory Module.
2 NUMA: Non-uniform memory Access.
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(b) MEM2

Fig. 13. Memory speed under various cold aisle temperaturesand memory block sizes.
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(b) Model4

Fig. 14. GFLOPS under various cold aisle temperatures and CPU utilization levels in the node test.

memory. Speci�cally, a chunk of data with a size of� = n� B is �rst generated at a random location
in the memory. Then, the data chunk is copied to another random location for n times, each of
which moves a data block with a size ofB bytes to the destination location. During a memory unit
test, multiple data chunks are moved between random locations in the main memory. We use the
memory speed, denoted and calculated byv = �

T , as a metric to evaluate the memory performance

22



�� �	 �� �
 �� �� �	 ��
������������������������ � �

�

�

�




�

���
��

���

���

���


��

���

����

(a) Model2

�� �	 �� �
 �� �� �	 ��
������������������������ � �

�

�

�




�

���
��

���

���

���


��

���

����

(b) Model4

Fig. 15. HDD IOPS under various cold aisle temperatures and throughout in the node test.

under various cold aisle temperatures and values of block sizeB, whereT is the latency for copying
a data chunk from the source position to the destination position.

3.5.2 Analysis.Similarly, we test the performance of the main memory under various cold aisle
temperatures from 21°C to 37°C. Under each temperature, we vary the block sizeB from 8 kB to
256 kB as shown in Table 1.

Fig. 13 shows the average memory speed of two memory models, MEM1 and MEM2 under vari-
ous cold aisle temperatures and memory block sizes. With the same block size, the memory speed
of MEM1 and MEM2 is slightly varied over di�erent temperatures. However, the e�ect of temper-
ature on the variation is inconsistent. This is because during the test, the memory resource is not
dedicated only to the memory test. Operating system schedulerand other server components such
as CPU, caches, and system bus can randomly occupy the memory resource for their operations.
As a result, the speed of data copying may vary over time, depending on the available of the mem-
ory resource. In other words, the increased cold aisle temperature does not cause the variation of
the memory speed. The temperatures 21°C to 37°C have little impact on the memory speed.

3.6 Node Performance

We also perform the node test that stresses CPU, HDD and main memory simultaneously under
di�erent environmental conditions. A total of 330 unit tests were conducted, where CPU utilization,
HDD speed and memory block size are simultaneously varied in their respective ranges as shown
in Table 1. The e�ects of cold aisle temperature on CPU GFLOPS, HDD IOPS and response time, and
memory speed are presented in Figs. 14, 15, 16 and 17, respectively. The node tests show similar
CPU, HDD and memory performance results to those of tests whichstress the CPU, HDD and
memory of the server separately. The cold aisle temperatureup to 37°C does not cause signi�cant
e�ect on performance of CPU, HDD and memory.

3.7 Energy profiles

We conducted a set of experiments to understand the energy consumption pro�le of Room-A/B.
Fig. 18(a) shows the energy consumption of cooling coil, heater, and server racks in Room-A when
the temperature setpoint was varied from 25°C to 37°C during a 13-hour experiment. Each data
point in the �gure is the energy consumption during one hour. When the temperature setpoint
was greater than 33°C, the outside temperature was lower than the setpoint. Thus, the cooling coil
stopped working and the heater started operation. The energy consumption of the server racks
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(b) Model4

Fig. 16. HDD response time under various cold aisle temperatures and throughout in the node test.
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(b) Model4

Fig. 17. Memory Speed under various cold aisle temperaturesand block sizes in the node test.

increased by 6% when the temperature setpoint was varied from 25°C to 37°C. This is because the
server enclosure's built-in fans rotate faster when the inlet temperature increases. Fig. 18(b) shows
the total energy drop of Room-A by about 45% when the temperature setpoint was increased from
25°C to 33°C. This suggests that a signi�cant energy saving can beachieved by air-side free cooling.
The curve in Fig. 18(b) raises when the temperature setpoint is greater than 29 °C. This is because
there was an outside temperature increase after we completedthe test with the temperature set-
point of 28 °C.

Fig. 18(c) shows the total server energy consumption in Room-Awhen the CPU utilization was
varied from 10% to 90% and the temperature setpoint was increased from 25°C to 32°C. Each point
is the energy measurement over one hour. We can see that, although the server energy in general
increases with the temperature setpoint due to the faster server fan rotation, CPU utilization is a
major factor a�ecting the server energy in a linear manner.

Fig. 18(d) shows the energy consumption of the fans in Room-A when the air volume �ow rate
setpoint was increased from 2500 m3=h to 12500 m3=h and the temperature setpoint was �xed at
26 °C. The fans consumed 5.4% to 22.6% of the total energy consumption of Room-A. Our con-
trolled experiments over eight months show that air volume �owrate of 2500 m3=h su�ces for
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each of Room-A and Room-B to prevent overheating. This implies that if the air-side free cooling
design using fans only is successful, the PUE can be reduced to about 1.05. Our adaptive ventilation
uncontrolled test results reported in Section 5.1 echo this result.

Fig. 18. Energy profile of Room-A. The measurements in (a) and(b) were collected during a 13-hour experi-
ment.

25



4 THERMAL AND POWER MODELING

This section develops various mathematical models to characterize the relationships between var-
ious computing and thermal quantities on the testbed.

4.1 Psychrometric Modeling

In this section, we perform psychrometric analysis for the four steps of the air processing in the
air-side free-cooled DC, i.e.,heatingin the server room,bu�ering in the bu�er chamber,coolingby
the cooling coil, andmixing by the damper system. Time is divided into intervals with identical
duration of � seconds. The system state, denoted byx, is a vectorx = [ts;� s;pIT;to;� o], where
t and� respectively represent temperature and RH, the subscriptss ando respectively represent
supply air and outside air, andpIT represents the total power consumption of all IT equipment in
the server room. ThepIT determines the amount of heat generated in the server room. The supply
and exhaust fans admit air volume �ow rate setpoints. To achievesteady state without control
errors, the setpoints for the two fans should be identical; otherwise, the server room will be in
the dynamic process of pressurization/depressurization or asteady state with control errors. Let

vs 2 [0; 
vmax] denote the air volume �ow rate setpoint for the two fans, where
vmax is the maximum
achievable air volume �ow rate. The cooling coil admits a setpoint � t that represents the reduction
of temperature, i.e.,� t = to � tp , wheretp represents the temperature of the processed air leaving
the cooling coil. Let� tmax represent the maximum temperature reduction that can be achieved by
the cooling coil. Thus,� t 2 [0; � tmax]. Let � 2 [0;1] denote the setpoint for the damper system,
which is the fraction of the recirculated hot air in the supply air. Thus, 1� � is the fraction of
the outside air in the supply air. A setpoint� can be achieved by controlling the openness of
the three dampers. For example, to achieve� = 0, the supply and exhaust dampers should be
completely open and the mixing damper should be completely closed; to achieve� = 1, the supply
and exhaust dampers should be completely closed and the mixing damper should be completely
open. The control action, denoted bya, is a vectora = [ 
vs; � t ;� ]. We aim to construct a Markovian
computational model to characterize the psychrometric dynamics of the testbed given the control
actiona:

ts[k + 1];� s[k + 1] = f (ts[k];� s[k];to[k];� o[k]; 
vs[k]; � t ;pIT[k];� );

wherek 2 Z represents the index of time step.
We de�ne the following notation: 
m is mass �ow rate,h is enthalpy,w is moisture content; for

the above psychrometric variables, we use the subscripts�s, �h , �r , �p , �o to refer to the supply air in
the cold aisle, the hot air generated by the servers, the recirculated hot air from the bu�er chamber
to the mixing chamber, the processed air leaving cooling coil, and the outside air provided to the
cooling coil, respectively. The four steps are as follows:

(1) Heating: Servers generate heat and introduce no extra moisture. Thus, theair enthalpy at
the hot aisle is higher than that at the cold aisle, while the moisture contents at the two aisles
are identical. Denoting by� the servers' heat rate transfer coe�cient, the psychrometicsof
the server room is

8>><
>>
:


mshs + �p IT = 
mhhh ;

ms = 
mh ;

ws = wh :
(1)

(2) Bu�ering: The hot aisle air is transported into the bu�er chamber by the exhaust fan. Under
the setpoint� for the damper system, the bu�er chamber is characterized by


mr = � 
mh : (2)
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Fig. 19. Prediction results by the psychrometric model (RMSEs forts and � s are 0.83°C and 5.3%, respec-
tively).

(3) Cooling: The total energy of ideal gas is the sum of dry air's energy and water vapor's en-
ergy. Without condensation, the cooling coil does not change moisture content of air passing
through. Moreover, it does not change mass �ow rate. Thus, the condition of the air leaving
the cooling coil is given by

8>><
>>
:

hp = cp (to � � t ) + wp (cpw (to � � t ) + l );
wp = wo;

mp = 
mo;

(3)

wherecp andcpw respectively represent the speci�c heat of dry air and water vapor which
are constants; another constantl represents the evaporation heat. Note thatcp (to � � t ) is
the enthalpy of the dry air leaving the cooling coil;wp (cpw (to � � t ) + l ) is the enthalpy of
the water vapor leaving the cooling coil.

(4) Mixing: The air leaving the cooling coil and the recirculated hot air aremixed in the mix-
ing chamber. Governed by the conservation of mass and energy, the psychrometrics of the
mixing process can be characterized by

8>><
>>
:

(1 � � )hp + �h r = hs;
(1 � � )wp + �w r = ws;

mp + 
mr = 
ms:

(4)

Taking the moisture contents of the two in�uxes as boundaries, Eq.(4) suggests that the
out�ow's moisture content will be in between, which is the basisof the RH control through
adjusting� .

The above models in Eqs. (1)-(4) are for enthalphy, moisture content, and mass �ow rate. These
quantities can be converted to temperature, RH, and volume �ow rate according to the equations
presented in [4]. The aforementioned Markovian computational model is as follows. By initializing
thehs andws in Eq. (1) with the current state of the supply air condition (i.e.,ts[k] and� s[k]), we
use the remaining equations in Eqs. (2)-(4) to updatehs andws. The updated values are then used
to initialize thehs andws in Eq. (1) again and then solve Eqs. (2)-(4). This process is iterated until
hs andws converge; the converged values are converted tots[k + 1] and � s[k + 1]. Thus, the
Markovian computational model has no closed-form expression.

We use data traces collected during the controlled experimentson the testbed to evaluate the
psychrometric models presented. The inputs to the model areto, � o,pIT, 
vs, � t , and� ; the outputs
are the predictedts and� s. We use root mean squared error (RMSE) between the prediction and the
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Fig. 20. Impact of hyperparameters on MLPs' performance.

ground truth as the evaluation metric. Fig. 19 shows the prediction results over a time duration
of 24 hours. We can see that the prediction by the psychrometric model well tracks the ground
truth. The RMSEs forts and� s are just 0.83°C and 5.3%, respectively, over an evaluated period of
24 hours.

4.2 Power Consumption Models

We design three multi-layer perceptrons (MLPs) to model the following powers averaged over the
next period of� seconds: (1) IT powerpIT[k+1], (2) total power of supply and exhaust fanspf [k+1],
and (3) cooling coil powerpc[k + 1]. The average non-IT power consumed in the next time period
isp[k + 1] = pf [k + 1]+ pc[k + 1]. The MLPs use the respective power measurements in the pastK
time periods as a part of the input to address the autocorrelation of power consumption. Moreover,
the MLPs use additional inputs that will be discussed below. Note that the hyperparameters of the
MLPs (e.g., the number of layers and neurons) are designed based onreal traces collected from the
testbed.

The �rst MLP (MLP1) modelingpIT[k + 1] additionally takests[k] and 
vs[k] as inputs. This is
because (1) higher temperatures lead to higher rotation speeds of server fans and CPU fans, (2) air
�ow generates forces on the fan blades. The second MLP (MLP2) modelingpf [k + 1] additionally
takes 
v [k] and ts[k] as inputs. This is because (1) fan power increases with fan speed, (2) with
a higher temperature, materials exhibit higher strength, resulting in the increase of stresses on
rotating components. The third MLP (MLP3) modelingpc[k + 1] additionally takes� t [k] and 
vs[k]
as inputs. This is because (1) the setpoint� t determines the cooling capacity needed, (2) the cooling
coil consumes more power when it processes a larger volume of air.

We evaluate the three MLP models for predicting IT power, cooling power, and fan power. Each
MLP is trained, validated and tested using 1375, 700 and 1080 datasamples, respectively. The set-
tings ofK (i.e., the respective power measurements in the pastK periods used for prediction) for
the three MLPs are 5, 1, and 1. For all MLPs, the training batch size is set to 128; the training time
is 3,000 epochs. The Adam optimizer with a learning rate of 0.001 is used for training. Moreover,
we use the recti�ed linear units (ReLUs) as the activation function for input and hidden layers; we
use linear units for output layer. We conduct extensive evaluation to choose the number of hidden
layers and neurons for each MLP to minimize the prediction RMSEs.The evaluation for a certain
combination of hyperparameter settings is repeated 5 times toaccount for the randomness of the
training.

Fig. 20 shows the error bars for testing RMSEs with various hyperparameter settings of the
number of hidden layers and the number of neurons. MPL1 achieves the smallest RMSE of 0:10�
0:07 kW with 5 hidden layers, each of which has 20 neurons. MPL2 achieves the smallest RMSE of
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Fig. 21. Prediction results of MLPs. Top: IT power; middle: fan power; bo�om: cooling coil power.

0:07� 0:002 kW with 60 layers, each of which has 40 neurons. MLP3 achieves the smallest RMSE
of 2:73� 0:03 kW with 5 layers, each of which has 30 neurons. Fig. 21 shows the ground truth and
the prediction by the three MLPs with the chosen hyperameters over a time duration of 18 hours.
Overall, the predictions well track the ground truths.

4.3 Server Outlet Temperature Model

We investigated all of the servers used in the tests and found they are almost sharing the same
abstract architecture as shown in Fig. 22a. According to the path of the air�ow passed through a
server, we could divide temperatures into �ve points from server front to rear: 1)Tinlet , the point
is closed to the cold aisle; 2)T0

inlet , the point is at the position where air�ow enters into the server
fan areas; 3)TLA, the point that is closed to processors; 4)T0

outlet , the point locates at the back
in which air�ow leaves through the CPU, andToutlet that is closed to hot aisle. We evaluate the
temperature distribution on a real server as shown in Fig. 22b. In the �gure, we can see: 1) although
there are 3°C to 4°C di�erences among the temperature points that are classi�ed, the measured
temperatures are in accord with the hypothesis of air�ow path; 2) there are 5 °C variations in
di�erent positions. The following discussion will be based on the abstract server model and the
observations of temperature distribution.

4.3.1 Modeling.Before starting the thermal activity description, we supposethat the air�ow
through one server is an aggregate of the �ows generated by all of the fans. Thus, a steady-state
description (Eq. (5)-(12)) of the relationship between a server and its running environment inside
the TDC can be represented by many compiled e�ects factors (e.g., CPU core temperature, server
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Fig. 22. An abstract rack-oriented server model that is widely used in a modern data center that has hot-aisle
and cold-aisle. (a) Top view of heat transferring through a rack server. The airflow blowing from cold aisle
enters into the server front and then is absorbed by server fans. (b) A snapshot of the heat distribution graph
of HPE server [10] when the server is idle, and the inlet temperature is 33°C in our test bed.
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Fig. 23. Application based on the measurement ofQcpuj ; i

fan speed, server power consumption and CPU power consumption).The steady state can be de-
scribed by the following equations.


Vtotal = K
NX

j =1

Vj ;req (5)

Tj ;out let = TLA + � (6)

TLA = Tcore � 	 j ;i Qcpuj ; i (7)

Qcpuj ; i = c3
Uj

N
+ c4 (8)

	 j ;i = c5

 
1
Fj

! �

+ c6 (9)

Qj = c1Uj + c2f
�
�T j ;inlet

�
+ c0 (10)

QFj = a3F3
j + a2F2

j + a1Fj + a0 (11)

Qj = QFj + QCPUj (12)

The equations listed in Eq. (5) to Eq. (12) are brie�y described as following:

� Eq. (5) is used to assess the total air�ow volume rate
Vtotal supplied to a room in which there
are N servers installed. It could be calculated by the sum of the air�ow rate required to cool
heat load generated by each serverj .
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� Eq. (6) is that we used to estimation the outlet temperature of a j server. In view of the
complex situation in a server (Figs. 22a and 23), a penalty� is introduced to compensate
for the prediction errors betweenT0

j;out let andTj ;out let . A rack server that is small in size
and low in cost has a relatively small number of components than high-end servers. In this
case, CPU is the dominant heat source in a server, hence,TLA can be a proxy ofTj ;out let , i.e.,
� ! 0.

� As shown in previous sections, the server power consumption isnot only depended on CPU
usages but also on the inlet temperature that has a relationship with server fans. Thus, we
modeled the server power consumption with Eq. (10), whereQj is the total heat load of a
server j when the CPU utilization is atUj ; c0 could be considered as the power consump-
tion when the server is idle;c1 andc2 are constant coe�cients; Therefore, considering inlet
temperature that contributes to server power (in essence, it is related to server fan power),
we introduce inlet temperature a�ecting functionf (�T j ;idle ), where� is de�ned as a curve
shape like previous research [22]. This change causes a little di�erence from the model,
which only correlates the server power to CPU utilization in the earlier studies [6, 8, 17, 22].

� Eq. (8) is the model of CPU power consumption, in whichQcpuj ; i is the utilization of a CPU
i in a serverj ; scopec3 is a constant coe�cient, andc4 is the consumption when a CPU is
idle.

� Eq. (7) is employed to estimate the server outlet temperature, where	 i is the case-to-local
ambient thermal characterization parameter1(ATCP) of thei th CPU with a heat sink within
a serverj ; TLA is the average ambient temperature entering the processor heatsink �n sec-
tion, andQcpuj ; i is the heat transferred per unit of time between a single CPU and the local
ambient air.

� In Eq. (9), ATCP	 i is related to server fan speeds.c5 andc6 are constants related to the �uid
and material properties of the air, the CPU package and the heatsink. The parameter� also
de�nes the shape of the ATCP curve that is a function of the air�ow rate [22]. Referring
to ASHRAE [3], heat sink convective thermal performance is proportional to the inverse of
air�ow, thus, the � is set to� 1 in this paper.

� Fan power consumption (Eq. (11)) is approximately a cubic function of the rotational speed
of the rotor given in revolutions per minute (RPM) [22] . Therefore, parametersa0, a1 and
a2 can be identi�ed by curve �tting using data samples.

Eq. (7) to Eq. (9) are for servers in which CPU power is measurable while Eq. (10) to Eq. (12) are
for those that CPU power cannot be measured. Thus, applicationscould be divide into two models:
MA andMB, as seen in Fig. 23. InMA, intuitively, it is simple to work outTj ;out let usingQcpuj ; i ,
Tcore and server fan. In these three variables,Qcpuj ; i is not always available to measure fro all CPU
models. However only CPUs (e.g.,Intel Sandy Bridgeand later series processors) that implement
the RAPL (Running Average Power Limit) interface can directly get power readings with �ner
time resolution and higher accuracy. Thus,MB is considered as a solution to the conditions when
CPU power cannot be measured. Therefore, Eq. (10), Eq. (11) and Eq. (12) are introduced and jointly
combined to estimationQcpuj ; i . In fact, the process ofMB reveals the physical relationship between
theTj ;out let and CPU power consumption, which re�ects the thermal change due to workloads
[11]. It also show the server fan activities correlated to the inlet temperature via	 , as show in the
equation system Eq. (5) to Eq. (12).

4.3.2 Parameters identification.In this part, we describe the details of how the parameters were
identi�ed and also demonstrate how to employ the servers sensorsto collect necessary data to

1https://www.intel.com/content/dam/www/public/us/en/documents/guides/xeon-scalable-thermal-guide.pdf
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determine the parameters. Some methods of parameters identi�cation are similar to that used in
[22]. For comparison and validation, two types of models are employed. Model1 (M1) stand for
relatively cheaper in the market, and Model2 (M2) represents a high-end server. In our model, all
the parameters and coe�cients mentioned above are divided into two categories: 1) the ones that
can be directly measured, and 2) the other ones that could be onlycalculated by curve �tting.

The measurable parameters including:

� CPU temperature Tcore: Due to the widespread availability of on-die temperature sensors,
CPU core temperature can be obtained with no additional instrumentation. On-die counters
are exposed exclusively through Model-Speci�c Registers (MSRs) that are only readable from
kernel space. Nevertheless, many tools can be used to read the MSR in the kernel and make
the values accessible to applications, such asmsr-tools in Linux, which can read the MSR
in a million seconds.

� CPU utilization Uj : As OS provides a dynamic real-time view of a running system, such
that it is easier to collectUj with no additional drivers, for example, on Linux platform, OS
comes with various utilities to report CPU utilization, suchastop andsar .

� Server inlet temperature Tj ;inlet : The inlet temperature of servers is one of the most crit-
ical parameters in the operation of a data center. It should e�ectively and consistently meet
the manufacturers' server inlet temperature requirements. For the sake of safety, in modern
rack-based servers, vendors are commonly provided inlet thermal sensors to collect real-time
state, and also o�er accessibility services by implementing IPMI interface. Previous research
has shown the variation of temperature could incur the reliability problems of server compo-
nents [5]. Therefore, based on their observations, we suppose that to operating a data center
in a normal way, the inlet temperature of a server should not be changed frequently, then,
the query response time and time resolution of this value viaIPMITools is accurate and �ne
enough for our models.

� Server power consumption Qj and fan speedFj : Since these two variables are available in
modern rack-oriented servers, we �rstly use the tools likeIPMIToolsto obtain sample data.
When we work out the coe�cients of the corresponding models discussed in Section 4.3,
then, they can be dynamically calculated from the models.

� CPU power consumption Qcpuj ; i : During the tests, we employ RAPL [18] to cap CPU
power, because all of the tested servers support RAPL, thus,we can get the real-time power
consumption from corresponding MSRs usingTurbostat 2. Some other tools are also avail-
able such asPower Governor3.

Coe�cients identi�cation for Eq. (7) to Eq. (12):

� Server power consumption model : We run a series of experiments on our testbed to iden-
tify the coe�cients of Eq. 10. In the beginning, the inlet temperature was set to 25°C, and
the CPU utilization was set to speci�c value started from 10%for 1 hour, and then pushed to
next setpoint for another period of 1 hour until the CPU utilization is up to 90% while we al-
ways reserved 10% for our sampling tools. The experiments wererepeated for temperatures
between 25°C and 35°C, with step of 1°C. Metrics parameters, such as the CPU utilization,
server power, inlet temperature and CPU power, were collectedduring the tests and utilized
in later experiments to determine the coe�cients of other equations. After the experiments
were �nished, curve �tting method (curve_fit in python) was used to identifyc1 andc2; c0
is obtained by leaving the server idle; and the shape� of the server power is also obtained by
curve �tting as shown in Fig. 24 for Model1 and Fig. 25 for Model2, and it can also be tuned

2https://github.com/torvalds/linux/tree/master/tools/power/x86/turbostat
3https://software.intel.com/en-us/articles/intel-power-governor
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Fig. 24. Model1, server power as a function of inlet temperature and CPU utilization.

by annually setting the proper value based on the curve, as shownin Fig. 24b and 25b. As
listed in Table 5, we provide several characteristic functions to observe the e�ects ofTj ;inlet

on server power in di�erent forms. As seen from the table, by properly choosinge�T j ; inlet ,
the R2 of both server Model1 (0.90) and Model2 (0.97) can �t experimental data well. It in-
dicates the server power has a positive correlation with inlet temperature and capture the
potential relationship on them. Moreover, we also check that most of the servers in testing
are complying with the standard of ASHRAE 3. That suggests the maximum inlet tempera-
ture of a server is limited up to 45°C. From Fig. 24 and 25, the experiments already cover the
inlet temperature range of servers, therefore. Jointly considering the linear relationship with
CPU utilization, this model can be used to predict server power when the inlet temperature
is from 25°C to 45°C, and CPU utilization is from 0% to 100%.

� Processor power consumption model. The CPU power can be represented as a linear
function of the CPU utilization, as shown in Eq. 8 in which the slopec3 and interceptc4 are
derived from experimental data collected previously. Fig. 26a illustrates the results of curve
�tting and shows �ne goodness of Model1 (R2 = 0:99) and Model2 (R2 = 0:99). We can
clearly observe the linear correlation between the CPU powerand utilization.

� CPU thermal capacity model. Most of the vendors equipped their servers with many
kinds of sensors (e.g., the thermal sensors for I/O Zone and PCI Zoneof a server, as shown
in Fig. 22b) to measure the server outlet temperatureTj ;out let . If such a kind of sensors exists,
we approximately letTj ;out let = TLA + � . Otherwise, we can use the sensor installed in the
rear of racks as a proxy ofTLA. Thus the thermal resistance can be identi�ed by using the
relationship described in Eq. 7. Since the fan speedsFj are known, we can approximate these
two coe�cients through curve �tting. Fig. 27a shows the results of Model1 and Model2 when
� is assigned to 1, which is suggested by ASHARE. The variable� can a�ect the shape of
curves and can be tuned manually. Fig. 27a gives di�erent behaviors when � is at several
possible values.

4.3.3 Validation ofMA on Testbed.As shown in Fig. 23,MA is a scenario where a CPU vendor
provides its products with a mechanism of power monitoring (e.g., Intel RAPL). In this scenario,
we only need to identify all the coe�cients of equations describedin Eq. 7-9. Then we can validate
theMA by performing a comparison of predicting outlet temperature and real data. To gather data
related toMA, we do several experiments by changing CPU utilization and cold aisle temperature as
Table 1 listed. The experiments can be divided into two groups:1) case 1, in which CPU utilization is
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