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Abstract Rather than utilizing a sophisticated robot which
is trained – and tuned – for a scenario in a speci�c environ-
ment perfectly, most people are interested in seeing robots
operating in various conditions where they have never been
trained before. In accordance with the goal of utilizing aerial
robots for daily operations in real application scenarios, an
aerial robot must learn from its own experience and its inter-
actions with the environment. This paper presents an instan-
taneous learning-based control approach for the precise tra-
jectory tracking of a 3D-printed aerial robot which can adapt
itself to the changing working conditions. Considering the
fact that model-based controllers suffer from lack of model-
ing, parameter variations and disturbances in their working
environment, we observe that the presented learning-based
control method has a compelling ability to signi�cantly re-
duce the tracking error under aforementioned uncertainties
throughout the operation. Three case scenarios are consid-
ered: payload mass variations on an aerial robot for a pack-
age delivery problem, ground effect when the aerial robot
is hovering/�ying close to the ground, and wind-gust dis-
turbances encountered in the outdoor environment. In each
case study, parameter variations are learned using nonlinear
moving horizon estimation (NMHE) method, and the esti-
mated parameters are fed to the nonlinear model predictive
controller (NMPC). Thanks to learning capability of the pre-
sented framework, the aerial robot can learn from its own ex-
perience, and react promptly – unlike iterative learning con-
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trol which allows the system to improve tracking accuracy
from repetition to repetition – to reduce the tracking error.
Additionally, the fast C++ execution of NMPC and NMHE
codes facilitates a complete onboard implementation of the
proposed framework on a low-cost embedded processor.

Keywords Instantaneous learning, learning-based NMPC,
NMPC-NMHE framework, unmanned aerial vehicle, tilt-
rotor tricopter, package delivery, ground effect, wind-gust
disturbance.

1 Introduction

Recent advances in sensor, actuation, and processing tech-
nologies as well as the availability of numerous low-cost
onboard processors, e.g. ARM-based processors, have fa-
cilitated an unprecedented growth of multicopter unmanned
aerial vehicles (UAVs) in various industries. They have been
explored for various applications including, air package de-
livery (Amazon, 2017), search and rescue at disaster sites
(Qi et al, 2016), damage evaluation after an earthquake
(Chen et al, 2016), exploration tasks in an unknown environ-
ment (Bircher et al, 2016), and aggressive �ights involved
during perching (Mellinger et al, 2012). Researchers have
also been working on developing algorithms and interfaces
to support safe physical interactions and ef�cient user col-
laboration with UAVs in (Rajappa et al, 2017) and (Sza�r
et al, 2017), respectively.

Although their closed-loop control involves highly non-
linear and cross-coupled dynamics, many model-based
controllers, such as proportional-integral-derivative (PID),
liner-quadratic-regulator (LQR) (Bouabdallah et al, 2004)
and model predictive control (MPC) (Bemporad et al, 2009),
have been utilized successfully. Howbeit, these model-based
controllers are perfectly tuned to operate in a particular sce-
nario within an engineered (well-known) environment. This
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implies, there is no performance guarantee when they oper-
ate in an unknown environment, full of internal and external
uncertainties. For instance, vision-based localization while
navigating through unstructured environment induces addi-
tional uncertainties, which further degrades the performance
of the perfectly tuned controllers. As a result, people in the
robotics community are getting inclined towards controllers
that can perform suf�ciently well when exposed to unfore-
seen disturbances within an unknown environment. There-
fore, in this paper, we analyze the control performance of an
aerial robot in an environment which is substantially differ-
ent than the environment controller is tuned for, by explicitly
inducing operational disturbances in the form of mass vari-
ation, ground effect, and wind-gust.

Over other model-based control techniques, MPC owes
its remarkable success to its unique ability to simultaneously
handle constraints and optimize performance in a system-
atic and elegant manner via repetitive online optimization
(Eren et al, 2017). Researchers are utilizing it for the con-
trol of various ground robots as demonstrated in (Kayacan
et al, 2014a, 2015a, 2016), and for numerous multicopter
aerial robots, including: (i) quadrotors for aerial manipu-
lation tasks in (Garimella and Kobilarov, 2015; Seo et al,
2017), (ii) tilt-rotor tricopters in (Alexis et al, 2016; Prach
and Kayacan, 2017; Lee et al, 2018), and (iii) for fault-
tolerant control of coaxial tricopters in (Mehndiratta and
Kayacan, 2018b). In addition, it has also been employed
for the cooperative localization control of multiple UAVs in
(Dentler et al, 2018), wherein the sensor limitations are de-
scribed with the help of potential functions. Apart from all
the bene�ts that MPC brings to the control of robotic sys-
tems, there is a weak side associated with its performance.
That is, being a model-based controller, its performance is
only guaranteed for an accurate mathematical model of the
system to be controlled. This implies that a precise model-
ing of the system is required in order to achieve an optimal
performance from MPC, which is very tedious to perform
for robotic systems (Mellinger et al, 2011; Kayacan et al,
2014b). Besides linearization related errors associated with
utilizing a linear model for a nonlinear plant as obtained in
(Kayacan et al, 2015b), the changing working conditions en-
countered outdoors, induce other types of system uncertain-
ties that eventually degrade the performance of the model-
based controllers. One of the arti�ces is to incorporate some
learning mechanism that enables these originally static con-
trollers to learn from their own experience and hence, adapt
themselves to the changing environment.

In this paper, we propose a learning-based nonlinear
MPC (NMPC) for the precise trajectory tracking control of
an aerial robot, operating in a disturbed environment. While
NMPC is responsible for the position tracking of the UAV,
a nonlinear moving horizon estimator (NMHE) is employed
to learn UAV model which is time-varying due to distur-

bances. The enticing feature of this control framework is the
learning part that makes it adaptive to the changing working
conditions. In order to mimic the situation of an (unknown)
outdoor testing environment, the tracking performance of
the learning-based NMPC is investigated – and simultane-
ously compared with conventional NMPC – for three test
case scenarios, incorporating different types of disturbances:
(i) sudden mass variations encountered in package delivery
applications, (ii) ground effect by �ying in close proximity
to the ground, and (iii) wind-gust via two industrial fans.
In all the aforementioned test cases, a signi�cant change in
the UAV model is expected and thus, the use of learning-
based NMPC is justi�ed for these applications. This paper
is a major extension of the work presented in (Mehndiratta
et al, 2019), wherein the NMHE is extended to estimate two
other types of disturbances namely, ground effect and wind-
gust, followed by a complete onboard implementation of the
closed-loop framework on a low-cost embedded processor.
In addition, some statistical results are also obtained in this
paper that illustrate the viability of the closed-loop frame-
work for increasing disturbance levels. To summarize, the
key contributions of this paper are as follows:

1. Design of a learning-based NMPC to realize the precise
position tracking of a custom-designed, fully 3D-printed
(except electronics) tilt-rotor tricopter UAV.

2. Instantaneous learning of time-varying model parame-
ters via NMHE.

3. Fast C++ NMPC and NMHE codes have facilitated an
onboard implementation on a low-cost embedded pro-
cessor, i.e., Raspberry Pi 3. To the best of our knowl-
edge this is the �rst (simultaneous) implementation of
these methods on such a low-cost processor.

This paper is organized as follows: Section 2 describes
the other ongoing research in learning-based control �eld
and relates our work to them. Section 3 presents the details
of the utilized aerial robotic platform along with its math-
ematical model. In Section 4, control and estimation tech-
niques, in terms of NMPC and NMHE problem formulations
are presented. Section 5 illustrates the design of each com-
ponent of the utilized closed-loop framework. Thereafter,
the experimental results are presented in Section 6. Lastly,
in Section 7, some conclusions are drawn from this paper.

2 Related Work

Various types of learning-based control schemes exist in the
literature. Amongst them, the most prominent ones are adap-
tive control, iterative learning control (ILC), and instanta-
neous learning control. Each of these schemes, along with
the related recent research, are discussed in the subsequent
paragraphs.
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The adaptive controllers modify the controller parame-
ters in order to match the performance of a reference model.
A well-utilized approach is the adaptive-optimal control
strategy which comprises of the use of an adaptive controller
for stability during the learning phase, followed by switch-
ing to the main model-based optimal controller that eventu-
ally optimizes the performance (Chowdhary et al, 2013a,b).
An online switching metric is developed that initiates the
switching to MPC after gaining enough con�dence in the
parameter estimates. Since the adaptive controller aims to
match the performance of a reference model, it requires
an accurate identi�cation of the system in the �rst place.
This is in contrast with our learning-based NMPC approach,
wherein we learn the model parameters during operation,
and hence, a precisea priori model is not mandatory. Other
types of control approaches that facilitate the adaptation of
the system to a certain extent are: gain scheduling control
(Ataka et al, 2013) and control based on switching between
multiple models (Alexis et al, 2011). While computing the
control gains for various �ight conditions is quite tedious,
in-�ight switching between multiple models may destabi-
lize the closed-loop. Recently, a simple learning strategy
has been demonstrated to improve the tracking performance
of traditional feedback linearization controller for an aerial
robot in (Mehndiratta et al, 2018). However, feedback lin-
earization control has its own limitations over MPC, which
includes the plausible instability of the zero dynamics in the
presence of model uncertainties.

In various model learning control frameworks, the basic
idea is to learn the uncertain (and/or time-varying) model
parameters throughout the operation. These learned parame-
ters are then modi�ed within the controller, in contrast to the
controller parameters as done in adaptive control. Two main
types of model learning approaches exist: iterative learn-
ing and instantaneous learning. The ILC technique which
is based on the iterative learning paradigm utilizes expe-
rience from the system repetitions in order to identify the
uncertain dynamics. In many applications, the unknown dy-
namics is modeled as Gaussian process (GP) because it ef-
fectively captures the complex nonlinear behaviors. For in-
stance, (Ostafew et al, 2016) utilized this ILC scheme in
order to improve the tracking performance of NMPC for a
ground robot which is operating in an uncertain terrain. The
disturbances are modeled as GPs, which actually represent
the discrepancies between thea priori model and the mea-
sured system behavior. In addition, (Cao et al, 2016) imple-
mented the ILC technique for the control of an unmanned
quadrotor. In their application, the whole quadrotor dynam-
ics is modeled using GP and is learned from the beginning,
purely utilizing observations. Another UAV related ILC ap-
plication is presented in (Schoellig et al, 2012), where an
optimization-based learning strategy is incorporated that up-
dates the feed-forward input signal for a precise trajectory

tracking application of a quadrotor. In ILC scheme, how-
ever, a few trial runs are required before the uncertain model
gets identi�ed fully. This is not the case with our approach,
as it is based on the instantaneous learning which enables
the feed of the estimated model to the controller just after a
few observations.

Iterative learning methods may work well in repetitive
operations where the statistical properties of the uncertainty
do not vary drastically; e.g., a ground robot application for
agricultural operations where soil conditions do not vary re-
markably from one repetition to another. On the other hand,
there are some robotic applications, such as aerial robots
where wind-gust disturbances play a critical role in the per-
formance, while the statistical properties of the uncertain-
ties vary signi�cantly over time. Therefore, an instant adap-
tation approach is needed throughout the operation with-
out waiting for the next repetition. The instantaneous (on-
line) learning scheme utilizes estimation algorithms in or-
der to identify the uncertain or time-varying model param-
eters, and subsequently, feed them to the controller. Nu-
merous implementations have been made for the instanta-
neous learning-based scheme, incorporating various estima-
tors. For instance, (Shin et al, 2010) utilized a support vec-
tor regression method to learn the lateral dynamical model
of a UAV. In (Garcia and Keshmiri, 2013), an arti�cial neu-
ral network-based estimator is employed in order to identify
the model of a meridian unmanned aerial system, operat-
ing in off-nominal conditions. Other applications of instan-
taneous learning-based scheme include: an onboard control
of a quadrotor using modi�ed extended Kalman �lter (EKF)
for learning in (Bouffard et al, 2012), control of a 3 degree
of freedom helicopter setup utilizing NMHE (and EKF) -
based learning of aerodynamic coef�cients in (Mehndiratta
and Kayacan, 2017), online learning-based cascade control
of tilt-rotor tricopter UAV with varying thrust and drag-
moment coef�cients in (Mehndiratta and Kayacan, 2018a),
and centralized control of autonomous trailer-tractor system
utilizing NMHE-based learning of slip parameters in (Kay-
acan et al, 2015a). Although we are incorporating a simi-
lar learning strategy with the above applications, the factors
that differentiate our work from the others are: (i) we utilize
NMHE for estimation which can deal with constraints in its
formulation and is better in performance in comparison to
EKF, as illustrated from our previous work in (Mehndiratta
and Kayacan, 2017), and (ii) we explicitly induce three types
of operational uncertainties, and learn the varying model pa-
rameters in real-time for better tracking accuracy.
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(a) Side view. (b) Isometric view.

Fig. 1: SolidWorks CAD drawings of the 3D-printed tilt-
rotor tricopter UAV.

(a) Base hub plate. (b) Top hub plate.

Fig. 2: 3D-printed hub plates of the tilt-rotor tricopter UAV.

3 Prototyped Aerial Robot for Package Delivery With
an Automated Dropping Mechanism

3.1 System Description

The aerial robot used in this application is a 3D-printed
tilt-rotor tricopter UAV. Two views of its SolidWorks CAD
drawing are shown in Fig 1. For the package delivery
problem considered in this paper, it is a fully custom-
designed UAV which is inspired by commercial Talon tri-
copter frames available in the market. The major design re-
quirement was to obtain a small and light-weight platform in
order to suit our constrained real-time testing environment.
In addition, the required payload dropping mechanism and
electronics are integrated into the frame design to provide
a compact, stable and lightweight UAV system. Guide rails
are printed on the UAV hub base to hold the heaviest com-
ponent, the battery, in the center of the UAV, thereby reduc-
ing the mass center deviation and providing greater stability.
Attachment points are also printed on the hub plates to hold
the servomotor for the payload dropping mechanism. Ad-
ditionally, grommet holders are embedded with the hub top
to provide damping for the �ight controller. All aforemen-
tioned features can be seen in the images of the 3D-printed
base and top hub plates, depicted in Fig. 2.

The payload dropping mechanism, mounted at the base
of the UAV, consists of two plates. Amongst them, one
houses the servomotor, while the other holds the payload
blocks to be dropped. These payload blocks are designed

with hooks, which are positioned within slots of the latter
plate. For the dropping mechanism, a circular gear which is
attached to the servomotor drives a linear gear that results
in a translation motion of a push rod. This translation mo-
tion of the rod eventually opens the interlocking for blocks
and thus, allows them to be dropped sequentially. The entire
assembly of the dropping mechanism is shown in Fig. 3.

Pixhawk �ight controller is incorporated to provide low-
level stabilization. Additionally, the underside of the UAV
houses an onboard computer (Raspberry Pi 3), which be-
sides running the control and estimation codes, also controls
the servomotor for the dropping mechanism. Finally, the two
views of the whole assembled UAV in �ight are presented in
Fig. 4. As desired, it is a compact UAV with span and length
of 42:4 cm and 37:6 cm, respectively. Its overall weight is
around 1:018 kg including all electronics except the battery.

3.2 System Modeling

The considered tilt-rotor tricopter is has two stationary ro-
tors in the front – RR (right rotor) rotating clockwise and
LR (left rotor) rotating counter-clockwise – and one non-
stationary (or tilting) rotor at the back – BR (back rotor)
rotating counter-clockwise – as shown in Fig. 5.

The translational kinematic equations, describing posi-
tion of the UAV, are obtained using the transformation from
body frame (F B) to Earth-�xed frame (F E)(Bouabdallah,
2007):

2

4
�x
�y
�z

3

5 = REB

2

4
u
v
w

3

5 ; (1)

wherex, y, zrepresent the translational position which is de-
�ned in frameF E; u, v, w are the translational velocities that
are de�ned in frameF B; REB is the translation transforma-
tion matrix between framesF E andF B, and is expressed as
(c : cos; s : sin; t : tan):

REB =

2

4
cqcy sf sqcy � sy cf cf sqcy + sf sy
cqsy sf sqsy + cy cf cf sqsy � sf cy
� sq sf cq cf cq

3

5 ; (2)

(a) Without payload. (b) With payload.

Fig. 3: Inverted views of the payload dropping mechanism.
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(a) Side view.

(b) Isometric view.

Fig. 4: Prototyped 3D-printed tilt-rotor tricopter UAV.

wheref , q, y represent rotational attitude of the UAV de-
�ned in frame F E. In addition, the rigid-body dynamic
equations of a tilt-rotor tricopter are derived based on the

Fig. 5: Coordinate frame and sign conventions for the con-
sidered tilt-rotor tricopter UAV.
Notation:[W1;W2;W3] - rotational RPM of three rotors;m-
tilting angle of back rotor;[F1;F2;F3] - forces generated by
three rotors;[t 1; t 2; t 3] - moments generated by three rotors;
[t x; t y; t z] - external moments acting on the tricopter body.

Newton-Euler formulation in the body coordinate system:

�u = rv � qw+ gsin(q)+
1
m

Fx; (3a)

�v = pw� ru � gsin(f ) cos(q)+
1
m

Fy; (3b)

�w = qu� pv� gcos(f ) cos(q)+
1
m

Fz; (3c)

whereFx, Fy, Fz are the total external forces acting on the
tricopter body in frameF B. In general, these external forces
are generated when a rotor is propelled through the sur-
rounding air and are modeled depending on the number of
rotors in the system. Therefore, using the momentum theory,
a hovering rotor can be modeled as:Fi = KFW2

i , whereFi is
the force generated byith rotor withWi angular velocity and
KF represents the aerodynamic parameter of the rotor which
is commonly referred as the force coef�cient. In addition
to the propulsive force, other perturbation forces including
wind-gust, also act on the UAV during its outdoor operation.
Therefore, the expression for the total external force acting
on the tricopter body inF B frame is written as:

Fext =

2

4
Fx

Fy

Fz

3

5 =

2

4
FxDist

� F3sin(m)+ FyDist

F1 + F2 + F3cos(m)+ FzDist

3

5 ; (4)

where m is the tilting angle of the back rotor, andFxDist,
FyDist andFzDist are the considered disturbance forces along
x-, y- and z-directions, respectively. In general, these dis-
turbance forces cannot be measured directly, and hence, an
observer is employed to estimate them.

The constant intrinsic parameters for the custom-
designed 3D-printed tilt-rotor tricopter UAV are listed in
Table 1. While parameters such as mass (m) and the arm
lengths (l1,l2,l3) are directly measured, the thrust coef�cient
is evaluated based on a simple experimentation. It involves
measuring thrust generated by the propeller for various rotor
RPMs and later plotting them together in order to compute
the slope of the plot. Regarding the details of this experi-
ment, one may refer (Li et al, 2018).

For the purpose of real-time implementation, the non-
linear tricopter model is discretized incorporating the di-
rect multiple shooting method with a shooting grid size of
Dts = 0:01s. In addition, the explicit Runge-Kutta 4th or-
der integrator is utilized with 2 steps per shooting interval.
Finally, the full-state discretized nonlinear model of the tilt-
rotor tricopter UAV can be represented as:

xk+ 1 = f d(xk;uk;p); (5)

zk = h(xk;uk); (6)

where the state vectorx 2 Rnx and control vectoru 2 Rnu

are:

x = [ x;y;z;u;v;w; f ;q;y ; p;q; r]T ; (7)

u = [ W1;W2;W3;m]T ; (8)
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Table 1: 3D-printed tilt-rotor tricopter intrinsic parameters,
as visualized in Fig. 5.

Par. Description Value

m Mass of tricopter UAV 1:442 kg
l1 Moment arm 0:284m
l2 Moment arm 0:212m
l3 Moment arm 0:092m
Ixx MOI about F Bx 0:016053 kg� m2

Iyy MOI about F By 0:028158 kg� m2

Izz MOI about F Bz 0:032752 kg� m2

Ixz MOI about F Bxz 0:029763 kg� m2

JP MOI of propeller 6 � 10� 5 kg� m2

K f Force coef�cient 3:76 � 10� 5 N� s2

Kt Drag-moment coef�cient 2:56 � 10� 6 Nm� s2

andz 2 Rnx is the measurement vector. The termp 2 Rnp

denotes the system parameter vector. Also, the state and
measurement functions are denoted byf d(�; �; �):Rnx � Rnu �
Rnp �! Rnx andh(�; �):Rnx � Rnu �! Rnx , respectively.

Remark 1Since the presented algorithm is not utilized to
perform the low-level (attitude) control for the UAV, the
rotational kinematic and dynamic equations are omitted
for brevity. However, the interested readers are referred to
(Mehndiratta et al, 2019) for an elaborate model of the tilt-
rotor tricopter UAV.

4 Instantaneous Learning-based Nonlinear Model
Predictive Control

4.1 Nonlinear Model Predictive Control

(N)MPC is an advanced, dynamic optimization-based strat-
egy for feedback control. Its overall performance is primar-
ily reliant on the accuracy of the system model. Conceptu-
ally, it computes an optimum current control action by opti-
mizing model's behavior over a �nite window, often recalled
as prediction horizon (Nc). The optimal forecast of the sys-
tem behavior results from an open-loop online optimization,
represented in the form of a constrained, �nite horizon, opti-
mal control problem (OCP). The solution of this open-loop
OCP for the current system's state and at the current time
instant results in an optimal sequence of control actions; the
�rst term of which is then regarded as the optimal control ac-
tion (Eren et al, 2017). Moreover, the �nite prediction win-
dow recedes forward in time, which results in areceding
horizon controltechnique.

For our trajectory tracking application similar to (Vukov
et al, 2015), we formulate the parametric OCP for NMPC
utilizing a least square function that penalizes the devia-
tions of predicted state and control trajectories from their
speci�ed references, over the given prediction horizon win-
dow (t j � t � t j+ Nc). Therefore, a discrete time optimization

problem is of the form:

min
xk;uk

1
2

� j+ Nc� 1

å
k= j

� 




 xk � xref

k








2

Wx
+






 uk � uref

k








2

Wu

�
+






 xNc � xref

Nc








2

WNc

�
(9a)

s.t. x j = x̂ j ; (9b)

xk+ 1 = f d(xk;uk;p); k = j; � � � ; j + Nc � 1; (9c)

xk;min � xk � xk;max; k = j; � � � ; j + Nc; (9d)

uk;min � uk � uk;max; k = j; � � � ; j + Nc � 1; (9e)

wherexk 2 Rnx is the differential state,uk 2 Rnu is the con-
trol input and ˆx j 2 Rnx is the current state estimate; time-
varying state and control references are denoted byxref

k and
uref

k , respectively; terminal state reference is represented by
xref

Nc
; Wx 2 Rnx � nx , Wu 2 Rnu� nu andWNc 2 Rnx � nx are the

corresponding weight matrices, which are assumed constant
for this application. However, their time-varying formula-
tion can also be included in a similar manner. Furthermore,
xk;min � xk;max 2 Rnx anduk;min � uk;max 2 Rnu , specify the
lower and upper bounds on the states and control inputs, re-
spectively.

The last expression in (9a) represents the �nal cost in-
curred due to the �nite prediction horizon and is gener-
ally referred as the terminal penalty term. This term is of-
ten included in the problem formulation for stability reasons
(Kraus et al, 2013). In addition, some other stability results
include a problem formulation with a suf�ciently long hori-
zon (Gŕune, 2012), an additional prediction horizon, and a
locally stabilizing control law (Nicolao et al, 1998). One
may note that the stability and optimality proofs of NMPC
are not explicitly included in this paper, however, the inter-
ested readers are referred to (Mayne et al, 2000; Diehl et al,
2001).

4.2 Nonlinear Moving Horizon Estimation

Typically, (N)MHE is considered as adual problemof
(N)MPC as they both exploit the same optimization problem
structure; despite the fact that (N)MPC predicts the future of
the system, while (N)MHE utilizes the past measurements
over an estimation horizon for state estimation (Kühl et al,
2011). Moreover, the two main differences in the OCP for-
mulation of (N)MHE and (N)MPC are: (i) there is no initial
state constraint like (9b), and (ii) the optimization variables
are the states and unknown system parameters only, exclud-
ing the control inputs.

Hence, in a similar manner to NMPC, NMHE scheme
is formulated using a least square function to penalize the
deviation of estimated outputs

�
h(�; �)

�
from measurements

(z). Typically, the estimation horizon containsM measure-
ments (zL; � � � ;z j ) that are taken at timetL < � � � < t j , where
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the length of the horizon is given byTE = t j � tL, and

j � M + 1 def= L is assumed. As the performance of NMHE
also relies on the availability of an accurate system model,
a mismatch in the form of process noise may deteriorate
the optimal estimation solution, which eventually may lead
to an unstable closed-loop. To address this issue, a suitable
component (arrival cost) is included in the �nal optimization
problem formulation of NMHE (K̈uhl et al, 2011). Finally,
the discrete time dynamic optimization problem to estimate
the constrained states (ˆx) as well as the unknown parameter
(p̂) at timet j using the process modelf (�; �; �), measurement
modelh(�; �) and available measurements within the horizon,
is of the form:

min
x̂k;p̂

� 








x̂L � x̄L

p̂ � p̄L










2

PL

+
j

å
k= L

kzk � h(x̂k;uk)k
2
V

+
j � 1

å
k= L

kwkk
2
W

�
(10a)

s.t. x̂k+ 1 = f d(x̂k;uk;p)+ wk; k = L; � � � ; j � 1; (10b)

x̂k;min � x̂k � x̂k;max; k = L; � � � ; j ; (10c)

p̂min � p̂ � p̂max; (10d)

wherewk represents the added process noise; ˆxk;min � x̂k;max

and p̂min � p̂max specify the lower and upper bounds on
the estimated states and parameters, respectively.PL, V and
W are the respective weight matrices that are usually in-
terpreted as the inverse of covariance matrices (Kühl et al,
2011):

PL = Q
� 1

2
0 ; V = R� 1

2 ; W = Q� 1
2 ; (11)

whereQ0 is the initial covariance matrix (incorporating state
and parameter, both),Ris the measurement noise covariance
matrix, andQ is the process noise covariance matrix. In ad-
dition, x̄L andp̄L denote the estimated state and parameter
values (arrival cost data) at the start of estimation horizon.

In general, the performance of NMHE in terms of its rate
of learning is dependent on the choice of estimation win-
dow lengthM, which is mainly problem-speci�c. That is,
in fast dynamical systems like UAVs, we cannot inde�nitely
increaseM as limited computational power is available on-
board. Moreover, it is not necessarily true that the estimation
accuracy always increases withM, as the plant-model mis-
match degrades the signi�cance of model prediction which
adversely affects the estimation performance (Kraus et al,
2013). This implies that the selection of a too high value of
M for the system in which the unknown parameter (to be es-
timated) is radically changing, plant-model anomalies may
eventually result in a deteriorated overall estimation quality.

5 Implementation

In this implementation, NMPC is designed as a high-level
controller that is responsible for tracking a given position
trajectory. Based on the current feedback of the other states,
the optimized solution for the control input in terms of total
thrust and attitude angles is computed. This optimized solu-
tion is then passed to the low-level controller as its desired
setpoint. Moreover, the low-level controller has a P-PID ar-
chitecture (implemented in Pixhawk), which comprises of a
P controller for attitude and PID controller for angular rate.
This low-level control architecture is utilized for each of the
three axes (roll, pitch, and yaw) separately, as their dynam-
ics is considered to be decoupled for a standard multirotor
UAV. Hence, the combined control vector of the low-level
controller can be written as:uP-PID = [ W1;W2;W3;m]T . The
overall control scheme is summarized in a block diagram
shown in Fig. 6. Next, we will individually illustrate the
design of high-level NMPC and NMHE for the presented
framework.

5.1 High-level NMPC Design

The state, control, measurement and parameter vectors for
the high-level NMPC are composed of:

xNMPC = [ x;y;z;u;v;w]T ; uNMPC = [ f ;q;y ;Fz]T ; (12a)

zNMPC = xNMPC; pNMPC = [ m;FxDist;FyDist]T :
(12b)

In the parameter vector, one may observe that only the dis-
turbance forces alongx- and y- directions, i.e.,FxDist and
FyDist are considered. This is because the effect ofFzDist

along z-direction already appears while learning the mass
(m) of the UAV. Additionally, the following state and con-
trol reference trajectories are selected for the optimization

Fig. 6: Closed-loop control diagram of the proposed instan-
taneous learning scheme.
Low-level PID gains: Proll = 6:5, Proll-rate = 0:1, Iroll-rate =
0:05, Droll-rate = 0:002; Ppitch = 6:5, Ppitch-rate = 0:1,
Ipitch-rate= 0:05, Dpitch-rate= 0:002; Pyaw = 4:8, Pyaw-rate=
0:15, Iyaw-rate= 0:1, Dyaw-rate= 0.
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problem of high-level NMPC:

xref = xref
Nc

= [ xr ;yr ;zr ;0;0;0]T ; (13a)

uref = [ � 0:0414;0;0;mg]T ; (13b)

wherem and g are mass and gravitational constant, listed
in Table 1. It is to be noted that for the OCP formulation
of high-level NMPC, the parametrization of the nonlinear
model (in translation) is also done with respect top, q andr.
Hence, the three rotational rates are fed to high-level NMPC
along with the other states, as also illustrated in Fig. 6.

Some input constraints are imposed in the de�nition of
NMPC in order to achieve a stable behavior from the low-
level controller:

0:5mg(N) � Fz � 1:7mg(N); (14a)

� 20 (� ) � f � 20 (� ); (14b)

� 20 (� ) � q � 20 (� ); (14c)

wherem is the maximum takeoff mass (with payload), i.e.,
m= 1:9 kg. Also, the following weight matrices are obtained
by trial-and-error:

Wx = diag(22;25;20;1:3;1:3;2:0); (15a)

Wu = diag(23;24;80;0:012); (15b)

WNc = diag(40;40;40;2;2;2); (15c)

in order to obtain a smooth response from high-level NMPC.
Amongst the above matrices, the terminal weight matrix
(WNc) is weighted more in comparison to the weight ma-
trix for states (Wx). This is a typical way of de�ning them,
where the reason being is to assure the stability of the OCP.
It is to be noted that these weight matrices do not imply tun-
ing of the UAV for a particular takeoff mass in a speci�c
scenario. Rather, they are obtained to achieve a smooth re-
sponse from the UAV for a range of takeoff mass and for
all the considered case scenarios in this paper. Furthermore,
the prediction windowNc = 30 is selected to facilitate the
real-time applicability of the proposed control framework.

5.2 NMHE Design

For the considered scenarios in this paper, the main task of
NMHE is to estimate online a parameter vector that com-
prises of UAV mass and two disturbance forces. This param-
eter vector is made to vary with time by introducing arti�cial
disturbances of different nature in different scenarios. In ref-
erence to Fig. 6, the NMHE is designed with the following
state, control, measurement and parameter vectors:

xNMHE = [ u;v;w]T ; uNMHE = [ f ;q;Fz]T ; (16a)

zNMHE = [ xT
NMHE;uT

NMHE]T ; pNMHE = [ m;FxDist;FyDist]T :
(16b)

Again, the three rotational rates are included in the measure-
ments along with states and inputs, in order to solve the un-
derlying OCP, as also done for high-level NMPC.

For the selected tricopter model, the weight matricesPL,
V and W, are chosen to be:

PL = diag(0:12;0:12;0:12;0:03162;0:12;0:12)� 1=2; (17a)

V = diag(22:362;22:362;22:362;31:622;31:622;

14:142)� 1=2; (17b)

W = diag(0:6332;0:6332;0:6332;0:3162;0:3162;

0:3162)� 1=2: (17c)

The above values of weight matrices are decided based on
calibration experience with the onboard (and external) sen-
sors, incorporating the de�nitions in (11). In addition, the
arrival cost is initialized with the following state and param-
eter vectors:

x̄L = [ 0;0;0]T ; p̄L = [ 1:85;0:1;0:1]T : (18)

Also, the following constraints are imposed in order to
achieve a constrained estimation of the parameter vector:

1:35 (kg)� m� 2:0 (kg); (19a)

� 4 (N) � FxDist � 4 (N); (19b)

� 4 (N) � FyDist � 4 (N); (19c)

where the minimum and maximum limits for the disturbance
forces are obtained based on experience with the utilized
fans. Furthermore, the estimation window lengthM is se-
lected to be equal to 40, which is more than the prediction
horizon length of 30 for high-level NMPC. This is purposely
kept in order to realize comparatively slower learning from
NMHE.

Remark 2In the beginning, even longer estimation horizon
(m = 50) was aimed. However, due to a limited computa-
tional power available in Raspberry Pi 3, it was observed
that the sampling frequency for NMHE came down to al-
most 18-Hz. Therefore, in order to maintain the frequency
to 30-Hz, the estimation horizon was brought down to 40.

5.3 Solution Technique

Knowing the fact that the optimization problems of NMPC
and NMHE have similar forms, both are solved utilizing the
same solution technique. Amongst the two most prominent
approaches namely, indirect and direct methods, we utilize
the latter on account of its several computational advantages
over the former. In addition to this classi�cation, the directs
methods are further categorized whether being sequential or
simultaneous, wherein, a variant of the simultaneous tech-
nique, i.e., direct multiple shooting, is favored over the se-
quential technique (single shooting) in this work. Again, this
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selection is due to its several advantages including �exibil-
ity in initializing the problem along with parallelizing the
algorithm which results in faster convergence properties,
especially for unstable systems (Albersmeyer and Diehl,
2010). The resulting discretized OCP reduces to a sequen-
tial quadratic program (SQP), which is further solved in-
corporating the generalized Gauss-Newton (GGN) method.
This GGN method is a tailored variant of the classical New-
ton method which is solved with the help of a special real-
time iteration (RTI) scheme proposed in (Diehl et al, 2002).
For real-time feasibility, the maximum number of Gauss-
Newton iterations are constrained to one within the RTI
scheme such that each new OCP is initialized utilizing the
solution of the previous. This results in a faster convergence
which is crucial for the real-time implementation of NMPC
and NMHE on the Raspberry Pi 3 embedded processor.

As a solution platform, we adopt ACADO toolkit
(Ariens et al, 2010) which incorporates the direct multiple
shooting method and RTI approach for solving (9) and (10).
the ACADO toolkit is an open-source C++ based software
environment which provides a link to an exhaustive code
library for optimization solvers. Firstly, the optimization
problems, in terms of system equations and constraints, are
de�ned in a C++ environment and then, the self-contained
C codes are obtained utilizing its code generation package
(Ariens et al, 2010). Later, these generated C codes can be
imported to any computational platform for their �nal exe-
cution.

In our application, we directly import the ACADO gen-
erated C codes onboard Raspberry Pi 3. Although Rasp-
berry Pi 3 has low computational power, the optimized na-
ture of generated C codes and our ef�ciently created ROS
(robot operating system) scripts help us achieve a sampling
frequency of about 50-Hz for high-level NMPC and about
30-Hz for NMHE. For the feedback of the UAV, an Opti-
Track motion capture system, consisting of eight 240 FPS
(frames per second) cameras, is utilized which provides the
position and attitude data over a local area network. This
position and attitude information is given to an estimator
(EKF), which subsequently computes the other states in-
cluding translation and rotational velocities of the UAV.
Then, the full-state feedback along with the reference tra-
jectory command ([xr ;yr ;zr ]T ) is provided to the high-level
NMPC via ROS scripts, over a wireless network. Thereafter,
high-level NMPC (running on Raspberry Pi 3) computes the
optimal control commands that are fed to the low-level con-
troller (Pixhawk) via serial communication. Finally, the ac-
tuator commands are obtained and given to the rotors and
tilting servo, as can be visualized from the block diagram in
Fig. 7.

Remark 3It is to be noted that the adopted solution method-
ology, i.e., direct multiple shooting technique along with a
single iteration per sampling solution of the GGN method,

has a limitation of obtaining only the local solution in the
vicinity of the previous guess. Hence, not much can be im-
plied about the optimality (local/global) of the obtained so-
lution without performing extensive analysis. Nevertheless,
utilizing high sampling rate for the closed-loop and long
enough estimation window length positively contribute to
the stability of the overall method. Another important point
to note here is that the single iteration solution negatively
impacts the convergence properties of these methods. That
is, with every new reference value, it takes a few iterations
before the solution could converge to the actual (sub)optimal
point which eventually increases the response time for these
methods.

6 Experimental Results

In this section, we present the experimental results of fast
NMPC for the high-level position tracking of a 3D-printed
tilt-rotor tricopter UAV. The indoor experimental setup in-
cluding the cameras of the utilized motion capture system
is depicted in Fig. 8. In order to thoroughly investigate the
ef�cacy of the proposed learning-based NMPC, three types
of experiments incorporating different disturbance sources
are devised. Moreover, in all the experiments, the results are
obtained for two cases: (i) NMPC without learning (con-
ventional NMPC), and (ii) NMPC with learning (NMPC-
NMHE framework), to validate the supremacy of one over
the other.

In the subsequent part, we illustrate each of the three
experiments in detail. Firstly, a description of the ex-
periment is provided. Thereafter, the implementation de-
tails are included which is followed by our interpretation
of the obtained results. Different trajectories are selected
for these experiments in order to depict the robustness
of the framework towards various trajectories. A demon-
stration video depicting the experiments can be found at:
https://youtu.be/B9I4rPONa44.

6.1 Case Scenario 1: Payload Dropping

In the �rst experiment, we tackle a package delivery sce-
nario where a UAV tracks a reference trajectory while drop-
ping packages to their time-based designated locations, as
depicted in Fig. 9. The utilized UAV has a total takeoff mass
of 1:442 kg with a payload of 457g, which is about 32% of
the empty (without payload) mass of the UAV. The drop of
this payload implies a massive change in the model param-
eter (m) that has to be handled by the controller, and hence,
justify the use of learning-based framework for this applica-
tion.

Next, we provide the position tracking results for a time-
based circular trajectory of radius 1:5m alongx- and y-
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Fig. 7: Schematic block-diagram of the real-time implementation.
Notation:xpos= [ x;y;z]T ; xvel = [ u;v;w]T ; xatt = [ f ;q;y ]T ; xrate = [ p;q; r]T .

Fig. 8: Indoor testing environment for the real-time experi-
ments.

directions with a �ight speed of 1 m/s. Initially, the state of
the UAV isx(0) = [ 0;0;1:5;0;0;0]T . For both the aforemen-
tioned cases (without and with learning), �rst a complete
circular trajectory is tracked by the UAV with maximum
takeoff mass and thereafter, the four blocks are dropped at
�xed time-intervals in the sequence: 86g! 114g! 114g
! 143g. It is to be noted that in this application, since the
disturbance by weight dropping is only introduced alongz-
direction, the contributions of disturbance forcesFxDist and
FyDist are expected to be negligible. Therefore, they are not
estimated here, and the parameter vectors for NMPC and

NMHE are modi�ed to be:

pNMPC = pNMHE = m: (20)

The overall position tracking performance of both conven-
tional NMPC (without learning) and NMPC-NMHE frame-
work (with learning) are presented together in Figs. 10a and
10b. As visualized from the �gures, thez-direction tracking
of NMPC-NMHE framework is much precise without any
error accumulation with weight drops, in comparison to the
conventional NMPC. This effect is anticipated as NMHE in
the learning case helps NMPC to adapt itself to the changing
dynamics (UAV mass) and hence, the plant-model mismatch
(mostly alongz-direction) diminishes with time. Moreover,
the position tracking Euclidean error and the absolute er-

Fig. 9: Payload drop experiment in Case scenario 1.
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ror alongz-direction (zerror) for both the cases are shown in
Fig. 10c. While the mean values of Euclidean error andzerror

for NMPC without learning case are 0:1598m and 0:1113m,
respectively, the learning helps to lower them down as the
mean Euclidean error andzerror for NMPC-NMHE frame-
work are 0:0962m and 0:0159m, respectively. That is, learn-
ing improves the tracking performance by 6:36 cm in terms
of Euclidean error and 9:54 cm in terms ofzerror.

Remark 4It is to be noted that in this paper, the tracking
error is considered to be the distance between the current
position and the corresponding closest point on the trajec-
tory.

The control outputs in terms of thrust and attitude angles
commanded by the controller within conventional NMPC
and NMPC-NMHE framework are presented in Figs. 10e
and 10f, respectively. From Figs. 10e and 10f, it is visualized
that the NMPC commands for both the cases are well within
the constraints speci�ed in (14). Moreover, one may notice
a comparatively poor tracking performance in terms of the
yaw angle (y ) response for both the cases. It is emphasized
that this is due to the tuning of PIDs along the yaw channel
in the low-level controller i.e., within Pixhawk.

Figure 10d depicts the performance of NMHE in esti-
mating the UAV mass, along with its true value. It is ob-
served that the mass estimation always stays within the
bounds speci�ed in (19), which eventually illustrates the
bounded learning capability of NMHE. This is an important
aspect as the stability of NMPC is typically guaranteed for
an accurate system model; whereas an unbounded (diverg-
ing) estimation of time-varying parameters may eventually
destabilize the closed-loop. It is to be noted that, although
m is a physical parameter, its estimation by NMHE also ac-
commodates the modeling and operational uncertainties (for
instance, discharging of battery) induced during operation.
Primarily, it is deduced as an adaptive parameter that en-
ables NMPC to realize an offset-free tracking along thez-
direction.

The single Gauss-Newton iteration per sampling instant,
performed to solve the optimization problems of NMPC and
NMHE would result in a suboptimal solution. Therefore, it
becomes necessary to check the optimality of the control
framework. To do that, Karush-Kuhn-Tucker (KKT) toler-
ances are obtained and plotted for the respective NMPC
and NMHE in both learning and without learning cases, as
shown in Fig. 11a. For a linear system with a least-square
objective, these values reduce to zero. However, for the con-
sidered tilt-rotor tricopter UAV, these values are anticipated
due to the highly nonlinear dynamics along with the added
yaw instability (odd number of rotors). Nevertheless, their
low and not too drastically varying magnitudes still signify
well-de�ned optimization problems.

Finally, the execution time at each sampling instant for
both conventional NMPC and NMPC-NMHE framework is
shown in Fig. 11b. While the average execution time for
NMPC in without learning case is 4:3 ms, the average exe-
cution times for NMPC and NMHE in the case with learning
are 4:4 ms and 6:2 ms, respectively. The difference in com-
putation times of NMPC and NMHE within NMPC-NMHE
framework is due to the choice of a longer estimation hori-
zon (M = 40) over the prediction horizon (Nc = 30).

Remark 5For a shorter horizon, the mass learning is fast
which eventually makes NMPC to be aggressive towards the
change. On the other hand, for a longer horizon, the NMHE
gradually learns the mass parameter and hence, a smooth re-
sponse is obtained from NMPC. Therefore, selecting an ap-
propriate estimation horizon on Raspberry Pi is a trade-off
between the desired rate of learning and the available com-
putational power. In general, the latter is more important due
to the minimum sampling frequency required for a sustained
closed-loop.

Additionally, in order to statistically support the claim
that learning-based NMPC improves the tracking perfor-
mance in presence of abrupt mass disturbance, experiments
with four different levels of payload drop, each repeated 10
times, are performed for both types of NMPCs and their
mean Euclidean error values are recorded. Thereafter, a box
plot is obtained which is presented in Fig. 12. It is evi-
dent that the mean Euclidean error for conventional NMPC
increases with the increasing weight drop level, while the
mean Euclidean error rise for NMPC-NMHE framework is
negligible. This is also according to our expectation because
the learning helps NMPC to adapt itself to the changing con-
ditions, and hence, results in a minimal error rise even with
the increasing magnitude of disturbance.

6.2 Case Scenario 2: Ground Effect

In the second experiment, we investigate another type of dis-
turbance which is commonly encountered when a UAV �ies
in proximity to the ground, i.e., when it is within the in�u-
ence of ground effect. For this scenario, the tricopter UAV
is made to track a circular trajectory of radius 1m along
x- andy-directions, involving two different heights, as de-
picted in Fig. 13a. The UAV begins to follow the trajectory at
z= 0:7m with negligible in�uence of ground effect. There-
after, while on the circular path, it descends toz = 0:15m,
where the ground effect gets dominating. After completing
half-a-circle, it climbs back toz = 0:7m and stays at this
height for a while, before going for another round. Further-
more, since the disturbance is only introduced along thez-
direction, the in�uence of disturbance forces (FxDist, FyDist)
is expected to be negligible in comparison to the ground ef-
fect. Therefore, in this application also, these forces are not
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(a) 3D view of circular reference trajectory, and the tracked
trajectories using conventional NMPC and NMPC-NMHE
framework.

(b) Time propagation of reference and actual trajectories.

(c) Time propagation of Euclidean error and error along
z-direction.

(d) True values of tricopter mass and its estimation using
NMHE.

(e) Controller outputs for conventional NMPC with the ac-
tual response of the UAV.

(f) Controller outputs for NMPC-NMHE framework with
the actual response of the UAV.

Fig. 10: Case Scenario 1: trajectory tracking control performance of the tilt-rotor tricopter UAV with varying mass, where
the vertical magenta lines represent the instants of payload drop. In (d), it is observed that the estimated UAV mass converges
to the true value after a transition time of few seconds. Moreover, none of the constraints ever get violated, which implies
constrained learning.
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(a) KKT tolerance for conventional NMPC and NMPC-
NMHE framework.

(b) Execution time (ms) for solving the OCP for conven-
tional NMPC and NMPC-NMHE framework.

Fig. 11: KKT tolerance and execution time for the payload drop experiment. It is to be noted that in the interest of space,
these plots are only provided for Case scenario 1.

Fig. 12: Mean Euclidean error for four levels of abrupt
weight drops, where 10 tests for each weight level are per-
formed.

estimated, and the corresponding NMPC and NMHE param-
eter vectors are:

pNMPC = pNMHE = m: (21)

The position tracking performance for both without and
with learning cases, in presence of ground effect can be
seen in Figs. 13a and 13b. As expected, the learning-based
NMPC dominates the conventional NMPC in terms ofz-
direction tracking. The improvement is better visualized
from Fig. 13c, where the Euclidean error andzerror are
plotted. As observed in Fig. 13c (particularlyzerror plot),
there lies an offset along thez-direction for conventional
NMPC, due to which itszerror always stays more than that
for NMPC-NMHE framework. Although there are two in-
stances (around 15s and 30s) where thezerror for NMPC-
NMHE framework becomes more, this is the part when
tricopter is climbing and hence, can be associated with
the transient response of the UAV. That is, at the instant

when tricopter starts to climbs, its estimated (effective) mass
within NMPC-NMHE framework is less, and hence, the
tracking error instantaneously rises until the new true mass
is estimated by NMHE. Moreover, in the experiments with
ground effect, the mean values for Euclidean error andzerror

in conventional NMPC case are 0:1852m and 0:1091m, re-
spectively, while for NMPC-NMHE framework the mean er-
ror values are 0:1380m and 0:0459m, respectively. Hence,
the learning resulted in an improvement of 4:72 cm in terms
of Euclidean error and 6:32 cm in terms ofzerror.

Next, the control outputs for conventional NMPC and
NMPC-NMHE framework are presented in Figs. 13e and
13f, respectively. From these �gures, it is evident that
NMPC commands for both the cases are well within the
speci�ed constraints. Moreover, comparably poor tracking
of the commanded yaw by the UAV can again be explained,
happening due to a conservative tuning of low-level PIDs
along the yaw channel.

The mass estimation performance of NMHE in NMPC-
NMHE framework is depicted in Fig. 13d. The estimated
value always stays restricted within the speci�ed bounds that
again showcases the bounded learning capability of NMHE.
In addition, the estimated mass value varies in an intuitive
pattern along the trajectory. That is, when the UAV is �ying
under the in�uence of ground effect, the effective mass is
expected to decrease as also seen in sections II and IV of
Fig. 13d, and vice versa for the UAV �ying away from the
ground.

Finally, the average execution time for NMPC in without
learning case is 4:21 ms, while the average execution times
for NMPC and NMHE in the case with learning are 4:33 ms
and 7:591 ms, respectively.
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(a) 3D view of circular reference trajectory, and the tracked
trajectories using conventional NMPC and NMPC-NMHE
framework.

(b) Time propagation of reference and actual trajectories.

(c) Time propagation of Euclidean error and error along
z-direction. (d) Tricopter mass estimation using NMHE.

(e) Controller outputs for conventional NMPC with the ac-
tual response of the UAV.

(f) Controller outputs for NMPC-NMHE framework with
the actual response of the UAV.

Fig. 13: Case Scenario 2: trajectory tracking control performance of the tilt-rotor tricopter UAV in presence of ground effect,
where the vertical magenta lines in (c) and (d) represent sections with the samez-position, such that sections I, III and V are
with z= 0:7m, and sections II and IV are withz= 0:15m. Additionally, in (d), it is observed that the tricopter mass decreases
as it hovers close to the ground which is also intuitively consistent.
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6.3 Case Scenario 3: Wind-gust Disturbance

In the third experiment, we mimic one of the most com-
monly occurring disturbance, i.e., wind-gust, for a UAV �y-
ing outdoor. Although all our experiments are performed
indoors, the main goal of this work is to bring the UAV
from an engineered (well-known) indoor environment to a
less known outdoor world, as mentioned previously. Also,
in order to achieve an exhaustive investigation in this pa-
per, studying the effects of wind-gust on a �ying UAV and
evaluating the improvements that a learning-based frame-
work can bring, are mandatory tasks. Therefore, in this sce-
nario, arti�cial wind-gust disturbances are introduced with
the help of two industrial fans that are placed perpendic-
ular to each other at a distance of 2:5m from the origin.
Overall, they generate disturbances of magnitude 3:3-3:7
m/s (each fan) along+ x and � y directions, as can be vi-
sualized from Fig. 8. For a better judgment on the learn-
ing ability of NMPC-NMHE framework, the experiments
are conducted with two trajectories namely, slanted circle,
and hover at the origin with sinusoidally varyingz-position.
Moreover, in this experiment, since the disturbances are ex-
plicitly introduced alongx- andy-directions, the magnitudes
of disturbance forces (FxDist, FyDist) are expected to get sub-
stantial. Hence, they are also estimated along with the mass
of the UAV:

pNMPC = pNMHE = [ m;FxDist;FyDist]T : (22)

Next, we sequentially present the trajectory tracking results
for slanted circle and hover trajectories.

Case Scenario 3a – Slanted Circular Trajectory:

The position tracking performance of NMPC for a slanted
circular trajectory of radius 1m, in without and with learn-
ing cases can be seen in Figs. 14a and 14b. To further ana-
lyze tracking accuracy, the Euclidean error is also plotted for
both the cases and is presented in Fig. 14c. From Fig. 14c, it
is evident that the Euclidean error for NMPC-NMHE frame-
work always stays below than that for conventional NMPC.
In addition, the mean Euclidean error values for without and
with learning cases are 0:2078m and 0:1515m, respectively,
which eventually implies an improvement of 5:63 cm due to
learning.

Remark 6Looking at these error values, one may question
the magnitude of improvement that a learning-based frame-
work brings to this application. Regarding this doubt, we
would like to emphasize that when the UAV encounters a
wind-gust disturbance, there is a time-lapse before which
the magnitude of the learned disturbance force is fed to
NMPC and it can perform the necessary corrections. How-
ever, by the time NMPC receives the learned disturbance

values, the UAV proceeds further on its course, making the
estimated values obsolete for the current corrections. Hence,
there lies a time-lag between the estimation and corrective
action taken by the controller, thereby making learning less
effective within the scope of this trajectory. Nevertheless,
in order to validate the pro�ciency of learning, these ex-
periments are performed again for a hover with varyingz-
position trajectory, the results of which are discussed later.

For the sake of completeness, control outputs for con-
ventional NMPC and NMPC-NMHE framework for a
slanted circular trajectory are presented in Figs. 14e and
14f, respectively. From these �gures, it is again evident that
the NMPC commands for both the cases are well within the
speci�ed bounds.

Figure 14d depicts the performance of NMHE in esti-
mating the UAV mass along with the introduced disturbance
forces in NMPC-NMHE framework. The constrained esti-
mation ability of NMHE is again validated here, as none of
the speci�ed bounds are ever violated, even when the esti-
mated values for disturbance forces reached the bounds.

Remark 7Since the disturbance forces are induced via same
wind speed for both the fans, the estimator is expected to
produce less oscillating estimation values. However, it is
pointed out that due to the circular motion of the UAV, the ef-
fective disturbance forces acting on the UAV vary with time.
This assertion is validated by the estimation results of the
hover trajectory that are presented later in this section.

Furthermore, the average execution time for NMPC in
without learning case is 4:212 ms, while the average execu-
tion times for NMPC and NMHE in the case with learning
are 4:92 ms and 6:694 ms, respectively.

Case Scenario 3b – Hover Trajectory:

As asserted before, due to the time-varying nature of the
wind-gust disturbance while �ying a circular trajectory,
NMHE does not have enough time to learn the true dis-
turbance values. As a result, only a limited performance
improvement is observed. Therefore, in order to validate
the ef�cacy of learning in dealing with the induced wind-
gust disturbances, these experiments are performed again
for a hover trajectory, involving a motion only along thez-
direction. While selecting the hover trajectory, it is expected
that the stationary (alongx- andy-directions) nature of this
trajectory would provide ample time to NMHE for learning
the disturbance forces, such that, a signi�cant improvement
in tracking would be observed.

The position tracking results for a hover with changing
z-position reference by both types of NMPCs can be seen
in Figs. 15a and 15b. As expected, there lies a steady offset
along+ x- and� y-directions for conventional NMPC, while
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(a) 3D view of slanted circular reference trajectory, and the
tracked trajectories using conventional NMPC and NMPC-
NMHE framework.

(b) Time propagation of reference and actual trajectories.

(c) Time propagation of Euclidean error.
(d) Tricopter mass and disturbance forces estimation using
NMHE.

(e) Controller outputs for conventional NMPC with the ac-
tual response of the UAV.

(f) Controller outputs for NMPC-NMHE framework with
the actual response of the UAV.

Fig. 14: Case Scenario 3a: trajectory tracking control performance of the tilt-rotor tricopter UAV in presence of wind-gust
disturbance for a slanted circular reference. In (d), it is observed that none of the constraints are violated that again validates
the safe learning capability of NMHE.

the NMPC within NMPC-NMHE framework compensates
it. This is mainly due to the learning ability of NMHE,

which makes NMPC account for the experienced distur-
bance forces. Moreover, the corrective actions of learning-



A Constrained Instantaneous Learning Approach for Aerial Package Delivery Robots 17

based NMPC are more visible in Fig. 15c, where the Eu-
clidean errors for both without and with learning NMPCs
are presented. In addition, the mean Euclidean error val-
ues for without and with learning cases are 0:1760m and
0:1047m, respectively, which eventually showcases an im-
provement of 7:13 cm brought by learning for this sce-
nario. Furthermore, the estimation results of NMHE within
NMPC-NMHE framework are shown in Fig. 15d. One may
observe a comparatively less oscillating estimation of dis-
turbance forces for this hover trajectory, which is in con-
trast with the estimation results for the previous trajectory.
As a summary, the mean Euclidean and absolutez-position
error values for all the aforementioned test case scenarios,
obtained with both types of NMPCs are listed in Table 2.

Finally, in order to further support the claim that
learning-based NMPC improves the tracking performance
in presence of wind-gust disturbance, 10 experiments each
with three different levels of wind speeds are performed for
both types of NMPCs and their mean Euclidean error val-
ues are recorded. Thereafter, a box plot is obtained which
is presented in Fig. 16. It is evident from Fig. 16 that the
mean Euclidean error for both type of NMPCs increase with
the increasing wind speed, which is also intuitive. However,
the error rise for NMPC-NMHE framework with increasing
wind speed is minimal compared to the one for conventional
NMPC. This is also in accordance with our expectation be-
cause the learning helps NMPC to adapt itself to the chang-
ing conditions, and hence, results in a slower error rise even
with the increasing magnitude of disturbances.

Remark 8One may think that the wind speeds which are
utilized for testing may not be too strong. However, we
would like to emphasize that these speeds are strong enough
to employ a signi�cant gust-force on the considered UAV.
This is due to the high ratio of the applied wind-gust dis-
turbance magnitude in comparison to the UAV size/mass.
Moreover, it is to be noted that the closed-loop framework
should be able to handle any wind-gust magnitude, provided
that the UAV actuators (rotors) can handle the disturbance
force and the NMHE is designed with the appropriate con-
straint values.

Table 2: Mean Euclidean and absolutez-position errors for
the three case scenarios. (N.A.: not applicable)

Euclidean error (cm) z-position error (cm)

NMPC NMPC-NMHE NMPC NMPC-NMHE

Case 1 17:72 15:93 5:61 1:09
Case 2 18:52 13:80 10:91 4:59
Case 3a 20:78 15:15 N.A. N.A.
Case 3b 17:70 10:47 N.A. N.A.

7 Conclusion

In this paper, we have developed an instantaneous learning-
based NMPC for the trajectory tracking of a 3D-printed tilt-
rotor tricopter UAV without violating the system constraints,
resulting in safe learning. The main motivation is to develop
an aerial robot that can learn from its past interactions with
the environment, and thus, can perform suf�ciently well in
unknown working conditions for which the aerial robot has
not been trained. Within the utilized learning-based frame-
work, the NMPC is designed as the high-level controller for
the position tracking of the UAV, and the NMHE is em-
ployed to simultaneously learn the time-varying model pa-
rameters in an instantaneous manner. Thanks to its learn-
ing capability, the NMPC can adapt itself to the changing
working conditions, and hence, performs satisfactorily well
in any unknown working condition. The ef�cacy of the pro-
posed learning-based framework has been investigated for
three case scenarios, where disturbances in the form of mass
variation, ground effect, and wind-gust, are explicitly in-
duced. On account of learning, thez-direction tracking im-
provements of 85:7% and 57:9% have been observed for
the case scenarios 1 and 2, respectively. In case scenario
3, �rstly with a slanted circular trajectory, the achieved im-
provement of 27:1% in terms of Euclidean error has been
found insuf�cient in portraying the true capability of the
learning-based framework. Therefore, the experiments with
wind-gust disturbances have been repeated for a hover with
varyingz-position trajectory, which �nally resulted in a Eu-
clidean error improvement of 40:5% with the help of learn-
ing. Additionally, the performed statistical analysis vali-
dated a consistent improvement by learning-based NMPC
when compared to conventional NMPC for the payload drop
and wind-gust disturbance scenarios. What is more, owing
to the fast C++ based execution of NMPC and NMHE codes,
a complete onboard implementation of the presented closed-
loop could be realized on a low-cost embedded processor.
Designed with more adaptive control structures – also with
the help of arti�cial intelligence and machine learning meth-
ods –, it is not so far-fetched that the robots of the future
could learn from their own experience, interact with envi-
ronment, and eventually adapt themselves to different work-
ing conditions.

Acknowledgements This work was equally �nancially supported by
the National Research Foundation, Prime Ministers Of�ce, Singapore
under its Medium-Sized Centre funding scheme, and the Aarhus Uni-
versity, Department of Engineering (28173). In addition, the authors
would like to acknowledge Siddharth Patel, Lee Ying Jun Wilson and
Suraj Ravindrababu for their support during the real-time experiments.



18 Mehndiratta and Kayacan

(a) 3D view of hover reference trajectory, and the tracked
trajectories using conventional NMPC and NMPC-NMHE
framework.

(b) Time propagation of reference and actual trajectories.

(c) Time propagation of Euclidean error.
(d) Tricopter mass and disturbance forces estimation using
NMHE.

Fig. 15: Case Scenario 3b: trajectory tracking control performance of the tilt-rotor tricopter UAV in presence of wind-gust
disturbance for a hover with varyingz-position reference. It is to be noted that in (d), smoother estimation performance is
observed in contrast with Fig. 14d.

Fig. 16: Mean Euclidean error for three levels of wind speed,
where 10 tests for each speed level are performed. Range of
wind speeds for various levels are, Level 1: 2:4 � 3:0 m/s;
Level 2: 3:3� 3:7 m/s; Level 3: 3:8� 4:2 m/s.
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