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Abstract In this work we have enhanced the percep-
tion of a humanoid robot by integrating it with a so-
cial state estimation system. We present a user study
of the humanoid Nao robot as a social mediator, com-
prising two sets of experiments. In the �rst sets of ex-
periments, the participants rate their understanding of
feedback messages delivered via the Nao robot. They
also assess two modalities to deliver the feedback: au-
dio only and audio combined with gestures. In almost
all cases there is an improvement of 10% or more when
audio and gesture modalities are combined to deliver
feedback messages. For the second sets of experiments
the sociofeedback system was integrated with the Nao
robot. The participants engage in two-person scenario-
based conversations while the Nao robot acts as a me-
diator. The sociofeedback system analyzes the conver-
sations and provides feedback via Nao. Subsequently,
the participants assess the received sociofeedback with
respect to various aspects, including its content, appro-
priateness, and timing. Participants also evaluate their
overall perception of Nao as social mediator via the
Godspeed questionnaire. The results indicate that the
social feedback system is able to detect the social sce-

Yasir Tahir
Institute for Media Innovation, Nanyang Technological Uni-
versity.
E-mail: yasir001@e.ntu.edu.sg

Justin Dauwels
School for Electronics and Electrical Engineering, Nanyang
Technological University.

Daniel Thalmann
Institute for Media Innovation, Nanyang Technological Uni-
versity.

Nadia Thalmann
Institute for Media Innovation, Nanyang Technological Uni-
versity.

nario with 93.8% accuracy and that Nao can be e�ec-
tively used to provide sociofeedback in discussions. The
results of this paper pave the way to natural human-
robot interactions for social mediators in multi-party
dialog systems.

Keywords Sociometrics � Dialog � Audio-Visual �
Human Behavior.

1 Introduction

One of the key objectives of research and development
in robotics is to design various robots that can assist
humans in everyday domestic environments. Nowadays,
robots are increasingly being viewed as social entities
to be integrated in our daily lives. Socially interactive
robots are used to communicate, express, and perceive
emotions, maintain social relationships, interpret natu-
ral cues, and develop social competencies [1,2]. Promi-
nent application scenarios for such robots are manifold,
and span from shopping robots [3] and tour guides [4]
to home assistance and care [5, 6], etc.

With increasing demand for robots for domestic en-
vironments, research on human-robot interaction (HRI)
has gained more importance. In order to enhance human-
robot interaction, the need for integration of social in-
telligence in such robots has become a necessity [7{9].
Socially intelligent robots should e�ectively engage with
humans and maintain a natural interaction with them
over extended periods of time.

Understanding of human behavior is a necessary re-
quirement for allowing a robot to behave in a socially
intelligent manner [10]. If a robot can understand the
behavior of humans with whom it is interacting, then it
can respond accordingly. HRI in multi-party dialogs [11]



2 Yasir Tahir et al.

can be greatly improved if the robots are able to inter-
pret the human behavior to some extent. Human behav-
ior involves various patterns of actions and activities,
attitudes, a�ective states, social signals, semantic de-
scriptions and, contextual properties [12]. A promising
approach for human behavior understanding is to ap-
ply pattern recognition and automatically deduce var-
ious aspects of human behavior from di�erent kinds
of recordings and measurements, e.g., audio and video
recordings [13].

In [14], we presented a novel approach towards com-
prehensive real-time analysis of speech mannerism and
social behavior. We performed non-verbal speech analy-
sis to analyze human behavior. Non-verbal speech met-
rics are a direct manifestation of human behavior, and
play a vital role for the meetings to be pleasant, produc-
tive, and e�cient [15]. By considering these low-level
speech metrics, we quanti�ed speech mannerism and
sociometrics including interest, agreement, and domi-
nance of the speakers. We collected a diverse speech cor-
pus of two-person face-to-face conversations; it allowed
us to train machine learning algorithms for reliable 5-
level classi�cation of the sociometrics with speech met-
rics as input features. The classi�er is able to detect
social states of participants with accuracy of 84{86%.
The combined metrics for speech mannerism and social
behavior provided a clear picture of human behavior
in dialogs. In this paper, we investigate the scenario
where the Nao robot communicates this information to
the speakers and acts as a \social mediator".

In [16], we conducted a preliminary user study to
investigate how sociofeedback could be provided via
a humanoid robot (Nao). It is widely accepted that
the combination of modalities and capabilities improves
human-robot interaction. In our preliminary study, we
investigated a variety of modalities. We provided users
with sociofeedback in open-loop conditions. Speci�cally,
the participants of the survey needed to assess basic
feedback messages delivered by Nao, without actually
participating in a conversation. The participants were
then asked to assess sociofeedback messages delivered
only via audio and also by a combination of audio and
gestures. The user study con�rmed the hypothesis that
combining the two modalities of audio and gestures
clearly helps the participants to identify the sociofeed-
back messages.

In this paper, we extend our work from the open-
loop to closed-loop scenario. In the current study, the
participants have a conversation, and the Nao robot
provides feedback afterwards. This feedback is derived
from the speech mannerisms and sociometrics computed
by the machine learning algorithms proposed in our ear-
lier work [14]. In other words, the Nao robot serves in

this setting as a social mediator, and we are interested
to study how the participants react to and evaluate this
approach to providing feedback. This paper presents
the following contributions and novelties:

{ We integrate a real-time sociofeedback system that
analyzes nonverbal speech metrics to assess the so-
cial states of participants in a two-person conversa-
tion with a humanoid robot (Nao). The robot uses
this information and provides appropriate feedback
in real-time. Currently, we limit ourselves to four
social states, namely normal, uninterested, overly
talkative, and aggressive.

{ We conducted a user study with 20 participants
(17 males, 3 females). Each participant received so-
ciofeedback via Nao for all the social states. Par-
ticipants were then asked to evaluate several as-
pects of sociofeedback e.g., whether they agree with
the feedback, or whether they like the feedback,
whether they feel they received the feedback timely.

{ We also investigated the overall experience of users
about Nao. The participants were asked to rate the
anthropomorphism, animacy, likability, perceived in-
telligence and perceived safety by means of a God-
speed questionnaire [17].

In summary, we made the following observations in our
experiments. From our �rst experiment [16], we learned
that the participants could clearly understand the feed-
back messages delivered by Nao using gestures along
with audio. The ratings on the Godspeed questionnaire
were also signi�cantly higher for the case when Nao
used audio and gestures to deliver feedback message as
compared to only using audio. In the second experiment
we observed that the participants seemed to like Nao in
the role of a social mediator and rated it very high on
the Godspeed questionnaire. We also established that
the sociofeedback system [14] can provide reliable feed-
back in real conversational scenarios with an overall
accuracy of 93.8%.

In order to avoid background noise, we performed
these experiments in a meeting room scenario where
the participants wore lapel microphones. As a conse-
quence, the recorded audio signals are of high quality,
and we can infer the social states reliably. In the cur-
rent study, we apply the sociofeedback system that we
designed in earlier work. Since that system only infers
a limited number of social indicators (level of interest,
dominance, and agreement), we concentrate only on a
limited number of social states in the present study.
Our objective in the long term is to design a module
for inferring social states for applications in robotics,
and the experiments discussed in this paper are initial
steps towards achieving this objective. Here we imple-
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mented our system on the humanoid Nao robot, due
to its availability and ability to perform gestures and
generate speech. However, the sociofeedback system is
not limited to the Nao robot and can be interfaced with
other robot platforms as well as virtual characters. Sim-
ilarly, we apply the Godspeed questionnaire [17] in this
study, however, it is noteworthy that is questionnaire
is not speci�c to the Nao robot, but can be applied to
assess any robotics platform. The technical aspects of
this work are also not dependent on the Nao platform
as we utilize the sociofeedback system [14] for acquir-
ing and processing the speech signals and for identifying
the social states of the participants.

The paper is structured as follows. In Section 2, we
review related work. In Section 3, we present a brief
overview of the sociofeedback system that infers the
level of interest, dominance and agreement from speech
recordings. In Section 4, we brie
y introduce the two
sets of experiments that we have conducted. In section
5, we present results for our �rst set of experiments,
where we determine whether the participants can iden-
tify feedback messages delivered by Nao. In section 6,
elaborate on the results for our second set of experi-
ments, where we interfaced Nao with the sociofeedback
system. In Section 7, we o�er concluding remarks and
suggest topics for future research.

2 Related Work

In this section, we brie
y discuss related work on so-
cially aware robotic systems, their applications, and rel-
evant user studies to assess human-robot interaction.
In the recent past, many social robots have been de-
signed for real world interactions, e.g., Kismet [18], Mel
[19], Pearl [20], Robovie [21], Robota [22], and Paro
[23]. Nowadays, social robots are successfully helping
children in their social, emotional, and communication
de�cits. They create interesting, appealing, and mean-
ingful interplay situations that compel children to in-
teract with them. One of the emerging applications of
social robotics is the therapy of children with autism
[24{26]. The roles and bene�ts of socially aware robots
for therapy of children with autism are reviewed in [27].
Similarly, social robots are actively being deployed in
nursing homes for assistance of the elderly. Those stud-
ies typically investigate what di�erent social functions
such robots can play in the living environment of the
elderly, as well as how social functions can facilitate
actual usage of social robots [23].

Apart from that, many application centric social
robots are being deployed in domestic environments
where the goal is to interact with humans as naturally
as possible. The Human-Computer Interaction Institute

(HCII) at Carnegie Mellon University (CMU) has de-
veloped an advisory robot that traces people’s mental
mode from a robot’s physical attributes [28]. Similarly,
the iCat Research Platform is a research platform cre-
ated by Philips Electronics for studying human-robot
interaction. The robot itself consists of a catlike robot
face with two mechanical eyes, eyebrows, eyelids, and
lips, all attached to a limbless body. iCAT has been de-
ployed in [29] to investigate dynamic multi-party social
interaction with a robot agent. CALO-meeting assis-
tant is an automatic agent that assists meeting partic-
ipants, and is part of the larger CALO [30] e�ort to
build a Cognitive Assistant that Learns and Organizes.
CALO meeting assistant [31] provides for distributed
meeting capture, annotation, automatic transcription,
and semantic analysis of multiparty meetings. As a last
example, Furhat is a robotic head that combines state-
of-the-art facial animation with physical embodiment
in order to facilitate multi-party dialogues with robots
[32].

Many user studies have been conducted to assess
how humans perceive robots in their speci�c roles. Such
studies rate the human-robot interaction with respect
to likability, perceived safety, anthropomorphism, ani-
macy, etc. For example, it was investigated in [33] how
humans perceive a�ect from robot motion, and they
found that many participants engaged in seemingly emo-
tional and unexpected ways with a very simple and al-
most purely abstract robot. It was shown in [34] that
humans perceive di�erent a�ects by observing di�erent
motions of the robot. The curvature and acceleration of
robot motion were varied and their positive or negative
a�ect on the participants were observed. The results in-
dicate that the information for valence is at least partly
carried by a linear interaction between curvature and
acceleration. Similarly, in [35] studies have been carried
out to see if humans can identify emotions expressed
by a humanoid robot using gestures. The results show
that it is possible to interpret key poses generated by
the A�ect Space. This suggests that the approach can
be used to enrich, at a low cost, the expressiveness of
humanoid robots. In [36] Nao narrated a three-minute
story to a group of participants. The study investigated
the e�ect of gazing and gestures on the persuasion of
the robot, and provides evidence that gazing can sig-
ni�cantly improve persuasion, however, incorporating
gestures showed no signi�cant di�erence in persuasion.
In [37], experiments were carried out to understand
whether a robot can e�ectively modify its speech ac-
cording to the speaker’s behavior. This study o�ers a
model for dealing with the emotions in the voice of the
user in an AI system. Low-level cues computed from
the speech signals determine characteristics of the ex-
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Fig. 1 The system records audio data, and next computes several conversational and prosodic features. From those features,
it determines the levels of interest, agreement, and dominance via classi�ers. Feedback messages are determined from these
three social indicators and from prosodic features. All these computations are performed in Matlab. The feedback messages are
communicated from the computer to Nao via the TCP/IP framework. The Nao robot provides feedback by an audio message
supported by gestures. The gestures are programmed in Choreographe.

pressed emotions, such as the emotion type (e.g., hap-
piness and sadness), its valence, and its activation.

By contrast, our objective is to facilitate multi-party
dialogs by introducing Nao as a social mediator, which
can assess social state of participants, in real-time, and
provide valuable feedback without having to provide
any service or engage participants in any context-based
conversation. To achieve this, we conducted a study to
investigate, in detail, di�erent aspects of human-robot
interaction when Nao provides real-time sociofeedback
to participants. To the best of our knowledge, no such
study has been conducted yet.

3 The Sociofeedback System Overview

In Fig. 1, we depict a diagram of the robotic system
considered in this paper. The system consists of the
sociofeedback module (developed in [14]) and the Nao
robot, where Nao delivers the messages generated by
the sciofeedback module to the speakers participating
in dialogues. In this section, we will explain the so-
ciofeedback system [14]. This system is able to infer
the levels of interest, dominance, and agreement with
85%, 86% and 82% accuracy respectively (see Fig. 2).
In the following subsections, we �rst explain the hard-
ware setup for audio recording of conversations. Next,
we brie
y describe the extraction of nonverbal speech
cues. Then, we explain how we infer social states from
those cues. Finally, we explain how the sociofeedback
interfaces with the Nao robot to provide real-time so-
ciofeedback.

3.1 Sensing and Recording

We adopted easy-to-use portable equipment for record-
ing conversations; it consisted of lapel microphones for
each of the two speakers and an audio H4N recorder
that allowed multiple microphones to be interfaced with
the laptop. The audio data was recorded in brief con-
secutive segments as a 2-channel audio .wav �le.

3.2 Extraction of Non-Verbal Cues

We considered two types of low-level speech metrics:
conversational and prosody related cues. The conversa-
tional cues account for who is speaking, when and how
much, while the prosodic cues quantify how people talk
during their conversations. We computed the follow-
ing conversational cues: the number of natural turns,
speaking percentage, mutual silence percentage, turn
duration, natural interjections, speaking interjections,
interruptions, failed interruptions, speaking rate, and
response time [14].

We considered the following prosodic cues: ampli-
tude, larynx frequency (F0), formants (F1, F2, F3), and
mel-frequency cepstral coe�cients (MFCCs). These cues
are extracted from 30ms segments at a �xed interval of
10ms; they tend to 
uctuate rapidly in time. There-
fore, we compute various statistics of those cues over
a time period of several seconds, including minimum,
maximum, mean, and entropy, in order to infer speak-
ing mannerism.
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Fig. 2 Diagram of the sociofeedback system designed in [14].

3.3 Social State Estimation

In our earlier work [14], we collected an audio corpus
of 150 conversations where the subjects were students
of Nanyang Technological University (NTU). The total
number of individuals that participated in the corpus
was 22, of which 17 were males, and 5 were females. The
age of the students varied from 18 to 30. The topics of
conversations ranged from discussion of assignments,
projects of students, to social and political views. In
some of the dialogs, there were problematic situations
such as con
icts and disagreements, periods of bore-
dom, aggressive behavior, or poorly delivered speech
(e.g., low volume or fast pace).

Each recording in the corpus was annotated by mul-
tiple people (\judges"), each assessing a subset of the
corpus. For each recording in the corpus, the judges
completed a questionnaire related to speaking manner-
isms and behavioral aspects of each participant. For
example, if a participant seemed bored to the annota-
tor, the latter would assess the interest level as \low";
in contrast, if the participant seemed excited, the an-
notator would quantify the interest level as \high".

Low-level speech cues and conversational features
were extracted from each recording. It is crucial to se-
lect appropriate speech features for training a machine
learning model. We applied two feature selection al-
gorithms Information Gain (IG) and correlation based
feature selection (CFS) [38, 39], to determine the most
relevant features for inferring each of the three socio-
metrics i.e. interest, dominance and agreement.

After feature selection the speech features were used
to train machine learning algorithms. The (rounded)
average score provided by the judges served as labels
for supervised learning. We considered four kinds of
multi-class classi�ers for inferring the social state of
the participants: K-Nearest Neighbor (KNN), Arti�-
cial Neural Network (ANN), Naive Bayes, and Support
Vector Machine (SVM). Table 1 shows the classi�ca-
tion results achieved by the aforementioned algorithms,
and Table 2 shows the detection accuracies for high/low
volume and fast/slow speech rate speech mannerisms.
Speaking mannerism are quantitatively assessed by low-
level speech, including volume and speech rate. The

Table 1 The classi�cation results achieved for each socio-
metric using various machine learning algorithms.

Sociometrics SVM ANN KNN Naive
Agreement 83% 76% 82% 78%
Dominance 86% 80% 78% 81%

Interest 82% 78% 79% 74%

Table 2 Detection accuracies for the speech mannerisms of
high/low volume and fast/slow speech rate.

Speech Mannerism Audio Feature Detection (%)

Speaking Volume 90%
loudly/quietly

Speaking Speech Rate 84%
too fast/too slow

SVM algorithm performed better than other classifers
for all the three sociometrics.

We performed these calculations in Matlab on a
2GHz dual-core processor with 2GB RAM. It took ap-
proximately 3-5 seconds to perform speech detection
and compute speech cues from 1 min dialogs, and to
perform multi-class classi�cation, yielding the levels of
interest, agreement, and dominance. Therefore, on that
computer platform, the total time required for inferring
those social indicators from a 1 min dialog is about 3-5
seconds, allowing us to perform such analysis in real-
time settings with limited delay.

In this paper, we conduct a user study of this so-
ciofeedback system [14], by integrating it with a hu-
manoid Nao robot. We deploy SVM models trained on
a corpus of 150 conversations [14] from our earlier work.
The participants engage in 1 minute conversations and
receive feedback via Nao robot at the end of the di-
alog. They then evaluate the sociofeedback system on
various criteria. The audio data is acquired using lapel
microphones, it is processed on the laptop, and the so-
ciometrics are computed. The social behavior is quanti-
�ed by the level of interest, agreement, and dominance.
Together, they provide a comprehensive picture of the
social state of participants in these dialogs. The inferred
social state is then used to generate feedback via Nao
robot.

3.4 Feedback via Nao Robot

The social states of the speakers listed in in Table 4
are derived from the social indicators of interest, dom-
inance, and agreement as explained in Table 7. These
social states are computed by a Matlab script, as ex-
plained in the previous section, and are transmitted
to the Nao robot by the TCP/IP server-client frame-
work. More precisely we integrate Nao into this sys-
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tem by transmitting the output of the Matlab script
to Nao through the TCP/IP server-client framework.
More precisely, once the Matlab script determines the
social state, it sends a feedback message to Nao via
TCP/IP, and Nao in turn delivers the message to the
speaker(s) via speech supported by gestures.

The Nao robot has 25 degrees of freedom, since it
is equipped with numerous sensors and actuators, in-
cluding inertial sensors, infrared and sonar receivers,
coupled with its axes. This multitude of sensors and
actuators provide the robot with high level of stability
and 
uidity in its movements. However, in our experi-
ments we only generated very basic movements to sim-
ulate gestures. In addition, we also utilized the speech
synthesis module of the Nao robot to generate audio
messages. In some of our experiments, Nao delivered
the audio messages without gestures, in other experi-
ments Nao robot made gestures during the audio mes-
sages. The time taken by Nao to deliver the audio mes-
sage along with with gestures was approximately 3 to 4
seconds. Table 4 provides an overview of the feedback
messages considered in this study. We chose these par-
ticular scenarios, since the sociofeedback system was
trained on a corpus of dyadic conversation with similar
scenarios [14].

4 Experiments

In this section, we explain the two sets of experiments
that we conducted. In the �rst set of experiments (see
Section 4.1), we investigate whether the participants
can understand the feedback messages delivered by the
Nao robot. We also explore di�erent ways to deliver
the feedback messages, viz., only by audio or by audio
combined with gestures. In the second set of experi-
ments (see Section 4.2), we investigate the role of the
Nao robot as a social mediator. In this setting, the Nao
robot provides feedback to the participants after brief
conversations. The �rst experiment is a pre-requisite to
the second one. In the �rst experiment we obtain user
feedback on whether our designed gestures and verbal
messages can be understood. The second experiment
includes more complexity as explained in Section 3,
the participants engage in scenario-based conversations.
The latter are then analyzed by the sociofeedback mod-
ule [14], speci�cally, SVM models trained on an audio
corpus of 150 annotated conversations are deployed to
predict the levels of interest, dominance, and agreement
for each of the participants from their speech features.
The social state of the speaker is estimated from the
three social indicators (interest, dominance, and agree-
ment), and the corresponding feedback is delivered via
the Nao robot. Table 3 lists the user studies that we

have conducted along with the objectives of each user
study.

Table 3 List of experiments conducted and their objectives.

Experiments Objectives
Experiment 1: Iden-
ti�cation of Feedback
Messages

1-To determine the accuracy with
which the participant can identify
feedback messages delivered by Nao.
2-To compare audio and gesture
modalities for feedback delivery , as-
sessed by Godspeed questionnaires.

Experiment 2: Inte-
gration with the So-
ciofeedback System

1-To determine the accuracy with
which the sociofeedback system can
analyze and generate feedback mes-
sages for real conversations.
2-To investigate how the partici-
pants assess the Nao robot as a so-
cial mediator, by means of Godspeed
questionnaires.

In our experiments we obtained feedback from the
participants about the Nao robot by means of Godspeed
questionnaires [17]. In the Godspeed questionnaire the
participants rated their perception of the robot on dif-
ferent criteria. Including anthropomorphism (similarity
to human form), animacy (life likeness), likeability (per-
sonal likeness of the participant), perceived intelligence,
and perceived safety of the robot.

4.1 Experiment 1: Identi�cation of Feedback Messages

There were 20 (16 males and 4 females) participants
in this �rst set of experiments with a mean age of 25
and SD of 2.42. All participants are NTU students.
As the medium of instruction at NTU is English, all
participants could easily understand the feedback mes-
sages delivered by Nao robot. The experiments were
conducted in a meeting room similar to the one shown
in Fig. 1.

Fig. 3 Di�erent components of the experimental procedure.
The experiments last about 20 minutes, with estimated du-
ration of each component as indicated.
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Table 5 Percentage of correctly identi�ed feedback messages. Results are shown for each of the feedback messages, delivered
by audio only messages and by a combination of audio and gestures.

Modality
Too Too

Aggressive
Overly

Uninterested
silent loud talkative

Audio 84.2% 68.4% 89.4% 89.4% 78.9%

Combined 84.2% 100% 94.7% 100% 100%

Each experiment in the �rst set lasted about 20 min-
utes, and comprised of two sessions (see Fig. 3). First
the participants were asked to identify a random se-
quence of eight messages that were delivered by audio
only (without gestures), next the same is repeated for
messages delivered by audio and supported by gestures.
After each message, there was a brief break in which the
participants selected the feedback message that they
believed the Nao robot had just delivered. The partici-
pants were given the possible answers, and they had to
choose one of them. After each of the two sequences of
eight messages, the participants were asked to complete
a Godspeed questionnaire about their experience with
the Nao robot.

In this experiment, the participants were not asked
to be a part of an active conversation; instead they were
briefed about the context, and were then asked to judge
the sociofeedback delivered by the Nao robot (feedback
messages illustrated in Table 4). The participants were
not informed about the correct answers after each ses-
sion, in order to minimize the learning e�ect.

With these experiments, we aimed at testing the hy-
pothesis that feedback messages can be identi�ed more
accurately when Nao uses gestures along with audio as
compared to only audio feedback. We also hypothesized
that the feedback delivered by both audio and gestures
will be rated higher on Godspeed questionnaire crite-
ria, as compared to feedback provided by only audio
messages.

In our questionnaire (see Table 6), there were two
questions associated with each of the �ve measures of
Godspeed questionnaire. Our questionnaire was a sub-
set of the original Godspeed questionnaire, as we wanted
to keep the experiments short.

4.1.1 Results for Feedback Identi�cation

Our results are summarized in Table 5, showing how
often (percentage) each of the feedback messages were
correctly classi�ed in each of the sessions. It can be
seen from Table 5 that most of the feedback messages
seem to be perfectly understandable when the audio
messages are combined with gestures. There is room
for improvement for the \Too silent" scenario. It is also

clear from Table 5 that combining audio messages with
gestures helps to improve the clarity of the feedback
messages, as compared to audio messages only. To ver-
ify whether this improvement is statistically signi�cant,
we applied a repeated measures single-factor ANOVA
statistical test to the responses of the 20 participants.
The p-value associated with audio only vs. combined
audio and gestures equals 0.027, which is clearly below
0.05, thus the corresponding improvement in accuracy
is indeed statistically signi�cant. These statistics indi-
cate that sociofeedback is easier to identify when deliv-
ered through both audio and gestures. Also the results
show that audio plays a more vital role in the delivery of
the feedback messages while gestures help in improving
the clarity of the message.

4.1.2 Results for the Godspeed Questionnaire

Our results are summarized in Table 6, showing the
average scores for both conditions and the correspond-
ing p-values of repeated measures single-factor ANOVA
test. It can be seen that for each of the �ve measures
(except perceived safety), at least one of the two ques-
tions is having a signi�cant change in its value. Speci�-
cally, the Godspeed scores are higher for feedback that
includes both audio and gestures. The score for likeabil-
ity is the highest, and the change in value for friend-
liness is signi�cant. In other words, the participants
seem to like the Nao robot, and by including gestures,
the robot is perceived as even more friendly. Anthro-
pomorphism also has good ratings, and the increase in
values by adding gestures is signi�cant for both ques-
tions. Moreover, the interactivity of the robot increases
signi�cantly when gestures are included. Likewise, the
participants perceive the robot as more knowledgeable
when it uses gestures, but the value does not change
signi�cantly for the intelligence shown by the robot.
The low perceived safety values suggest that the par-
ticipants were calm and quiescent in the presence of
the robot, since the minimum and maximum value cor-
respond to calmness and agitation respectively. Inter-
estingly, when gestures are added, the participant per-
ceived the robot’s behavior as slightly more safe (albeit
a small change).
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Table 4 Sociofeedback delivered by the Nao robot: gestures
(left) and speech (right).

Gestures Description

Normal: \Good, carry on."
Nao provides this feedback
when a smooth conversation
is going on.

Uninterested: \You both
seem uninterested." Nao will
invite the speakers to con-
tribute more to the discus-
sion, when both speakers
have not been speaking for a
period of time.

Overly talkative: \You are
talking a lot". Nao will ask
the speaker to slow down
when he/she is speaking too
much.

Aggressive: \Please calm
down". Nao will ask the
speaker to calm down if
he/she is being too aggres-
sive.

Too silent: \I am sorry, but
I cannot hear you". When
one or both of the speak-
ers are speaking too softly,
Nao will ask them to increase
their volume.

Too loud: \Please lower
your volume". When the
speakers are speaking too
loudly, Nao will give feedback
about the noise.

Table 6 Average values of Godspeed questionnaire(5-likert
scale).

Characteristics P-values
Average Average

(audio) (combined)

Anthropomorphism
0.017 2.94 3.52

Machine/human like

Moving rigidly/elegantly 0.002 2.36 3.26

Animacy
0.129 2.89 3.26

Mechanical/organic

Inert/interactive 0.046 3.15 3.63

Likability
0.110 4.26 4.63

Dislike/like

Unfriendly/friendly 0.008 3.73 4.26

Perceived Intelligence
0.009 3.31 3.63

Ignorant/knowledgeable

Unintelligent/intelligent 0.186 3.42 3.57

Perceived Safety
0.741 2.36 2.26

Calm/agitated

Quiescent/surprised 1 2.84 2.84

4.2 Experiment 2: Integration with the Sociofeedback
System

There were 20 (17 males and 3 females) participants in
the second set of experiments with a mean age of 23
and standard deviation of 2.42. The total duration for
each experiment session was around 20 minutes. The
aim of this second set of experiments is to investigate
whether Nao can interact as a social mediator in a
two-person dialog. We invited participants to have a
scenario-based conversation. In each scenario, the par-
ticipants were asked to behave behave according to four
scenarios: \normal", \uninterested", \overly talkative",
and \aggressive", corresponding to the �rst four situa-
tions listed in Table 2. The bottom two scenarios in that
Table are less interesting as social states, and hence are
not considered in this experiment. In order to facilitate
the scenario-based conversations, we asked the partici-
pants to follow scripted conversations. From our earlier
experiments, we learned that it is di�cult for partici-
pants to enact a scenario if both speakers are invited
subjects. Therefore, in this user study we changed our
approach such that one of the two speakers was an in-
vited participant while the other speaker was appointed
by us to serve as facilitator of the conversations. Each
conversation lasted about 60 to 70s, and was analyzed
in real-time by the sociofeedback system described in
Section 3 (see also Fig. 1).

The experiment was conducted as follows (see Fig-
ure 4):

{ First, we setup the recording system properly.
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Table 8 Percentage of correctly delivered feedback messages.

Normal Uninterested
Overly

Aggressive Overall
talkative

100% 90% 85% 100% 93.8%

Fig. 4 Di�erent components of the experimental procedure.
The experiments last about 20 minutes, with estimated du-
ration of each component as indicated.

{ The two speakers sat about 1.5m apart so that each
microphone only recorded the voice of the respec-
tive speaker, and there was no interference from the
other speaker.

{ We attached the lapel microphones to the speakers
in proper manner, in order to obtain a high-quality
recordings.

{ The participant and the facilitator had scenario based
conversations. Each conversation was about one minute
in duration.

{ Nao robot gave feedback after each conversation,
depending on the scenario.

{ The participant �lled a questionnaire after each con-
versation, in order to rate the feedback delivered by
the robot.

{ At the end of the experiment, the participant com-
pleted the Godspeed questionnaire in order to rate
the Nao robot in the role of social mediator.

4.2.1 Accuracy of Sociofeedback System

The participants were asked to act according to the �rst
four scenarios listed in Table 2. If the feedback message
delivered by Nao is in accordance with the enacted sce-
nario, it is considered accurate. In Table 7 we present

Table 7 Relationship between the social scenarios and the
social indicators of interest, dominance and agreement.

Scenario Interest Dominance Agreement

Normal Medium Medium High

Uninterested Low

Overly talkative
High

(Low for the other speaker)

Aggressive High High Low

the relationship between the social scenarios and the
values of interest, dominance and agreement. In Table 8
we list the accuracy of the feedback for each scenario
and also present the overall accuracy of the system. In
Table 9 we show the confusion matrix for these scenar-
ios.

Table 9 Confusion matrix showing the classi�cation results
of �rst four scenarios. The feedback generated in these sce-
narios used interest, dominance and agreement sociometrics
predicted by means of an SVM classi�er.

Normal Uninterested
Overly

Aggressive
talkative

Normal 20 0 0 0

Uninterested 0 18 0 2

Overly talkative 1 0 17 2

Aggressive 0 0 0 20

As seen from Table 8 the overall accuracy of the
feedback messages is 93.8%. In the cases of \Normal"
and \Aggressive" scenarios all the conversations gener-
ated correct feedback but there were mistakes in other
scenarios. False detections can occur when the partici-
pants do not strictly follow the scenario. We also asked
the participants whether they agreed with the provided
feedback, resulting in a average score average rating of
4.5 on a scale of 5 (see Table 11). This shows that the
participants mostly agreed that the feedback provided
by the Nao robot was appropriate for the scenario.

4.2.2 Assessment of Nao as Social Mediator

At the end of each conversation, the participants were
asked to complete an assessment about the received
feedback message. The questions concern di�erent as-
pects of the feedback, including the content of feedback,
likability, and timing (see Table 10). At the end of all
the conversations, the participant rated his/her expe-
rience of Nao as social mediator via a Godspeed ques-
tionnaire. The purpose was to obtain the user opinion
about the robot in the role of a social mediator. Table 12
shows the average ratings for each of the Godspeed cri-
teria. In order to keep the assessments consistent, we
adopted a 5-likert scale for both questionnaires.
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Table 10 Questions of the assessment form.

Question

Q1 Did you notice when the sociofeedback sys-
tem was addressing you?

Q2 Did you notice when the sociofeedback sys-
tem was addressing others?

Q3 Was the timing of sociofeedback
appropriate?

Q4 Did the sociofeedback system interrupt the
conversation?

Q5 Was the interaction natural?

Q6 Did you understand the message given by
the sociofeedback?

Q7 Do you agree with the given feedback?

Q8 Did you enjoy using the sociofeedback
system?

Fig. 5 displays the eight ratings for each of the feed-
back messages. As can be seen from these �gures, the
ratings are mostly high. The average ratings for each
question (Q1 � Q8) can be seen in Table 11. Q1 and
Q2 asked the participants if they could tell when Nao
was addressing them or the other speaker. The high val-
ues for all the cases implies that the participants were
able to distinguish among feedback messages meant for
them and the other speaker. In Q3, we asked partici-
pants about the timing of the feedback. Although most
participants stated that Nao gave feedback timely, there
is still room for improvement. The ratings of Q4 sug-
gests that participants at times felt that they were inter-
rupted by Nao. The timing can be improved by waiting
for the speaker to stop his/her sentence or by getting
the attention of the speaker using some gesture, before
delivering the feedback message. Furthermore, the high
ratings for Q5 and Q6 suggest that the interaction be-
tween Nao and the participants was fairly natural and
Nao spoke with clarity. In Q7 we asked whether the par-
ticipants agreed with the feedback message. The rating
for this question is close to 5, indicating that partici-
pants agree with the feedback. Similarly, high ratings
for Q8 con�rm that participants like the feedback from
Nao. Each column shows the average ratings for di�er-
ent scenarios.

The scores for likeability are the highest. In other
words, the participants seemed to like Nao, and per-
ceived it as friendly. Anthropomorphism also has good
ratings. The robot is rated strongly human-like but

(a) Ratings for \Normal" scenario.

(b) Ratings for \Uninterested" scenario.

(c) Ratings for \Overly talkative" scenario.

(d) Ratings for \Aggressive" scenario.

Fig. 5 Box plots of participant’s ratings for \Normal", \Un-
interested", \Overly talkative", and \Aggressive" scenarios.
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the motions of the robot can be improved to make it
more elegant. The animacy of Nao is also rated high by
the participants, consequently, Nao was considered as
highly interactive. Likewise, the participants perceived
the robot as knowledgeable and intelligent. However,
Nao received moderate ratings for its perceived safety,
suggesting there is a room for improvement to make
the participants more comfortable in the presence of
Nao. Perceived safety is related to the size of the robot.
Nao is a small robot (2 feet); when people interact with
Nao while they are standing, the safety value is usually
high [40]. In our case, Nao is seated very close to the
participants (see Fig. 1), which may explain why the
safety value is moderate in our experiments.

We also asked the participants whether they would
like to receive sociofeedback or not. Out of 20 partici-
pants, 19 responded in favor of receiving sociofeedback.

At the end of the experiment, we asked to partic-
ipants to leave any suggestion that they might have
about the experiment. Some participants suggested im-
provements for the feedback messages. These sugges-
tions were about the timing of the feedback, and also
about making the feedback more natural. For instance,
one participant suggested the following: \The conver-
sation was interrupted while we were talking happily.
When people are having a good conversation, it’s better
to use body language only instead of voice". We intend
to work on further improvements of our setup in light
of these suggestions.

5 Conclusions and Future Work

In this paper, we presented a user study about the Nao
robot as social mediator. In the �rst part of the study,
we investigated whether users can understand the feed-
back messages and compared two modalities for feed-
back (audio only and audio combined with gestures).
In the second part of the study, we assessed how Nao is

Table 11 Average ratings of each assessment question. Each
column shows the ratings for each question, where each row
represents a social scenario.

Question Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

Normal 4 4 3 2 4 5 4 5

Uninterested 4 4 3 1 4 4 5 4

Overly talkative 4 5 3 3 4 5 5 5

Aggressive 5 5 3 2 4 5 4 5

Total average 4.3 4.5 3 2 4 4.8 4.5 4.8

Table 12 Average ratings for the Godspeed questionnaire
(5-likert scale).

Characteristics Average Values

Anthropomorphism
4

Machine/human like

Moving rigidly/elegantly 3

Animacy
4

Mechanical/organic

Inert/interactive 4

Likability
5

Dislike/like

Unfriendly/friendly 4

Perceived Intelligence
4

Ignorant/knowledgeable

Unintelligent/intelligent 4

Perceived Safety
3

Calm/agitated

Quiescent/surprised 3

perceived by people in the role of social mediator in two-
person dialogs. In this setting, the sociofeedback system
monitored an ongoing conversation, and provided feed-
back to the participants regarding their social behav-
ior. The feedback was delivered by a humanoid Nao
robot which was interfaced with the sociofeedback sys-
tem. We aimed to investigate how the feedback from
the humanoid robot is perceived by humans. To this
end, we conducted a survey with 20 participants, where
the participants were engaged in a discussion, and the
feedback messages were delivered by Nao to the partic-
ipants. The participants assessed the content, timing,
relevance, and their liking of the feedback after receiv-
ing each feedback message.

We observed that the participants clearly liked re-
ceiving feedback from Nao robot. The agreement scores
are very high, showing that the participants agreed with
the provided feedback. There is room for improvement
in the timing of the feedback. We will try to improve
the timing in future experiments.

At the end, each participant assessed the robot in
the role of social mediator and rated it on a Godspeed
questionnaire. The ratings for all Godspeed criteria are
high that implies that participants liked a humanoid
robot as a social mediator. Only with regard to per-
ceived safety, the evaluation was only mildly positive;
this may be explained by the fact that the robot was
sitting near the participants. However, the average rat-
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ing is still acceptable, and this issue may not be very
critical.

Overall, this study suggests that sociofeedback by
the Nao robot can be accurately identi�ed and is ap-
preciated by participants. The �ndings of this study
helped us validate the workings of the sociofeedback
system, and it also provided us valuable insight about
the human perception of conversation based feedback
provided by a robot. We also determined that the best
way to provide this feedback is via audio message ac-
companied by a gesture. In this work we do not use
the emotional aspects of the dialogues, but in future
work we can determine the emotional aspect of a par-
ticipant’s dialog using his/her speech.

In future work we plan to develop a similar social
state estimation module for Nadine robot [41] at In-
stitute for Media Innovation, Nanyang Technological
University, Singapore. To this end, we have collected
multi-modal (audio and video) dataset and trained the
sociofeedback system on the new corpus [42]. Secondly,
we will attempt to scale the proposed system to multi-
party dialogs. We also intend to further improve the
feedback delivered by the robot, and make it look more
interactive, so that in future it can be a part of group
discussions.
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