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Abstract 

This study draws on the mental accounting perspective and a tripartite model of trust to explain 

why users trust Facebook. We argue that trust in Facebook is related to (1) trust in companies 

that collect personal data, (2) acceptance of information personalization, (3) low privacy 

concern, and (4) low privacy literacy. Further, we argue that privacy literacy amplifies the 

relationship between privacy concern and the other factors. This is because, among individuals 

with high privacy literacy, privacy concern is especially diagnostic of the potential harms of a 

loss of privacy. These arguments align broadly with theorizations about factors influencing 

privacy-related cognitions. We analyzed cross-national survey data from 4,684 mobile internet 

users and found support for our predictions. Our findings suggest that privacy concern has a 

weak relationship with trust-related beliefs except for among individuals with good privacy 

literacy. Among those individuals, privacy concern is negatively related to trust, potentially 

threatening an important revenue stream to data-driven companies, especially amid growing calls 

for privacy literacy education. 

Keywords: trust; Facebook; privacy literacy; privacy concern; personalization    
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A Tripartite Model of Trust in Facebook: 

Acceptance of Information Personalization, Privacy Concern, and Privacy Literacy 

Message tailoring in social media became the focus of public scrutiny early in 2018 when 

news reports surfaced of a massive data breach at Facebook (e.g., Badshah, 2018). The breach 

was newsworthy because of its scale, affecting tens of millions of users; because it violated the 

trust those users put in Facebook to safeguard their personal data; and because a political 

consulting firm used their data to target political messages that may have influenced the outcome 

of the 2016 United States presidential election. In September 2018, Facebook had to deal with 

another large-scale breach when hackers gained access to the personal data of 29 million users 

(Barrett, 2018). Those data included things like name and email address and, for some affected 

users, more personal information like hometown, educational background, and the most recent 

places they checked in. Both breaches had to do with how users shared their personal data and 

how third parties used those data inappropriately. 

An interesting question is why, given the vulnerability of the system, Facebook users 

shared their personal information. Research on this apparent privacy paradox has offered many 

different explanations that are often context-specific (Kokolakis, 2017). In the context of 

Facebook use, one explanation is that users trusted Facebook to protect their privacy (Beldad & 

Hegner, 2017). Although the recent scandals have eroded user trust in Facebook (O'Flaherty, 

2018), it is worthwhile examining some of the beliefs and, perhaps, misperceptions that underlie 

user trust. The current study builds on Park, Campbell, and Kwak (2012), who proposed a 

tripartite model to explain privacy protection behaviors. It considers the effects of trust in data 

institutions, acceptance of message personalization, general privacy concern, and privacy 

literacy. Whereas Park et al. (2012) examined similar concepts as predictors of privacy 
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protection, the current study examines how those concepts are related directly to trust. 

Understanding how individuals form trusting beliefs can explain not only privacy control 

behaviors, but also information sharing behaviors and a host of other activities that may affect 

the privacy of social media users. We examine this basis of trust by analyzing survey data from 

4,684 mobile internet users from Hungary, Malaysia, Norway, Pakistan, Serbia, and Thailand. 

The cross-national analysis can highlight differences in trust among those countries, reveal 

potential cultural sources of trust, and support some generalization about trust in Facebook as a 

global phenomenon. 

Trust in Facebook 

Trust and its counterpart, vulnerability, may seem to be intuitive concepts, but scholars 

have long grappled with what exactly trust entails (e.g., Kee & Knox, 1970; Shapiro, 1987; Stern 

& Coleman, 2015). Myriad definitions of trust take divergent tacks but converge on a few key 

elements. There is a consensus that trust involves a trustor and trustee who are interdependent, a 

risky situation in which the trustor has entered voluntarily, and many conceptual layers 

(PytlikZillig & Kimbrough, 2016). An example of the conceptual layering is that the act of 

trusting contains a decision to trust, which contains an attitude about trust (Castelfranchi & 

Falcone, 2010, p. 37). The concept of trust may also refer to beliefs, attitudes, emotions, and 

predispositions, which reveal its multidimensional nature (Stern & Coleman, 2015).  

One definition of trust involves a willingness by an individual “to be vulnerable to the 

actions of another party based on the expectation that the other will perform a particular action 

important to the trustor, irrespective of the ability to monitor or control that other party” (Mayer, 

Davis, & Schoorman, 1995, p. 712). That willingness reflects a mental accounting of the costs 

and benefits of entering that vulnerable situation (Castelfranchi & Falcone, 2010), and scholars 
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have taken this view when theorizing about why people share personal information (Kehr, 

Kowatsch, Wentzel, & Fleisch, 2015). Commonly, these scholars draw on rational choice 

theories, which state that individuals act in a manner that maximizes utility or minimizes 

disutility when making choices among risky prospects (e.g., Luce, 1959; Schoemaker, 1982; 

Tversky & Kahneman, 1992). The rational component of trust suggests that it is a cognitive 

process based on judgment (Hardin, 2006); however, the phenomenon likely has both cognitive 

and affective components (Lewis & Weigert, 1985; McAllister, 1995). Indeed, emotion can help 

individuals make decisions in complex or unpredictable situations by prioritizing a subset of 

choices and aspects of information (Hanoch, 2002).  

Many conceptualizations of trust are rooted in interpersonal research but have expanded 

to include trust in institutions. Some definitions of trust, like the one above, entail calculations of 

risk and vulnerability, where—in the case of interpersonal trust—individuals put themselves in 

the care of another and rely on that other not to take advantage of or harm them (Cole & Cohn, 

2016). Other definitions refer to trust as confidence, which some researchers have reserved for 

describing institutions, and which trustors often develop from second-hand sources such as the 

mass media (Zmerli, Newton, & Montéro, 2007). Discussions of confidence appear primarily in 

research about political institutions, where trust depends on the belief that institutions meet 

normative expectations of responsiveness and responsibility  (Miller & Listhaug, 1990). 

Prior studies have looked at trust as a multidimensional concept. Beldad and Koehorst  

(2015) examined trust related to the technical competence to protect user privacy and the belief 

that other users will behave ethically. Beldad and Henger (2017) similarly defined trust in 

Facebook in terms of technical competence but also included trust relating to the ethical 

character of the social networking site. The distinction between competence and character has 
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appeared in other research (e.g., Malik, Hiekkanen, & Nieminen, 2016). Still, other 

conceptualizations regard the trustworthiness of the information appearing on Facebook 

(Escobar-Rodriguez, Gravalos-Gastaminza, & Perez-Calanas, 2017).  

The current study focuses on character-based trust to conceptualize trust in Facebook. 

Specifically, trust in Facebook is the expectation individuals have that Facebook will not take 

advantage of them and, more generally, will not violate public expectations about how social 

networking sites should treat their users. This expectation may hinge on beliefs about how 

Facebook handles personal data, targets advertising, and respects the privacy of its users. 

Individuals will have low trust in Facebook if they believe that it is uncommitted to protecting or 

otherwise does not serve the interests of its users. 

Trust in Data Institutions 

For the purposes of this research, we describe Facebook as a type of data institution. Data 

institutions are entities that collect and analyze personal data to enhance their offerings. They can 

include technological institutions such as mobile service providers and social media companies, 

financial institutions such as banks and credit card companies, and government institutions, 

among others. Individuals are more likely to voluntarily share their personal data with these 

institutions when they have confidence their privacy will be protected (Beldad, van der Geest, de 

Jong, & Steehouder, 2012; Kehr et al., 2015; Taylor, Ferguson, & Ellen, 2015). Kehr et al. 

(2015) examined institutional trust in the context of smartphone apps, which they defined as “an 

individual’s confidence that the data-requesting medium will not misuse his or her data” (p. 611). 

This confidence reflects a trust in data institutions. 

Trust in data institutions is a kind of institutional trust. Scholars have approached the 

concept of institutional trust by considering where it originates. Mishler and Rose (2001) 
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described two competing perspectives. The first holds that institutional trust is a cultural 

phenomenon that exists outside personal experience, where individuals develop a sense of 

institutional trust early in life through socialization and learning a shared system of beliefs. This 

is called the cultural argument. The second perspective defines institutional trust as “the 

expected utility of institutions performing satisfactorily” (p. 31), where individuals base their 

expectations on what they have learned through their experience of institutions. This is called the 

institutional argument. 

The distinction between cultural and experiential sources of institutional trust is 

important because it has implications for how individuals develop trust of distinct institutional 

entities. According to the cultural argument, individuals within the same cultural context should 

exhibit similar levels of trust of different kinds of institutions. Their trust of any one institution 

will reflect the broader culture of trust or distrust. Although prior research is more supportive of 

the institutional argument(e.g., Dahlberg & Linde, 2018; Seabo & Molefe, 2017), there may still 

be important cultural factors that underlie trust. One of these factors, for example, is uncertainty 

avoidance. According to Hofstede’s model of culture, uncertainty avoidance reflects an 

intolerance of ambiguity, which manifests within cultures (Hofstede, 1984). This concept is 

relevant to trust because trust can resolve ambiguity. Such cultural factors within countries may 

lead to differences in trust between countries, which leads us to our first research question: 

Research question 1 (RQ1): Does trust in Facebook differ between countries? 

On the other hand, the institutional argument suggests that trust may vary among 

different kinds of institutions. This is because individuals evaluate institutions or types of 

institutions on a case-by-case basis. Thus, for example, when individuals compare different 

institutions, their perceptions of institutional quality can affect their levels of trust in those 
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institutions (Dahlberg & Linde, 2018). In keeping with that argument, when individuals have 

positive experiences sharing their data, they develop trust in data institutions. When they have 

negative experiences, they develop distrust. Subsequently, an experience-based institutional trust 

may be related to beliefs about specific institutional entities irrespective of cultural background. 

Hypothesis 1 (H1): The greater the trust in data institutions, the higher the trust in 

Facebook. 

This is an obvious prediction since we have argued that social networking companies, 

like Facebook, are a type of data institution. We include it in part to establishes a baseline 

explanatory model, which can clarify the relationship of trust with more interesting predictors. 

Our selection of predictors parallels the work of Park et al. (2012), who argued that reward-

seeking compromise, affective concern, and cognitive knowledge influence consumers’ 

willingness to provide personal data. 

Model of Trust 

 Park et al. (2012) drew on affective and cognitive explanations of decision-making to 

explain privacy protection behaviors. The affective component reflects positive and negative 

feelings about a prospective behavior. They contrasted such feelings as fear, anxiety, and worry 

with feelings of trust, which can motivate privacy control. However, as we suggested earlier, the 

concept of trust is multifaceted, and it is restrictive to discuss it only in terms of affective states. 

The cognitive component reflects rational considerations about the prospective behavior. Park et 

al. (2012) defined this component mainly in terms of knowledge about privacy issues, arguing 

that individuals can more easily make decisions when they understand the context of the 

behavior. The affective-rational duality of human behavior is present in a number of theories, 

including many dual-process models (Bellini-Leite, 2018). Whereas affective routes to decision-
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making tend to be fast and automatic, rational processes tend to be slow and more systematic 

(Kahneman, 2011). These routes can result in different outcomes. In addition, as Park et al. 

(2012) argued, cognitive appraisals of a privacy risk can amplify affective considerations when 

individuals make decisions about privacy control behaviors. 

Complementing the affective and cognitive explanations of privacy-related behaviors, 

enticements by the trustee can help explain the apparent paradox between privacy concern and 

privacy control (Schumann, Wangenheim, & Groene, 2014). Individuals are more willing to 

share their personal information and relinquish privacy control when they expect to receive 

something for it in return, such as access to interesting content. Taken together, affective 

concern, cognitive knowledge, and reward-seeking compromise form a tripartite model 

explaining privacy control behaviors. Park et al. (2012) posed a research question concerning the 

three-way interaction of these factors. Their analysis showed that the relationship between 

concern and technical privacy control (e.g., clearing browser history) was slightly stronger for 

individuals with high privacy knowledge. For social privacy control (e.g., using a fake name 

online), this effect occurred only among those with high reward-seeking. We use the general 

structure of that tripartite model to explain trust in Facebook and begin with a discussion of 

reward-seeking compromise pertaining to consumers’ acceptance of information personalization. 

Later, we review the concepts of privacy concern and privacy literacy to address the affective 

and cognitive elements of the model, respectively. 

Acceptance of Information Personalization 

The collection of personal data allows data institutions to customize the experience of the 

consumers they serve. Broadly this activity involves information personalization, as it affects the 

ways data institutions interact with consumers. For example, social media companies gather user 
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data in part to sell targeted advertising. Consequently, social media users see more advertising 

that is relevant to them, especially those who are members of niche consumer groups (Iyer, 

Soberman, & Villas-Boas, 2005; Johnson, 2013). This is useful for advertisers because 

individuals pay more attention to personalized advertisements, and more so when there are 

competing demands for their attention (Bang & Wojdynski, 2016). 

Whereas information personalization benefits data institutions, it can be a mixed bag for 

consumers (Winter, 2014). Certainly, personalization benefits data institutions by helping them 

streamline their products and communicate more efficiently with their customers. In the case of 

advertising, personalization can benefit consumers by increasing competition among media 

content providers, resulting in lower costs to access content (Kox, Straathof, & Zwart, 2017). On 

the other hand, targeted advertising can result in consumers receiving more advertising and also, 

counterintuitively, advertising they prefer less (Johnson, 2013). Somewhat consistent with that 

observation, consumers are most accepting of targeted advertising not when they regard it as 

being personally relevant, but when they recognize the reciprocity of the arrangement: they share 

their data in exchange for a service they value (Schumann et al., 2014). Another example of this 

exchange is in online news consumption, where individuals are more accepting of personalized 

recommendations when they believe the recommendations will give them more diverse 

information (Bodó, Helberger, Eskens, & Möller, 2019).  

Although there may be other factors that explain the acceptance of advertising targeting 

and, more broadly, information personalization, it follows that individuals are more accepting 

when they perceive a benefit. This process parallels the cognitive utility-based explanations of 

trust, where the perceived benefit of information personalization factors into the mental 
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accounting. The more that consumers accept their personal data as a currency for obtaining 

personalized services, the more they ought to trust the entities that provide those services. 

Hypothesis 2 (H2): The greater the acceptance of information personalization, (a) the 

greater the trust in Facebook and (b) the greater the trust in data institutions. 

General Privacy Concern 

Affective utility-based explanations of choice can further clarify rational evaluative 

phenomena (Hanoch, 2002), such as trust. Individuals articulate their feelings about objects, 

ideas, and behaviors in the form of affective responses. Scholars have examined these responses 

in terms of positive and negative valence (Winkielman & Cacioppo, 2001) and with respect to 

specific emotions, such as happiness, sadness, and anger (Ainley, Hidi, & Berndorff, 2002). 

These responses can influence risk perceptions (Finucane, Alhakami, Slovic, & Johnson, 2000), 

which individuals consider when weighing the costs and benefits of entering a vulnerable 

situation. Case in point, individuals perceive lower risks of sensitive information disclosure when 

they experience positive affect (Kehr et al., 2015). 

Another affect-related construct about the perceived risk of information disclosure is 

general privacy concern, which Kehr et al. (2015) conceptualized as a predisposition to worry 

about information privacy. This is a kind of negative affective response that arises when 

individuals see little benefit in sharing their private information and that a harmful breach of 

privacy is likely to occur (Youn, 2009). The harm in this instance has to do with negative 

outcomes, such as the loss of privacy, feelings of intrusion, identity theft, and potential 

embarrassment. Such conceptualization is consistent with a definition of privacy concerns as 

“beliefs about the risks and potential negative consequences associated with sharing 

information” (Baruh, Secinti, & Cemalcilar, 2017, p. 27). 
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If trust is an evaluative process of utility maximization, then privacy concern should 

result in lower levels of trust. Indeed, Bansal, Zahedi, and Gefen (2010) described privacy 

concern as a disutility enhancer because it reflects undesirable attributes of a choice decision that 

negatively impact its expected utility. This may be why individuals with privacy concern are 

more likely to engage in protective measures, such as deleting cookies and untagging photos, and 

less likely to share personal information (Baruh et al., 2017). Although the linkage between 

privacy concern and trust is intuitive, there are mixed empirical findings showing strong effects 

(Eastlick, Lotz, & Warrington, 2006), moderate effects (Malhotra, Kim, & Agarwal, 2004), weak 

effects (Chandra, 2009), and no effect (Bansal et al., 2010). 

Privacy concern may point to a single entity, such as Facebook, or more broadly to a 

category of entities, such as online companies. The latter orientation is a predisposition to react 

negatively to the collection of personal data where there is the potential for a breach of privacy. 

This predisposition reflects beliefs about the nature of online personal data collection, storage, 

and use. It may also reflect beliefs about the motives of online companies in general. When 

companies collect more data than is necessary, users may be concerned about the reasons for the 

data collection. Such concern is negatively related to lower trust in online companies and should 

also be negatively related to trust in specific companies, like Facebook. 

Hypothesis 3 (H3): The higher the general privacy concern, the lower the (a) trust in 

Facebook, (b) trust in data institutions, and (c) acceptance of information personalization. 

Like our first prediction, this one is obvious and largely established in the extant 

literature. We include it in part as a replication of prior work and, more important, as a means of 

establishing its direct relationship with trust and acceptance of information personalization. We 

believe these linkages may depend on how well individuals understand privacy issues. 



TRUST IN FACEBOOK  13 

Privacy Literacy 

For trustors, it is important to understand the intentions and future behaviors of trustees. 

This kind of understanding may reflect a knowledge of trustees that affects trustors’ willingness 

to put themselves in vulnerable, trusting situations. Shapiro, Sheppard, and Cheraskin (1992) 

described this as knowledge-based trust, which they defined as the ability of trustors to predict 

the behaviors of trustees. This same kind of trust may arise in the context of Facebook, where 

users’ understanding of Facebook’s privacy policy may affect their beliefs about what the 

company does with user data and, subsequently, their use of Facebook. This is consistent with an 

early study of Facebook users, which found users self-reported more profile updating when they 

perceived they had not control over who could view their profile (Acquisti & Gross, 2006). 

Knowledge about privacy reflects a kind of literacy, and researchers have described 

privacy literacy from many angles. Commonly, these conceptualizations refer to different kinds 

of knowledge. Park et al. (2013) split privacy literacy into a knowledge of the technical aspects 

of the internet, awareness of institutional practices, and understanding of privacy policies. Trepte 

et al. (2015) added knowledge about laws and regulations and knowledge of strategies to protect 

individual privacy. Those additional dimensions align with Park et al. (2012), who examined 

knowledge of regulatory protection and knowledge of data collection risk. They also align with 

Baruh et al. (2017), who distinguished between declarative knowledge about privacy risks and 

procedural knowledge about how to reduce personal exposure thereto. An equivalent idea 

appeared earlier in Langenderfer and Miyazaki (2009), who defined privacy literacy as “the 

understanding that consumers have of the information landscape with which they interact and 

their responsibilities within that landscape” (p. 383). Relevant to the current study, privacy 
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literacy includes an understanding of how data institutions collect and use personal data and how 

individuals can limit the unwanted use of those data. 

Studies of privacy literacy have linked it with many other privacy-related constructs. 

Weinberger, Zhitomirsky-Geffet, and Bouhnik (2017) found that it was positively related to 

awareness of online surveillance, privacy concern, internet proficiency, and privacy self-efficacy. 

Ermakova, Baumann, Fabian, and Krasnova (2014) found that it was related to greater trust in 

Amazon, Twitter, and Yahoo, but not eBay or Facebook, after users read their privacy policies. 

In a meta-analysis, Baruh et al. (2017) found privacy literacy was positively related to intention 

to use online services (reliability-corrected correlation, ρ = .38), intention to use protective 

measures (ρ = .15), actual use of protective measures (ρ = 36), and privacy concern (ρ = .14). 

These findings suggest that privacy literacy is related to a constellation of individual cognitive 

and behavioral factors that would result in greater personal control over how data institutions can 

use personal data. 

We are unaware of research linking privacy literacy with trust in Facebook, trust in data 

institutions, and acceptance of information tailoring. Further, we are uncertain of how it should 

be related to them. It is possible that individuals with high privacy literacy are more attuned to 

potential privacy breaches, which would be related to lower perceived utility of information 

personalization and lower trust. Alternatively, it may be that individuals with high privacy 

literacy feel more competent to protect their privacy and see less downside in trading personal 

data for information personalization. In that case, the relationships would be positive. In order to 

determine which, if either, explanation is correct, we ask the following research question: 

Research question 2 (RQ2): What is the relationship between privacy literacy and (a) 

trust in Facebook, (b) trust in data institutions, and (c) acceptance of information personalization. 
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Finally, we are interested in understanding how privacy literacy may moderate the effects 

of privacy concern. Although most prior research has suggested a direct linkage between privacy 

literacy and privacy concern (Baruh et al., 2017; Weinberger et al., 2017), there is an argument 

that privacy literacy would moderate the effects of privacy concern. Specifically, the relationship 

of privacy concern with acceptance of information personalization and trust should be most 

pronounced among individuals with high privacy literacy. For those individuals, privacy concern 

may be especially diagnostic about the information and privacy risks they face and will be more 

influential in the formation of privacy-related beliefs. Park et al. (2012) found evidence, albeit a 

weak effect, in support of this argument, specifically that the relationship between privacy 

concern and privacy control was stronger among individuals with higher levels of privacy 

knowledge. Researchers have shown a similar effect in the context of health risk avoidance, 

where the association between health concern and medication adherence was significant only at 

moderate and high levels of health literacy (Shiyanbola, Unni, Huang, & Lanier, 2018). In other 

words, literacy facilitates individual action based on personal concern. We are unaware of 

research showing this moderation effect in the context of social media and trust, which the 

current study will examine.  

Hypothesis 4 (H4): The greater the privacy literacy, the more negative the relationship 

between general privacy concern and (a) trust in Facebook, (b) trust in data institutions, and (c) 

acceptance of information personalization. 

Method 

Sample 

A cross-sectional survey took place in July and August 2017 with sampling in Hungary, 

Malaysia, Norway, Pakistan, Serbia, and Thailand. These countries represent a range of human 



TRUST IN FACEBOOK  16 

development from medium (Pakistan) to very high (Norway), which affects access to 

communication technologies and internet use (United Nations Development Programme, 2018). 

In all but one country, the surveys were conducted using Kantar Lightspeed Web-panels with a 

qualifying condition that participants use the internet on their mobile phones. The exact details of 

remuneration are proprietary, but panel members receive points for participating in studies, 

which they may redeem for goods and services. In Pakistan, Kantar conducted computer-assisted 

telephone interviewing, but with the same qualifying condition regarding using mobile internet. 

Because quota sampling was used to ensure similar demographic profiles among the countries, 

the samples are not representative of the countries (see sample and census figures in Table 1). 

Except for Malaysia and Pakistan, the sampling overrepresents younger individuals. Except for 

Norway, the sampling overrepresents females. In total, there were 4,684 participants ranging in 

age from 18 to 55 (M = 27.50, SD = 5.04). The sample was 56% female and 44% male. 

Measurement 

We drew on prior operationalizations to measure trust in Facebook (Pavlou, 2003), 

privacy concern (Kobsa, Cho, & Knijnenburg, 2016; Pentina, Zhang, Bata, & Chen, 2016), and 

privacy literacy (Park & Mo Jang, 2014; Trepte et al., 2015). We developed measures of trust in 

data institutions and acceptance of information personalization using face-valid statements 

reflecting different data institutions and different methods of information personalization. We 

modeled these variables as latent constructs. Table 2 contains the wording, descriptive statistics, 

and factor loadings of the measurement items. In the next section, we evaluate the dimensionality 

of the measurement items and address our research questions and hypotheses using structural 

equation modeling. 
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Analysis 

Measurement model. We used the default maximum likelihood estimator in Mplus 8.1 

to conduct confirmatory factor analysis. This analysis treated all variables as continuous, 

including trust in data institutions as dichotomous-continuous. The model included unidirectional 

paths from latent factors to their indicators, bidirectional paths among latent factors, and one 

error correlation between two items measuring institutional trust (public administration and 

banks/financial institutions). We evaluated model fit using Hu and Bentler’s (1999) joint 

information criteria of CFI > .95, RMSEA < .05 including the 90% confidence interval, and 

SRMR < .08. Based on the pooled sample, the model had good fit, χ
2
 (178) = 1564.26, p < .001; 

CFI = .968; RMSEA = 0.041, 90% CI [0.039, 0.043]; SRMR = 0.040. 

Next, we tested for measurement invariance between samples using reporting criteria 

from Putnick and Bornstein (2016). The model of configural invariance had good fit, χ
2
 (1068) = 

2471.05, p < .001; CFI = .963; RMSEA = 0.041, 90% CI [0.039, 0.043]; SRMR = 0.042. The 

model of metric invariance also had good fit, χ
2
 (1148) = 2914.32, p < .001; CFI = .953; RMSEA 

= 0.044, 90% CI [0.042, 0.046]; SRMR = 0.056. Since the change in CFI was less than .02 and 

change in RMSEA and SRMR both less than .03, results supported an assumption of metric 

invariance. Finally, the model of scalar invariance had marginal fit, χ
2
 (1228) = 4717.64, p < 

.001; CFI = .907; RMSEA = 0.060, 90% CI [0.059, 0.062]; SRMR = 0.074. Since the change in 

CFI was larger than .02 and change in SRMR larger than .015, the results did not support an 

assumption of scalar invariance. Since the answer to RQ1 requires scalar invariance on the 

measure of trust in Facebook, we estimated a one-factor model of trust in Facebook. However, 

the model of scalar invariance again had marginal fit, χ
2
 (20) = 238.88, p < .001; CFI = .973; 
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RMSEA = 0.119, 90% CI [0.106, 0.133]; SRMR = 0.065. Also, change in both CFI and SRMR 

exceeded the thresholds. 

Structural model. Because the structural model was saturated (see Figure 1), the fit 

statistics are identical to those from the CFA. We modeled the interaction of latent factors using 

a random effects model and the maximum likelihood estimator with robust standard errors using 

numerical integration. Because Mplus does not produce fit statistics for this analysis, we 

assessed model fit using the two-step method from Maslowsky, Jager, and Hemken (2015). This 

method first estimates a well-fitted model without the interaction term (i.e., the baseline model), 

producing the standard set of fit indices. Then, it estimates the model including the interaction 

term and conducts a log-likelihood ratio test, whose value (D) approximate a chi-square 

distribution. If that test is significant, then the model including the interaction term can also be 

considered well-fitted. For the pooled sample, the test was significant, D(3) = 180.35, p < .001. 

We extended this analysis to test for between-country differences in the structural model with 

metric invariance, which we draw on in the discussion. For each sub-sample, the log-likelihood 

ratio test was also significant. The appendix contains a table showing the log-likelihood ratio 

tests in addition to the baseline model fit statistics. Table 3 shows the unstandardized structural 

paths for the pooled and between-country analyses. 

Results 

As our CFA failed to show scalar invariance, it is not possible to answer RQ1. This is 

because we cannot be sure that differences in mean scores between countries show differences in 

trust. We examined the structural model for the pooled-sample model to test the hypotheses and 

answer RQ2. We examined the structural model for the pooled-sample model to test the 

hypotheses and answer the second research question. 
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First, results showed a positive relationship between trust in data institutions and trust in 

Facebook (β = .29, p < .001). Consistent with H1, this finding suggests that the greater the trust 

in a data institution, the greater the trust in Facebook. 

Second, acceptance of information personalization was positively related to trust in 

Facebook (β = .19, p < .001). and trust in data institutions (β = .18, p < .001). Consistent with 

H2a and H2b, these findings suggest that the greater the acceptance of information 

personalization, the greater the trust in Facebook and in data institutions. 

Third, privacy concern was negatively related to trust in Facebook (β = -.03, p =.045), 

trust in data institutions (β = -.11, p < .001), and acceptance of information personalization (β = -

.07, p < .001). Although these effects are weak, they provide evidence in support H3a, H3b, and 

H3c, suggesting that individuals with greater privacy concern have lower trust in Facebook and 

data institutions, and are less accepting of information personalization. 

Fourth, privacy literacy was negatively related to trust in Facebook (β = -.36, p < .001), 

trust in data institutions (β = -.24, p < .001), and acceptance of information personalization (β = -

.56, p < .001). In answering RQ2, these findings suggest that individuals with greater the privacy 

literacy have lower trust in Facebook, and data institutions and are less accepting of information 

personalization. 

Finally, privacy literacy significantly moderated the effect of privacy concern on trust in 

Facebook (β = -.11, p < .001), trust in data institutions (β = -.06, p =.002), and acceptance of 

information personalization (β = -.17, p < .001). These effects suggest that as privacy literacy 

increases, the effects of privacy concern on the dependent variables decrease. Figure 2 depicts 

these interactions, which are consistent with H4a, H4b, and H4c. 
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Discussion 

This study considered cultural and experiential explanations of trust (Mishler & Rose, 

2001) and evaluated a tripartite model of trust (Park et al., 2012). Analysis of cross-national data 

supported the hypothetical model explaining trust in Facebook, trust in data institutions, and 

acceptance of information personalization, and revealed differences between countries. 

Cultural and Experiential Explanations of Trust 

The results did not support a proper answer to the first research question, which had 

asked if trust in Facebook differs between countries. That question remains unanswered and it is 

likely that certain cultural factors matter for explaining trust. In the literature review, we had 

mentioned the cultural dimension of uncertainty avoidance, which refers to an intolerance of 

ambiguity, and may manifest as distrust. Intuitively, higher uncertainty avoidance would mean 

lower trust. It may also be that uncertainty avoidance, rather than predicting trust directly, 

moderates the effects of other trust antecedents. For example, Hwang and Lee (2012) found that 

social norms related to online shopping were more strongly related to trust in online shopping 

among individuals with high uncertainty avoidance. Focusing on culture-related factors at the 

individual level, rather than the country level might prove more fruitful in studies explaining 

trust. Though, culture may ultimately have limited import in this kind of research. As Dinesen 

(2011) wrote, “while trust may to some extent be culturally inherited and sticky, it is still subject 

to change under certain conditions” (p. 115). 

In contrast with the cultural explanation, the experiential explanation of trust suggests 

that people form trusting beliefs based on their prior experiences with trust-bearing institutions. 

Drawing on that perspective, we argued that trust in Facebook reflects broader beliefs about data 

institutions, which individuals may develop across multiple interactions. In support of our 
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prediction, we found that trust in Facebook is positively related to trust in data institutions. It 

should be noted that only certain kinds of data companies depend on user data for targeted 

advertising, and the concept of a data institution goes beyond any specific uses of user data. This 

underscores the fact that trust in data institutions is a general sentiment rather than being 

company-specific. This characterization can help explain why trust in data institutions did not 

strongly predict trust in Facebook, despite that relationship being rather obvious. Indeed, the 

CFA results showed the two variables were moderately correlated (r = .52), suggesting they are 

related but distinct constructs. Also embedded in this point is the fact that no two data 

institutions are alike. Whereas some institutions prioritize data protection, others might prioritize 

the monetization of data (see Turow & Hennessy, 2007, p. 315). The main benefit of modeling 

this relationship, at least for the purposes of this study, was that it controlled for some of the trust 

Facebook has in common with other data institutions. This facilitated analyzing trust-related 

factors more specific to Facebook, which we discuss below. 

Tripartite Model of Trust 

 We introduced the tripartite model of trust to explain trust in relation to acceptance of 

information personalization, general privacy concern, and privacy literacy. Although some of the 

observed relationships were weak, we had consistent support for our hypotheses. These findings 

have theoretical implications regarding the tripartite model that Park et al. (2012) used to explain 

privacy protection. Given the current findings, it would be theoretically interesting to know if 

trust mediates the relationship between the antecedent variables and privacy-related behaviors. 

That could be the task of a future study. These findings also have practical implications for data 

institutions, which we discuss below. 
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As predicted, user acceptance of information personalization was related to trust in 

Facebook and data institutions. The current study did not try to tease out causality, but there are 

reasonable arguments for both causal directions. On the one hand, trust involves mental 

accounting of the benefits users stand to gain in exchange for sharing personal information 

(Castelfranchi & Falcone, 2010). Users who regard information personalization as a benefit may 

have greater trust because of a perceived reciprocity in their dealings with data institutions 

(Schumann et al., 2014). This is especially important because information personalization can 

make users feel more vulnerable about their data sharing (Aguirre, Mahr, de Ruyters, & Wetzels, 

2015). This argument is consistent with the rationale of Park et al. (2012). Yet, it is also plausible 

that the causal ordering is reversed, where acceptance of personalization stems from trust. Users 

are unlikely to see a benefit in personalized information if they do not trust the source. This 

means that trust is and will continue to be an important factor in the business of Facebook and 

other data-driven companies. To the extent that personalization, which can be so many things, is 

a competitive advantage, less trusted companies will struggle to extract value from it (see also, 

Kalaignanam, Kushwaha, & Rajavi, 2018). 

Underscoring the importance of vulnerability, we found that general privacy concern—

which reflects a state of perceived vulnerability (Baruh et al., 2017)—is negatively related to 

trust and acceptance of information personalization. These linkages constitute the affective 

portion of the tripartite model, suggesting that privacy-related attitudes and beliefs are related to 

emotion, albeit weakly. Dual process models suggest that emotion has heuristic value and can 

lead to more automatic and intuitive decision-making (Kahneman, 2011). Not only does this 

mean that Facebook and similar companies may suffer when there are global privacy scandals, 

but also that rational appeals about new privacy measures may be ineffective if they do not 
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address underlying negative affect. Then again, given the weak main effects of privacy concern, 

these assertions have limited practical implications.  

 The implications of privacy concern become clearer when accounting for privacy 

literacy, which pertains to the more cognitive portion of the tripartite model. First, we found that 

privacy literacy is negatively related to trust and acceptance of information personalization. The 

utility-basis of trust implies some reasoning about prospective costs and benefits. Individuals 

with high privacy literacy better understand the limitations of privacy protections, and the costs 

of privacy risks are more pronounced in their mental accounting of trust. Consistent with this 

argument, privacy literacy was most negatively related to acceptance of information 

personalization. Among privacy-literate individuals, the perceived costs of sharing personal data 

outweigh the expected benefits of personalization. This finding is somewhat counter to the point 

that Turow and Hennessy (2007) made about privacy paralysis, which they used to explain the 

privacy paradox. They suggested that individuals share personal data despite privacy concerns 

because they are confused about whether data institutions will protect or disclose their personal 

data. Such paralysis is likely a real occurrence, but it is also the case that privacy literacy can 

directly reduce confusion and lead to concrete and actionable trust-related beliefs. As the current 

results showed, privacy literacy was negatively related to trust. Individuals who understand how 

data institutions collect and use personal data will tend to be less trusting of them. Although this 

study did not test for indirect effects, it may be that this distrust stems from a rejection of 

information personalization. 

Second, we found that the greater the privacy literacy the stronger the relationship of 

privacy concern with trust and acceptance of information personalization. Although the effects 

were small, especially on trust in data institutions, they show the interplay of thoughts and 
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feelings in forming trusting beliefs. As we argued previously, privacy concern is more diagnostic 

of potential privacy risks when individuals have high privacy literacy. These individuals can 

probably identify the causes of their concern, and their concern becomes specifically useful in 

their mental accounting of trust. In other words, they reason about their emotion, integrating it 

into a more systematic assessment of trust. Prior research has found a similar effect in the 

context of health behavior, showing the importance of health literacy in medication adherence 

(Shiyanbola et al., 2018). Likewise, the current findings show the importance of privacy literacy 

in relation to trust, which may ultimately impact privacy-related behaviors. These findings 

underscore the importance of privacy literacy education which formal instruction and public 

service campaigns can support (Wissinger, 2017). 

Limitations and Directions for Future Research 

 This study has three limitations with respect to the sample. First, as the data are cross-

sectional, the analysis cannot show temporality, and thus cannot support causal claims. 

Experimentation would strengthen current findings—for example, to clarify the relationship 

between acceptance of information personalization and trust—by allowing tests of causation. 

Second, online survey panel members do not necessarily represent the general public. Although 

online panels may be acceptable for experimentation (Mullinix, Leeper, Druckman, & Freese, 

2015), they may have demographic and psychographic idiosyncrasies that would limit the 

generalizability of survey research. Relevant to the current study, one study compared six major 

survey panels and found differences among them with respect to privacy comfort (Schnorf, 

Sedley, Ortlieb, & Woodruff, 2014). Further, it is intuitive that panel members—who willingly 

share their opinions with a survey company—have a distinct view on privacy. Third, the large 
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sample size means that practically insignificant results may be statistically significant. Because 

of this, we included the effect sizes in Table 3 so that readers may draw their own conclusions. 

Another limitation is more conceptual. One of the reasons to study concepts like trust is 

to better understand the privacy paradox, or the observation that individuals share personal 

information despite being concerned about their privacy (Norberg, Horne, & Horne, 2007). The 

current study sought to understand the issue of trust by looking at individual differences on 

psychological concepts. This emphasis ignored a more sociological perspective, which could add 

important layers to the trust issue. One thing that may explain why people continue to use 

Facebook even though they realize that it is not trustworthy is that it is structured into their 

everyday interactions. Thus, they may have concern that their information will be stolen or lives 

surveilled, but since it has become integral to their social interactions, they are willing to accept 

this vulnerability. This is, in a sense, the price they are willing to pay for access to the platform 

and is an explanation of the privacy paradox that parallels the mental accounting perspective 

(Kokolakis, 2017). Future research can expand on the current explanation of trust by accounting 

for the social value of data-driven companies like Facebook. 

Conclusion 

Trust is important for Facebook and other companies using consumer data as part of their 

business. This trust varies among individuals, perhaps as an intrinsic sentiment, and is correlated 

with privacy concern and privacy literacy. It reflects a mental accounting of risks and benefits, 

including the perceived benefits of information personalization. We believe that the increased 

use of data is likely to change as consumers generate more data and companies develop new 

methods of using those data and providing services to consumers in exchange. Our findings 

show that increases in privacy concern and literacy are coincident with a decrease in trust, but 
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that trust increases when consumers see value in information personalization. These factors of 

affect, cognition, and reward-seeking compromise comprise a tripartite model of trust, and 

companies that hope to gain the trust of consumers need to address all three components.
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Table 1 

Distributions of demographics and model variables by country 

 Sample  Census  

Country N  Age Range Age M (SD) % Female  Age  % Female  

1. Hungary 755  18-38 27.66 (5.08) 55  42.7  52  

2. Malaysia 852  18-50 27.94 (5.03) 60  28.7  46  

3. Norway 801  18-35 27.27 (4.52) 45  39.3  47  

4. Pakistan 719  18-35 26.68 (5.41) 51  24.1  45  

5. Serbia 718  18-55 27.42 (4.97) 68  42.8  50  

6. Thailand 839  18-43 27.92 (5.13) 56  38.1  49  

 Note. Census figures are from the CIA World Fact Book.  
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Table 2 

Summary of measurement 

Variable/item M SD λ 

Trust in Facebook    

  Facebook is trustworthy. 2.88 1.04 .88 

  Facebook keeps promises and commitments. 2.98 0.98 .86 

  I trust Facebook because they keep my best interests in mind. 2.85 1.05 .90 

Trust in Data Institutions    

  Handset suppliers 0.43 0.45 .74 

  Mobile operators 0.52 0.46 .75 

  Social media players 0.31 0.42 .64 

  Public administration e.g. tax authority 0.60 0.45 .46 

  Banks/financial institutions 0.62 0.45 .55 

Acceptance of Information Personalization    

  Apps and Internet services tailored to your preferences and needs 3.22 1.07 .87 

  Customer service tailored to your preferences and needs 3.26 1.04 .85 

  Advertisements tailored to your preferences and needs 3.01 1.16 .83 

General Privacy Concern    

  It usually bothers me when mobile applications ask me for personal information. 3.89 0.90 .74 

  It bothers me that personal information given to online companies for a specific purpose can be used for other purposes. 4.02 0.89 .75 

  I am concerned that online companies are collecting too much personal information about me 3.87 0.93 .74 

  I believe that mobile applications ask for more data than what is needed to fulfill the purpose of the app  3.86 0.92 .62 

  It bothers me when I cannot control how my personal information is used by online companies 3.97 0.90 .75 

Privacy literacy (all items reverse-coded)    

  When a mobile app has a privacy policy it means that no personal data is shared with other apps or companies. 2.65 1.11 .63 

  Facebook, Google and similar companies delete personal data after a pre-defined period. 3.00 1.11 .64 

  App providers only collect personal information that is needed to deliver the service. 2.86 1.15 .75 

  When you deactivate GPS on your phone, your location cannot be tracked. 2.93 1.24 .62 

  It is not possible to hack into private information on a mobile phone. 3.47 1.33 .68 

Note. Trust in Facebook, general privacy concern, and privacy literacy used Likert scaling ranging from 1 (strongly disagree) to 5 (strongly 

agree). Trust in data institutions had the stem, “Do you trust that these actors don’t misuse the data you leave when you register and use their 

services and apps?” Response options were 0 (no) and 1 (yes). Acceptance of information personalization had the stem, “In general, would you 

approve use of your personal data if the purpose is to offer you any of the following benefits?” Response options ranged from 1 (very unlikely) to 5 

(very likely). λ is the standardized factor loading from confirmatory factor analysis using the pooled sample. 
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Table 3 

Unstandardized structural model paths for the pooled sample and each country 

Variables 
Pooled Sample  Hungary  Malaysia  Norway  Pakistan  Serbia  Thailand 

B SE p  B SE p  B SE p  B SE p  B SE p  B SE p  B SE p 

TF ← TDI 0.74 0.05 <.001  0.65a,b 0.10 <.001  0.65a,b 0.09 <.001  1.59 0.16 <.001  0.88a 0.13 <.001  0.60a,b 0.13 <.001  0.48b 0.11 <.001 

 
AIP 0.21 0.02 <.001  0.22a 0.05 <.001  0.13a,b 0.06 .041  0.06b 0.05 .199  0.23a 0.06 <.001  0.15a,b 0.05 .004  0.27a 0.06 <.001 

 
GPC -0.04 0.02 .045  -0.10a,b 0.05 .068  0.02a 0.05 .695  0.01a,b,c 0.07 .891  0.20c 0.07 .006  -0.15b 0.05 .007  -0.05a,b 0.04 .210 

 
PL -0.47 0.03 <.001  -0.35a,b 0.05 <.001  -0.34a,b 0.08 <.001  -0.49a 0.09 <.001  -0.20b 0.11 .060  -0.41a,b 0.09 <.001  -0.31a,b 0.06 <.001 

 
INT -0.21 0.04 <.001  -0.03a,b 0.07 .679  -0.47c 0.11 <.001  0.16a 0.11 .144  -0.41c 0.15 .006  -0.22b,c 0.09 .015  -0.27c 0.06 <.001 

    R2 

 
.51    .45 

  
 .42 

  
 .62 

  
 .30 

  
 .39 

  
 .50 

  
                             

TDI ← AIP 0.08 0.01 <.001  0.10a 0.02 <.001  0.19b 0.03 <.001  0.03c 0.02 .239  0.11a 0.03 <.001  0.09a,c 0.03 <.001  0.15a,b 0.03 <.001 

 
GPC -0.06 0.01 <.001  -0.06a 0.03 .015  -0.10a,b 0.03 <.001  -0.15b 0.03 <.001  -0.03a 0.03 .294  -0.05a 0.03 .083  -0.05a 0.03 .039 

 
PL -0.12 0.01 <.001  -0.14a 0.02 <.001  -0.14a,b 0.04 .002  -0.13a,b 0.04 <.001  -0.15a,b 0.05 <.001  -0.19a,b 0.04 <.001  -0.23b 0.03 <.001 

 
INT -0.05 0.02 .002  0.02a,b 0.02 .450  0.07a 0.05 .141  -0.20c 0.06 <.001  -0.06a,b,c 0.06 .307  0.05a 0.04 .157  -0.07b 0.04 .065 

    R2 
 

.19    .23 
  

 .25 
  

 .33 
  

 .14 
  

 .25 
  

 .38 
  

                             

AIP ← GPC -0.09 0.02 <.001  -0.16a,b 0.06 .006  0.10c 0.05 .027  -0.38d 0.06 <.001  -0.07a 0.05 .205  -0.28b,d 0.05 <.001  0.22c 0.04 <.001 

 
PL -0.67 0.03 <.001  -0.37a 0.05 <.001  -0.57b 0.06 <.001  -0.54a,b 0.09 <.001  -0.68b 0.09 <.001  -0.60b 0.08 <.001  -0.51a,b 0.05 <.001 

 
INT -0.31 0.04 <.001  -0.32a 0.07 <.001  -0.35a 0.12 .005  -0.12a,b 0.10 .235  0.02b 0.13 .890  -0.15a,b 0.10 .106  -0.16a,b 0.08 .039 

    R2 
 

.40    .25 
  

 .30 
  

 .31 
  

 .19 
  

 .31 
  

 .33 
  

                             

GPC ↔  PL 0.10 0.01 <.001  0.16a 0.03 <.001  0.07 0.02 <.001  0.17a 0.02 <.001  -0.09b 0.02 <.001  0.13a 0.02 <.001  -0.06b 0.02 <.001 

Note. TF = trust in Facebook. TDI = trust in data institutions. AIP = acceptance of information personalization. GPC = general privacy concerns. PL = privacy 

literacy. INT = interaction of general privacy concerns and privacy literacy. The models estimated for each country sub-sample had metric invariance where the 

factor structure was constrained to be equal and paths among latent factors were estimated freely. For comparisons among countries (across rows), parameter 

estimates sharing the same superscript are not significantly different (calculated z-score, p < .05). The calculation of z-scores used the method described by 

Paternoster, Brame, Mazerolle, and Piquero (1998).  
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Figure 1. Structural model with standardized estimates based on the pooled sample  
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Figure 2. The standardized interaction effects of general privacy concern and privacy literacy in 

the prediction of trust in Facebook, trust in data institutions, and acceptance of information 

personalization based on the pooled sample. The vertical axis shows M ± 1SD values of the 

dependent variables. The high and low values of the independent variables reflect M ± 1SD. 
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Appendix 

Table 

Fit statistics and log-likelihood ratio tests for CFA and SEM 

Model Fit statistics for CFA/SEM   Log-likelihood ratio tests 

 

χ
2
 df CFI RMSEA [90% CI] SRMR  

 

LL0 df0 LL1  df1 D(3) p 

Configural invariance 2403.78 1062 .964 .040 [.038, .042] .041  

  

   

   Metric invariance 2833.88 1142 .955 .044 [.042, .046] .055  

  

   

   Scalar invariance 4484.91 1222 .913 .058 [.057, .060] .073  

  

   

   Pooled sample 1390.09 177 .972 .038 [.036, .040] .039  

 

-101013.48 75 -100923.31  78 180.35 <.001 

Hungary 415.94 193 .966 .039 [.034, .044] .046  

 

-16942.01 59 -16927.71  62 28.61 <.001 

Malaysia 426.86 193 .961 .038 [.033, .043] .058  

 

-17257.12 59 -17234.87  62 44.50 <.001 

Norway 743.14 193 .912 .060 [.055, .064] .075  

 

-16931.01 59 -16919.61  62 22.81 <.001 

Pakistan 369.66 193 .969 .036 [.030, .041] .048  

 

-15711.37 59 -15703.21  62 16.31 <.001 

Serbia 405.34 193 .966 .039 [.034, .044] .046  

 

-14537.00 59 -14531.94  62 10.13 0.008 

Thailand 472.95 193 .959 .042 [.037, .046] .052  

 

-16480.54 59 -16466.06  62 28.96 <.001 

Note. The models estimated for each country sub-sample had metric invariance where the factor structure was constrained to be equal 

and paths among latent factors were estimated freely. The sub-scripts, 0 and 1, denote the log-likelihood ratios and degrees of freedom 

for the baseline model (0) and interaction model (1). 
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