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Abstract 
 

CO2 methanation and dry reforming of methane (DRM) are promising routes for CO2 

utilization. Ni-based catalysts are widely employed for these reactions. However, these are 

less active and are prone to deactivation due to carbon deposition. Gaining mechanistic 

insights is pivotal in developing more active and coke resistant Ni-based catalysts. This 

work combines Density Functional Theory (DFT) calculations with microkinetic modeling 

(MKM), to provide mechanistic insights into CO2 methanation (on Ni and Ru) and DRM 

reactions (on Ni and boron-doped Ni (NiB)). Based on the computed energetics, this work 

predicts a novel catalyst (Mn-NiB single atom alloy (SAA)) for these reactions. 

 

The choice of correct DFT functional is crucial to accurately predict the reaction energetics. 

Hence, a benchmarking study was performed for the first time to identify a DFT functional 

for studying CO2 conversion reactions. A functional screening was performed based on 

CO2 and CO adsorption energies, DFT-XPS, and density of state calculations. rPBE-vdW 

functional with a correction of 28 kJ/mol for gas-phase CO2 energy, was proposed to be 

the best available functional for studying CO2 conversion reactions. The inability of a 

functional to accurately predict energetics was typically attributed to the wrong description 

of adsorbate-surface interactions. However, for rPBE-vdW functional, we found that this 

is due to the erroneous treatment of C=O double bonds in gas phase CO2. 

 

Employing the benchmarked functional, CO2 methanation (46 elementary reactions) and 

DRM (38 elementary reactions) reactions were studied by combined DFT and MKM. CO2 

methanation reaction mechanism is debated and the reaction mechanism elucidation is 

crucial in developing efficient catalysts based on a bottom-up approach. The most debated 

step is the activation routes of CO2 and CO and whether the reaction proceeds with/without 

forming CO* intermediate. The current study resolved the discrepancy in the CO2 

methanation reaction mechanism on Ru (most active noble metal catalyst) and Ni surfaces. 

We identified that the dominant reaction pathways are CO2*→CO*→HCO*→CH*→ 

CH2*→CH3*→CH4 and CO2*→CO*→COH*→C*→HC*→CH2*→CH3*→CH4 on Ni 

(111) and Ru (001) respectively. On comparing Ni (111) and Ru (001), Ni (111) was more 
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selective towards methane formation. Therefore, CO2 methanation proceeds via CO* 

intermediate and this study resolves the contradictions in CO2 methanation reaction 

mechanisms on Ni and Ru surfaces. For DRM reaction, the deactivation of Ni-based 

catalyst is a key challenge, and this impedes commercializing the DRM process. Doping 

boron at the sub-surface interstitial sites in Ni prevents the diffusion of carbon. Hence, we 

investigated NiB as a potential catalyst. The effect of doping is evaluated by comparing the 

dominant pathway with that on Ni (111). The dominant reaction pathway is 

CO2*→CO*+O*; CH4→CH3*→CH2*→C*→CO* and CO2*→CO*+O*; CH4→CH3*→ 

CH2*→CH2O*→CHO*→CO* on Ni (111) and NiB surfaces respectively. We reveal that 

boron doping alters the dominant reaction pathway (via CH2* oxidation route) to 

kinetically hinder carbon formation (no C* intermediate). In contrast to Ni, the barriers in 

CH4 activation routes and Boudouard reaction are significantly lower on NiB but the CO2 

activation barrier (124 kJ/mol) is high resulting in reduced conversion. 

 

The strategy is to reduce the CO2 activation barrier selectively to improve the activity of 

NiB without compromising the stability. A computational screening was performed to 

identify thermodynamically stable NiB-based SAA that selectively reduces the CO2 

activation barrier. The thermodynamic stability was evaluated against clustering and Mn-

NiB SAA was identified as the only candidate on which there is a significant reduction in 

the CO2 activation barrier (68 kJ/mol). Subsequently, CO2 methanation and DRM reactions 

were studied on Mn-NiB SAA. The barriers for key reactions (CO2 and CO activation, CH* 

hydrogenation) are low on Mn-NiB SAA compared to Ni and Ru making it a suitable 

catalyst for CO2 methanation reaction. For the DRM reaction, Mn-NiB SAA has a 

significantly lower barrier for CH4 (compared to Ni) and CO2 (compared to NiB) activation. 

Additionally, the high endergonicity for CH4 stepwise dehydrogenation to form C* 

combined with a low barrier for Boudouard reaction prevents the catalyst deactivation. 
 

Employing an appropriate DFT functional, the combined DFT and MKM approach adopted 

in this investigation predicted the CO2 methanation and DRM reaction mechanisms. The 

gained insights from SAA would serve as guidelines for the development of alloy catalysts 

which can prevent carbon deposition without compromising the catalytic activity. 
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Introduction  Chapter 1 

1 
  

Chapter 1 Introduction 

 
Catalytic Conversion of CO2 to value-added products is a promising strategy 

for CO2 utilization. Two prominent reaction routes in this strategy are CO2 

methanation and dry reforming of methane reactions. Even though noble 

metal based catalysts are active for these reactions, nickel-based catalysts are 

widely employed considering its high selectivity, low cost, and ease of 

availability. An overview of the CO2 methanation and dry reforming of 

methane reactions including the reaction mechanisms reported on nickel are 

presented here. Challenges and knowledge gaps were identified and 

summarized and based on these, objectives were formulated and presented in 

this chapter.  
  



Introduction  Chapter 1 

2 
  

1.1 CO2: Problems and mitigation 

 

Carbon dioxide is formed by the combustion and fermentation of carbon-containing 

substances like wood, sugar, grapes, etc. and also by the burning of carbon-rich fuels like 

coal, oil, and natural gas1,2. Although CO2 has always been essential for life on earth, it 

constitutes only 0.04% by volume of the atmosphere3,4. However, this tiny percentage plays 

a huge role in greenhouse effect5. Greenhouse effect is the natural phenomenon that traps 

solar heat in the atmosphere and keeps the temperature warm enough for all forms of life 

to survive. However, today the greenhouse effect that inured to protect us has become a 

threat1,2,6. Industrial production, mass consumption, and modern comforts have led to a 

steady rise in the use of fossil fuels that release CO2 into the atmosphere causing global 

warming7. The effects of rising temperatures are spreading fast worldwide and are difficult 

to control if no measures are taken to control its level. The temperature could climb by 6 

degrees by the end of the century sparkling to a series of events such as melting ice at the 

poles, swelling oceans, submerging coastal regions with consequences that could be 

irreversible8. Climate change is one of society’s biggest problems at present bringing about 

the rising temperatures that are causing species to go extinct, rising sea levels, longer 

periods of droughts for some areas of the world, increased number of more intense storms 

in other areas4,6. By now, scientists have revealed that it is extremely likely that the 

warming of the atmosphere is due to human influence9. Humans generate most of the total 

emitted greenhouse gases in the form of CO2 and most of that is generated from fossil fuel 

usage. The constant addition of CO2 to the atmosphere has caused the atmospheric 

concentration of CO2 to increase beyond 400 ppm over the last several decades10. This 

increase is perturbing as the currently accepted maximum level at which we can hold CO2 

concentration in the atmosphere without perceiving severe effects of climate change is 350 

ppm10. The current carbon cycle is inadequate to keep the CO2 levels in the atmosphere 

under control3. This seems that we not only have to stop putting CO2 into the atmosphere 

we also must start pulling it out somehow. Also, in light of the Paris agreement11,12, there 

is a significant pressure on countries to control CO2 emissions into the atmosphere5,10,13. 

For instance, the Singapore government has pledged to reduce emissions by 36% from 

2005 levels by 203014. 
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Increasing CO2 emissions worldwide and its negative impact on climate change has led to 

a notable academic and industrial interest in various strategies for CO2 reduction. 

Predominantly three strategies are employed to control the level of CO2 in the atmosphere 
15,16: i) decrease in fossil fuel consumption and other activities that result in CO2 emission, 

ii) capture CO2 and dump it in geologic or oceanic reservoirs and iii) utilize CO2 by 

converting it to either fuels or some other value-added products. The first strategy can be 

employed by utilizing energy sources that do not release CO2 such as hydropower, wind 

power, solar energy, biomass, marine energy, geothermal energy, and nuclear energy 16. 

This strategy involves developing intelligent solutions for storing these forms of energy 

and connecting them to existing transmission networks. CO2 capture and sequestration is 

the second option to prevent more CO2 from being released into the atmosphere 17,18. This 

is done by trapping CO2 and then pump it deep underground. However, sequestration 

comes with several downfalls including concern for leaks (even though it is pumped very 

deeply underground), increasing the monetary cost of sequestrating CO2, and increasing 

and very large to begin with energy costs of transporting CO2 and pumping it underground. 

However, importantly this technique can only be applied to stationary sources of CO2 like 

power plants and does nothing to address the CO2 that is already in the atmosphere. Also, 

the separation of CO2 from the gas stream is an energy-intensive process. Taking one big 

step forward, the CO2 can be used to make fuels/chemicals giving it value and eliminating 

the cost needed to store it. This is the third strategy in which CO2 is converted to a value-

added chemical that can be stored easily16–18. Employing this strategy results in the two-

fold advantage of reducing CO2 emissions and producing beneficial chemicals such as 

methane, methanol, formic acid, etc. that can be stored without difficulty16,17,19–21.  

 

1.2 CO2 to value-added products 

 

CO2 being a relatively inert and highly stable molecule, its activation is the crucial step in 

utilizing CO2 as a chemical feedstock22. Two of the feasible routes for this conversion are 

CO2 hydrogenation and CO2 dry reforming of methane (DRM), as shown in Figure 1. 1. In 

the CO2 hydrogenation route, hydrogen is employed as a reagent to transform CO2 into 

other valuable chemicals23,24. The hydrogen required for this reaction can be supplied via 
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water electrolysis. To achieve an overall CO2 reduction, the electricity needed for water 

electrolysis must be produced from renewable sources of energy such as wind or solar and 

not from fossil hydrocarbons25–27. Additionally, hydrogen can also be produced by natural 

gas reforming using steam or via biomass gasification process 28,29.  

 

 
Figure 1. 1 Schematic diagram showing CO2 conversion to different value-added products 

via hydrogenation and dry reforming routes. The current work focuses on CO2 

hydrogenation to form methane and CO2 dry reforming of methane to form syngas (shown 

inside green box). 

 
Metal-based heterogeneous catalysts can activate CO2 and its hydrogenation leads to 

various valuable products, as shown in Figure 1. 1 and Figure 1. 2 30–35. Noble metals such 

as Ru, Rh, Pt, Pd, etc. have shown excellent selectivity and catalytic activity for CO2 

hydrogenation, compared to cheap transition metals such as Ni, Cu, etc. However, the high 

cost of such metals limits their use in large-scale applications. The low cost and ease of 

availability of metals like Ni, Cu, Fe make them extremely relevant for CO2 activation. 

Among the different hydrogenation reactions, the current work focuses on CO2 

methanation. Notably, Ru and Ni (cf Figure 1. 2) have shown good catalytic activity for 

CO2 methanation36–38. Methane is the main constituent of natural gas, which is the cleanest 

fossil fuel for electricity production25. Using natural gas helps to meet the ever-growing 

energy needs and its worth mentioning that 95% of Singapore’s electricity is generated 
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using natural gas39. The product methane could benefit from the existing infrastructure for 

storage and transport of natural gas40. It is also a promising candidate for use in direct 

methane fuel cells that could generate energy more efficiently than other combustion 

methods41,42. Additionally, CO2 methanation is a promising approach for biogas 

upgrading17,43. Biogas, a mixture of CO2 and CH4, can be used directly as a feedstock for 

CO2 methanation resulting in the production of high purity CH4 that can be directly fed to 

the existing natural gas pipelines. The CH4 present in biogas could act as a diluent and can 

be useful for temperature control during the process39.  

 
Figure 1. 2 Schematic showing possible products and potential catalysts for CO2 

hydrogenation 

 

Another prominent reaction route for CO2 conversion is the dry reforming of methane 

(DRM) (cf Figure 1. 1). This reaction converts two greenhouse gases, CH4 and CO2, to 

produce synthesis gas (syngas), an important chemical precursor for liquid fuels and 

commodity chemicals44. Syngas, which is a mixture of CO and H2, can further be used in 

Fischer-Tropsch synthesis to produce long-chain hydrocarbons45.  

 

The current thesis focuses on CO2 methanation and CO2 dry reforming of methane 

reactions. Interestingly, Ni-based catalysts are well suited for both these reactions. 

 

1.2.1 CO2 Methanation 

 

This reaction also called as Sabatier reaction or Sabatier process was discovered by the 

French chemist Paul Sabatier in 1910s46. It involves the reaction of hydrogen with carbon 
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dioxide at temperatures in the range of 300–400 °C and atmospheric pressures in the 

presence of a catalyst to produce methane and water. 

CO! + 4H!	 → CH# + 2H!O; ∆H298K, 1 bar = -165.0 kJ/mol, ∆G298K, 1 bar = -130.8kJ/mol 

The hydrogen required for this conversion can be produced by electrolysis of water using 

surplus energy available from renewable sources25–27. The renewable energy sources being 

intermittent, could lead to a dip in energy generation or a surplus in energy generation. 

Currently, the surplus generation goes to waste because of the lack of technology to store 

the electricity in a very large quantity. However, this problem can be solved by utilizing 

this excess energy to produce fuels that can be easily stored. This technology of converting 

electrical power to gaseous fuel is called power to gas (P2G) technology25,47. The surplus 

electricity is passed through water and the electrical current breaks apart the water molecule 

separating oxygen from hydrogen. Hydrogen can be directly used as a fuel, but storage and 

transportation of hydrogen have been a challenge in this technology. We are still not 

technologically advanced to use hydrogen as a fuel and this can be avoided if hydrogen is 

spent to produce other value-added products like methane46.  

 

In the power to methane technology (cf Figure 1. 3), CO2 is reduced by hydrogen in power 

to gas plants to produce methane, and the hydrogen comes from the surplus renewable 

energy and not from fossil fuels46. Methane is then introduced into the existing gas grid 

which can intermediately store energy for a longer period compared to a power grid before 

its transported and used as needed. This way the methane can be used as a substitute for 

petrol/diesel which subsequently decreases the dependence on fossil fuels. The gas can 

even be converted back to electrical power in case of storage. The power to methane 

technology is extremely relevant from Singapore’s perspective as 95% of total electricity 

in Singapore is produced from natural gas39. Notably, the majority of natural gas used in 

Singapore is imported from Malaysia and Indonesia via pipelines (Piped natural gas (PNG)) 
14,48,49. Additionally, more focus is given on solar energy, Singapore’s most potential 

renewable source of energy50,51. As mentioned before (cf Figure 1. 3), the excess solar 

energy could be used to produce hydrogen and expended in power to methane plants. Thus, 

the power to methane technology helps in utilizing CO2 to produce methane and reduces 
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the wastage of surplus renewable energy produced. However, activation of stable the CO2 

molecule is a challenge in using it as a chemical feedstock and a catalyst must be employed. 

 

 
Figure 1. 3 Schematic diagram of power to methane technology showing the utilization of 

surplus renewable energy to produce methane 

 
1.2.1.1 Catalysts for CO2 methanation 

 

The reduction of the fully oxidized carbon, CO2, to methane is an eight-electron process 

with significant kinetic limitations, which requires a catalyst to achieve acceptable rates 

and selectivity for potential industrial use16,18,38. Ni and Ru based catalysts exclusively 

produce methane, while less reactive metal constituents Pd, Pt, Rh, Mo, Re, and Au 

catalyze simultaneously CH4, CH3OH, and CO (by reverse water-gas shift reaction). 

Comparing the CO2 methanation reaction on alumina supported Ni and Ru catalyst, it was 

found that the apparent activation energy on Ni is 45 kJ/mol higher than that on Ru, 

effecting the higher activity of Ru52. But its high cost is a challenge in using Ru in the 

industry. Nickel is the most widely used catalyst for CO2 methanation because it shows 

good selectivity towards methane and it has low cost. Most of the work performed to 

enhance the activity of Ni is done by modifying supports. Nickel catalysts along with 

different supports have been used and studied widely. Usually metal oxides such as Al2O3, 
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TiO2, MgO, etc. are preferred as supports due to their high surface area. Numerous 

researchers have mentioned the effects of electronic interaction between support and 

adsorbing species through the metal53. When a metal oxide is used as a support, charge 

transfer takes place from support to metal and thus the metal has the potential of 

transferring more charge to the adsorbing species leading to higher activation of the 

adsorbing species. It can be comprehended that researchers concentrated much on 

improving the support material rather than the catalyst. Support helps in the dispersion of 

metal and has little effect in methanation reaction. Different supports were tried and tested 

out but didn’t result in a breakthrough since the fundamental reason behind their role is not 

explained. Also, the different supports proposed in different works cannot be directly 

compared since the experiments were performed at dissimilar conditions. Much work 

hasn’t been done to modify the metal catalyst and majority of the improvements were 

suggested for the support. So, if we must design a novel catalyst using a bottom-up 

approach, these studies don’t help much, and a detailed understanding of the underlying 

reaction mechanism is essential. 

 

1.2.1.2 CO2 methanation reaction mechanism 

 

On a catalyst surface, the CO2 methanation reaction doesn’t take place in a single step. 

First, the reactants adsorb onto the surface. Adsorbed intermediates are produced and 

destroyed through a series of bonds being formed and being broken. Then the final 

product(s) is produced, and it desorbs from the catalyst surface. Understanding the 

elementary reaction steps and rate-determining step (RDS) will lead to effective catalyst 

design and development by modifying the reaction route/reducing the barrier for RDS. 

Many studies have been carried out to understand the mechanism of CO2 methanation on 

Ni and Ru surfaces. Even then, there is a difference in opinion exists among researchers 

regarding the reaction mechanism on both Ni and Ru. The most debated step in CO2 

methanation is the hydrogenation step. The hydrogen could react with CO2, CO and/or C 

as shown in Figure 1. 4. In addition, the reaction could proceed with/without forming a CO 

intermediate. Understanding the exact pathway is essential for experimentalists to improve 

the ability of catalysts for methanation. For instance, if methanation takes place via CO 
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intermediate route, the catalyst should have both carbon-oxygen bond cleavage ability and 

hydrogenation ability. But if the reaction proceeds without forming CO intermediate (via 

formate pathway), carbon-oxygen bond cleavage takes place in a hydrogenated species 

(HCOO)54. Also, for the methanation reaction mechanism through the CO pathway, the 

activation of this stable intermediate stands as a challenge. Hence, knowing the reaction 

mechanism is required to tailor the catalyst for it. 

 

 
Figure 1. 4 Schematic showing the possible reaction pathways for CO2 methanation. The 

pathways include CO2 direct dissociation and hydrogenation with/without CO* 

intermediate routes, CO* hydrogenation, and C* hydrogenation. 

 

Hence, understanding the CO2 methanation reaction mechanism has a crucial significance 

in designing better catalyst and it still remains a challenging task since the reaction 

mechanism on both Ru and Ni is debated and remains unsettled37,38. The major reaction 

routes studied for CO2 methanation are discussed here (cf Figure 1. 4). CO2 activation 

routes include direct decomposition to CO* and O* and CO2 hydrogenation via HCOO* 

or COOH* intermediate. The different CO2 transformation routes lead to CO* formation 

and the activation route of CO* is often debated. This step is extremely relevant as CO* 

activation is typically regarded as the rate-determining step (RDS). In addition, CO* 

coverages are reported to be high and this leads to catalyst poisoning by blocking the active 
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sites55,56. CO* can transform via C-O bond cleavage (CO* à C*) or undergoes further 

hydrogenation and dissociation via COH* (CO* à COH* à C*) or HCO* (CO* à 

HCO* à CH*) route to form C*/CH*. In contrast to the CO* intermediate routes discussed 

above, the CO2 methanation pathway without forming CO* as an intermediate is also 

possible (CO2 à HCOO* à HCO* à CH*) (cf Figure 1. 4). The C*/CH* thus formed 

(with/without CO* intermediate route) undergoes sequential hydrogenation to form 

methane. It is worthy to mention that the methane formation via CHxOH/CHxO (x = 1 – 3) 

(formed from the hydrogenation of HCO*/COH*) routes are hardly explored. 

 

There is a discrepancy in the CO2 methanation reaction mechanism on Ni (111) and Ru 

(001) surfaces. It is essential to have a fundamental understanding of CO2 methanation 

reaction on both Ru and Ni to rationally develop better catalysts based on Ni. The key step 

is the hydrogenation reaction, and this may happen to adsorbed CO2*, CO*, and/or C* 

depending on which the RDS also differs. The complexity of the methanation reaction 

network results in the inconsistent prediction of reaction pathways and RDS reported in 

different studies, causing the experimental/computational predictions extremely 

challenging on both Ni and Ru surfaces. Even though CO2 direct dissociation to CO* is 

thermodynamically and kinetically favorable on both Ni and Ru surfaces, CO* activation 

has a high barrier. Hence, it is crucial to investigate CO2 hydrogenation routes with/without 

CO* intermediate to ascertain the dominant reaction pathway. 

 

1.2.2 Dry Reforming of Methane 

 

Methane is an alternative feedstock to produce fuels, chemicals, and electricity57,58. It is 

the smallest hydrocarbon and the most abundant organic gas present in the Earth’s 

atmosphere. It is the primary component of natural gas and constitutes about 80-95% of 

the volume57,58. The natural gas reserve on Earth is reported to be 196.03 trillion cubic 

meters59. Despite these immense reserves, the use of natural gas/methane to produce value-

added chemicals remain underutilized. Increasing natural gas (rich in methane) 

infrastructure due to its newly found availability and resources, as well as depleting crude 

oil reserves, has intensified interest in methane conversion processes to produce alternative 
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fuels, chemicals and electricity60,61. Synthesis gas, an important chemical precursor for 

liquid fuels and commodity chemicals, is a mixture of CO and H2 that is produced through 

catalytic indirect methane conversion processes, viz. the partial oxidation of methane 

(POM) and methane steam reforming (SRM) 60–63. There is also notable research interest 

in novel methane dry reforming (DRM) processes as they use CO2 as the oxidant 62,64–66. 

In addition, the produced syngas from DRM has H2/CO ratio of 1:1 that can be 

preferentially used in Fischer-Tropsch synthesis to produce long-chain hydrocarbons. Most 

importantly DRM coverts two greenhouse gases, CH4 and CO267. It involves the reaction 

of methane with carbon dioxide at temperatures in the range of 700–900 °C and 

atmospheric pressures in the presence of a catalyst to produce syngas. 

CO! + CH#	 → 2CO + 2H!; ∆H298K, 1bar = 247.0 kJ/mol 

Aggressive operating conditions are required to activate the highly stable and non-polar 

methane C–H and carbon dioxide C=O bonds, which favors undesired reactions and 

decreases catalyst activity, as well as product selectivity and yield60,61,68. With a hostile 

environment, the perfect catalytic materials require high temperature, oxidation, and 

corrosion resistance, as well as excellent catalytic activity, which are all characteristics of 

transition metals69.  

 

1.2.2.1 Catalysts for DRM 

 

Transition metals such as Pt, Pd, Ru, Rh, Ir, and Ni have shown good catalytic activity for 

this reaction 66,70. DRM turnover rates were found to be higher on noble metals such as Pt, 

Ru, Rh and Ir compared to Ni catalyst71. Even though noble metals are more active and 

selective, Ni-based catalysts are viable, considering their low cost and availability 62,66,72. 

However, nickel catalysts suffer from deactivation from coking (surface carbon formation), 

which leads to fouling and high pressure drops across reactors 73,74. Developing coke 

resistant catalysts for DRM is the current bottleneck in commercializing the process. For 

improving the stability of Ni catalysts, several strategies were proposed, including doping 

by other metals and metalloids 75–79. However, in many cases, the addition of promoters 

leads to a trade-off between catalyst activity and stability. Hardly any breakthrough has 

come in improving the stability of Ni because it was done more or less arbitrarily without 



Introduction  Chapter 1 

12 
  

a clear molecular level understanding. Interestingly, microstructure modifications like 

boron-promoted Ni are reported to have enhanced coke resistance80–82 without 

downgrading activity. Thus, NiB can be a potential catalyst for DRM. However, for 

employing NiB to study DRM necessitates the fundamental understanding of the 

elementary reaction steps and reaction energetics in the conversion of CO2 and CH4 to 

syngas to assess the activity, stability and selectivity of the catalyst. To the best of our 

knowledge, there are no studies reported in the literature that employs NiB and gives 

mechanistic insights into the DRM reaction. To evaluate the effects due to B doping, it is 

essential to comprehensively study DRM reaction on clean Ni first and then compare the 

changes in the reaction pathways and energetics due to B doping.  

 

1.2.2.1 DRM Reaction mechanism 

 

 
Figure 1. 5 Schematic showing the possible reaction pathways for CO2 and CH4 activation 

routes in DRM reaction. CO2 activation includes direct dissociation and hydrogenation 

routes. CH4 activation includes sequential dehydrogenation and O*/OH* oxidation routes 

 
The DRM reaction network is complex as it involves a large number of elementary 

reactions that can be grouped under three reaction categories (cf Figure 1. 5): i) CH4 

stepwise dehydrogenation, ii) formation of surface oxidants (O*/OH*), and iii) CHx 

oxidation 83. Typically, on Ni (111), the computed activation barriers for the dissociation 

of CH4 to CH3* and CH* to C* were substantially higher compared to other steps 84–86. 

Importantly, the sequential dehydrogenation of CH4 was favored (both thermodynamically 

and kinetically) over bimolecular reactions, and the production of gas-phase C2 
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hydrocarbon species was highly unlikely85. The sequential dehydrogenation of CH4 leads 

to the formation of surface carbon that deactivates nickel catalysts by blocking reactive 

sites and also diffusing into Ni, forming nickel carbide 73,74. 

 

Very little is known about the subsequent oxidation of CHx by surface O*/OH*. The 

oxidants can also be the key decoking media via reactions with surface carbon. In DRM, 

these oxidants are generated from the dissociation of CO2. Various CO2 dissociation routes 

(direct dissociation and H-assisted transformation via COOH*/HCOO* intermediate) are 

studied and the direct decomposition of CO2* to CO* and O* is proposed to be the 

dominant CO2 conversion route on Ni (111)87,88. Hence, O* is suggested to be the major 

oxidizing agent generated from CO2.  

 

Among the different CHx* oxidation routes by O* and OH*, CH3* and CH2* oxidation 

reactions are kinetically and thermodynamically impeded and only CH* and C* oxidation 

steps are kinetically feasible reactions 64,84,86,87. It is interesting to note that often the 

CH*/C* oxidation step is described as the rate-determining step.  

 

In short, the methane reforming pathway involves the decomposition of CH4 to form CH* 

or C* followed by O*/OH* oxidation and finally decompose to form CO*. However, the 

RDS in DRM is still debated. Some literature describes CH4 dissociation as the RDS 71 

whereas other studies have shown that C*/CH* oxidation by O*/OH* as the RDS 64. This 

inconsistency in the RDS reported in various studies appears to result from the intricacy of 

the DRM reaction network making the experimental/computational predictions extremely 

challenging. 

 

1.3 Challenges in catalytic conversion of CO2  

 

In CO2 methanation and DRM reactions, the preferred catalyst is Ni due to its high 

selectivity and low cost, despite its poor activity (for methanation) and stability (for DRM). 

Interestingly, microstructure modifications (including doping by metals and metalloids) 

are reported to have enhanced the activity and coke resistance of Ni-based catalysts 75,89–92. 
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Therefore, it is imperative to modify the Ni surface to improve its activity for methanation 

and kinetically hinder carbon formation and favor carbon destruction for the DRM reaction. 

As discussed before, it is crucial to have a thorough understanding of the complex reaction 

network on the catalyst, active sites, as well as reaction energetics and kinetics and rate-

determining step (RDS) for effective catalyst design and development by modifying the 

reaction route/reducing the barrier for RDS 93.  

 

Even though CO2 methanation is widely studied, there is a discrepancy in the reaction 

mechanism on both Ni and Ru surfaces. The insights gained from the methanation reaction 

mechanism on Ru could aid in designing efficient catalysts based on Ni. However, the 

number of reactions and the modeling systems considered for Ni and Ru in various studies 

are different making the direct comparison of selectivity and activity between Ni and Ru 

extremely challenging. Additionally, it is essential to understand and compare the CO2 

methanation reaction on Ru and Ni. However, the reaction mechanism on both Ru and Ni 

is debated and remains unsettled37,38. The most debated steps are the activation routes of 

CO2 and CO*. This includes direct dissociation routes and different hydrogenation 

pathways for CO2 and CO* activation. In addition, another key argument is whether the 

reaction proceeds by forming a CO* intermediate. The complexity of the methanation 

reaction network results in the inconsistent prediction of reaction pathways and RDS 

reported in different studies on both Ni and Ru surfaces. Moreover, methanation involves 

large and complex reaction network and hence the accuracy of the model is affected by the 

number and type of possible reactions selected for the study. Additionally, methane 

formation via CHxOH/CHxO (x = 1 – 3) (formed from the hydrogenation of HCO*/COH*) 

routes are hardly explored and intermediates such as HCO* (formed via HCOO* route), 

HCOH*, HCOOH*, H2COO*, H2COOH* and C(OH)2* were not considered in many 

studies. 

 

For the DRM reaction, Ni-based catalysts suffer from deactivation due to carbon deposition. 

One of the techniques for improving catalyst stability involves doping of metals and 

metalloids. However, in many cases, this doping is accompanied by a decrease in the 

conversion rates of CH4 and CO2. We identified B doped Ni as a potential catalyst for DRM 
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that can improve catalyst stability without compromising activity. However, no studies are 

reported in the literature that employs NiB as a catalyst for DRM, to the best of our 

knowledge. Additionally, DRM involves large and complex reaction network and the 

accuracy of the model is affected by the number and type of possible reactions selected for 

the study. Understanding and mastering methane activation and C-H bond dissociation 

continues to be one of the biggest challenges for chemists and reaction engineering 

practitioners to date. In addition, less is known about the subsequent oxidation steps and 

Boudouard reaction (identified as a potential carbon source) has not been considered in the 

majority of studies.  

 

In addition, single-atom alloys for selective catalysis are now gaining traction to develop 

catalysts with high stability and activity. However, these catalysts were not explored for 

studying different CO2 conversion reactions including methanation and DRM reactions. 

 

From the above discussion, it is clear that there are discrepancies in the RDS and reaction 

mechanisms of CO2 methanation and DRM reactions on Ni. Understanding atomic and 

molecular level phenomena through experiments can be extremely challenging as this 

involves sophisticated measuring techniques like in situ Fourier Transform Infrared 

Spectroscopy and extreme temperatures and pressures and also since the intermediates are 

short-lived it is more challenging to identify them in experiments. Hence, getting 

mechanistic details from experiments is extremely challenging. Accordingly, 

computational tools need to be implemented to gain fundamental, molecular level insights. 

Molecular modeling techniques such as Density Functional Theory (DFT) can be employed 

as a predictive tool to understand the reaction mechanism. 

 

1.4 DFT for studying CO2 conversion reactions 

 

Computational techniques such as DFT are established research tools that can not only be 

used to interpret and explain experimental findings but also can act as a predictive tool to 

guide catalyst design and development 94–99. DFT-guided catalyst design models in 

heterogeneous catalyst based reactions have been proposed by many researchers96,97. This 
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approach eliminates the need for prerequisite knowledge of all kinetic parameters 

pertaining to the reaction by employing suitable descriptors controlling the activity and 

selectivity of catalysts. These descriptors could be adsorption energies (of reactant or 

product or intermediates) or activation barriers, based on experiments and/or quantum 

mechanical calculations. DFT can be used to examine the electronic structure of the 

catalysts, adsorbate geometries, reaction energetics, and provide structural and mechanistic 

insights into adsorbate-surface interactions100–102. 

 

In DFT, the energy of the system expressed as a function of electron density. In this 

approach, the total energy of the system can be represented as a sum of non-interacting 

kinetic energy, the Coulomb interaction between electrons and nuclei, the Coulomb 

interaction between electrons, the Coulomb interaction between pair of nuclei and the 

exchange-correlation energy. One of the major challenges in DFT is that the exact form of 

exchange-correlation functional is not known103,104. Many approximations are available for 

the exchange-correlation functional, among which more widely accepted class of 

functionals for studying molecules interacting with metal surfaces is the Generalized 

Gradient Approximation (GGA)105. A detailed explanation of functionals and its types are 

provided in Chapter 2, section 2.2 and 2.3.  

 

1.4.1 Challenges in DFT  

 

As discussed above, an accurate exchange-correlation functional must be chosen for a DFT 

based catalyst design procedure. However, the popular and widely employed functionals 

such as PBE and PW-91 have limitations in predicting CO2 methanation and DRM 

energetics. There are some inconsistencies in the calculated values using these functionals. 

For example, CO2 binding energies on metal surfaces calculated by these functionals do 

not match with experimental values106–111. Besides this, for weakly bound systems (e.g. 

CO2 adsorption system) GGA functionals are inadequate for the description of dispersion 

interactions (non-local electron-electron correlation). Hence, several schemes are 

developed to incorporate van der Waals (vdW) interaction and thereby improving the 

energies of dispersion-bonded systems. The significance of vdW interactions in studying 
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CO2 conversions is ignored in many studies108. It is essential to include the contribution of 

vdW interactions in studying CO2 binding energies and activation.  

 

To provide a quantitative prediction of conversion and coverages of the complex reaction 

network, DFT studies need to be extended to a microkinetic model. However, only a few 

DFT studies reported in the literature are extended to develop a microkinetic model for 

CO2 conversion reactions. This is possibly because it involves a large number of 

elementary reactions making it extremely difficult to calculate the reaction energetics using 

DFT. Importantly, in the catalyst design model proposed by Rangarajan et al.106,112, a small 

deviation in binding energy (which is a descriptor) prediction was shown to affect the 

microkinetic model and hence the design procedure. It was shown that for the fitting of 

model to experimental data, DFT predicted binding energies of different adsorbing species 

(including CO2) on Cu (111) had to be altered by more than 50 kJ/mol. 

 

Hence, the functional selection is not given much importance and the need for 

benchmarking the functionals before studying the reactions is ignored in the majority of 

works reported to date. Functional benchmarking is very essential to ensure the accuracy 

of DFT predicted energetics. It is essential to employ correct functional that can predict the 

interactions of reactants, products, and intermediates with the metal surface.  

 

1.5 Objectives 

 

The unifying theme of the thesis is to investigate the catalytic conversion of CO2 to 

hydrocarbons (methane and syngas) using DFT based computational studies by employing 

an accurate functional choice. The primary objectives of the present thesis are 1) to identify 

a correct DFT functional for accurately predicting CO2 conversion reaction energetics 2) 

to perform a combined DFT and microkinetic analysis for predicting the CO2 methanation 

reaction mechanism and RDS on Ni (111) and Ru (001) surfaces 3) to perform a combined 

DFT and microkinetic analysis and predict DRM reaction mechanism and RDS on Ni (111) 

and NiB surfaces and addresses the coking problem on Ni (111) and 4) to perform a 

computational catalyst screening and predict novel catalyst (more active and stable) for the 
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CO2 methanation and DRM reactions. The specific objectives for each chapter are given 

below: 

1.5.1 Key objectives of Chapter 3 

§ To identify a suitable DFT functional that can be used to study CO2 conversion 

reactions on different metals. 

§ To benchmark different DFT functionals via CO and CO2 adsorption on Ni as a model 

catalyst surface. 

§ To identify the source of error in predicting CO2 binding energy by the rPBE-vdW 

functional. 

§ To compare the change in CO2 adsorption energy prediction by rPBE-vdW functional 

on different metal surfaces. 

 

1.5.2 Key objectives of Chapter 4 

§ To provide mechanistic insights into the reaction pathway of CO2 methanation reaction 

on Ni (111) and Ru (001) surfaces.  

§ To develop a MKM based on DFT energetics and predict the reaction rates and 

fractional coverages under reaction conditions.  

§ To perform sensitivity analysis and partial equilibrium analysis for identifying the rate-

determining step. 

§ To compare the reaction mechanism and conversions on Ni and Ru surfaces. 

 

1.5.3 Key objectives of Chapter 5 

§ To provide mechanistic insights into the reaction pathway of DRM reaction on Ni (111) 

surface 

§ To propose a Ni-based catalyst (NiB) that addresses the coke formation problem on Ni 

(111) surface. 

§ To study the DRM reaction mechanism on NiB and compare the mechanistic 

differences with that on Ni (111) surface. 

§ To develop a MKM based on DFT energetics and predict the reaction rates and 

fractional coverages under reaction conditions.  
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§ To perform sensitivity analysis and partial equilibrium analysis for identifying the rate-

determining step. 

 

1.5.4 Key objectives of Chapter 6 

§ To perform a thorough computational screening to identify a NiB based single atom 

alloy catalyst that is more active and coke resistant for CO2 methanation and DRM 

reactions. 

§ To evaluate the thermodynamic stability of NiB-Mn single atom alloy catalyst surface. 

§ To provide mechanistic insights into the reaction pathway of CO2 methanation reaction 

on NiB-Mn (111) single atom alloy catalyst surface. 

§ To provide mechanistic insights into the reaction pathway of DRM reaction on NiB-

Mn (111) single atom alloy catalyst surface. 

 

1.6 Dissertation overview 

 

The main findings of the thesis are organized into 4 chapters. Each of these chapters has a 

brief introduction covering the background, challenges, and relevant literature on the topic 

addressed in the chapter. In each of these chapters, following the introduction, a brief 

discussion on the computational system and methodology employed is presented. 

Afterward, the results are presented and discussed in detail. Subsequently, each chapter is 

concluded with a summary of the key findings. Following the introduction, challenges and 

objectives presented in Chapter 1, Chapter 2 of this thesis discusses the methodology used 

for the current study. The specific topic addressed in the different chapters of the thesis and 

the broad outline of the contents of each of the chapters, along with key outcomes are 

presented in this section (cf Figure 1. 6).  

 

Chapter 3 focuses on the DFT functional benchmarking study. Using Ni as a model catalyst 

surface, studies based on CO2 and CO binding energies are performed to identify a 

functional that can be used for studying catalytic CO2 conversion reactions. The binding 

energies of CO2 and CO were calculated on the Ni surface using different DFT functionals 

and compared with experimental values from the literature to identify the functional that 
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accurately captures the metal adsorbate interactions correctly. Interestingly, the functional 

that predicted CO2 binding energy failed to predict CO binding energy and vice-versa. The 

sources of error in predicting CO2 binding energy by the DFT functionals are identified 

and studied by the density of states (DOS) analysis, activation barrier calculations, DFT 

simulated XPS results, and using an alternate reaction system. Finally, rPBE-vdW 

functional, with the inclusion of 28 kJ/mol for the calculation of gas-phase energy of CO2 

is suggested for studying CO2 conversion reactions. The generality of the proposed 

functional in predicting CO2 hydrogenation reaction on different hydrogenation metals 

such as Cu, Ru, Co and Pt are also tested and verified. 

 

Chapter 4 deals with the elucidation of the CO2 methanation reaction mechanism on Ni 

(111) and Ru (001) surfaces. A detailed reaction network of 46 elementary reactions 

involving multiple CO2, CO and C activation routes (including dissociation and 

hydrogenation), side reactions (H2O formation, Boudouard reaction) and desorption of 

products were considered for studying CO2 methanation reaction on Ni and Ru surfaces. 

Importantly, the DFT-calculated energies are fed to the MKM to calculate conversions and 

coverages under reaction conditions. Additionally, sensitivity and partial equilibrium 

analysis were performed to uncover the RDS and the reaction pathway. 

 

The reaction mechanism of DRM on Ni (111) and NiB surfaces are presented in Chapter 

5. DFT calculations (with an accurate and benchmarked functional choice), together with 

microkinetic modeling was employed to provide mechanistic insights into the DRM 

reaction network on Ni and boron promoted Ni catalysts. Notably, the coke formation 

problem on Ni is addressed by doping it with boron. A comprehensive reaction network of 

38 elementary reactions involving multiple CO2 dissociation routes, CH4 dissociation 

routes, side reactions (H2O formation, Boudouard reaction) and desorption of products 

were considered for DRM reaction. Boron doping alters the dominant reaction pathway to 

kinetically hinder carbon formation and favor carbon destruction. Hence, NiB is proposed 

to be a potential catalyst for the DRM reaction. 
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Chapter 6 deals with the computational investigations into single atom alloy’s (SAA) for 

DRM and CO2 methanation reactions. Based on the ability to break the C-O bond, 15 

SAA’s based on NiB was considered and a thorough computational screening was 

performed to identify the SAA’s that are thermodynamically stable under the reaction 

conditions. Mn SAA of NiB was identified as a potential catalyst for both CO2 methanation 

and DRM reactions based on its ability to activate CO2. Subsequently, both these reactions 

were simulated on Mn-NiB SAA alloy. 

 

Chapter 7 summarises the conclusions drawn from this thesis and perspectives on these. 

Additional supporting data pertaining to each chapter is listed as appendices to different 

chapters.  
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Chapter 2 Computational Methods 

 
First principle calculations were performed based on density functional 

theory. An overview of density functional theory formulations is presented in 

sections 1 and 2 of this chapter. The accuracy of density functional theory 

predictions depends on the selection of appropriate exchange-correlation 

functional. It is essential to understand the differences between various 

functionals in order to select an apt functional for studying a reaction on a 

metal surface. An overview of different functionals and the physics behind 

these functionals are presented in section 3 of this chapter. 

  



Computational Methods  Chapter 2 
 

24 
  

2.1 Molecular modeling 

 

Theoretical methods and computational techniques used to explain the behavior of 

molecules and molecular systems are termed as molecular modeling methods. Atomic and 

molecular level phenomena that are extremely challenging to be explored using 

experimental methods can be studied theoretically using molecular modeling. The two 

popular methods of modeling the molecules are force field method or molecular mechanics 

and electronic structure calculation or quantum method or ab initio method (cf Figure 2. 

1)113. If an individual atom is treated as the basic particle and the potential energy is 

calculated as a parametric function of the atomic coordinates, then the method is called 

force field method or molecular mechanics114. The dynamics of atoms in this method are 

modeled using Newton’s laws of motions. In the electronic structure calculation or ab initio 

method, the positively charged nuclei and the negatively charged electrons are the 

fundamental particles and the interaction between these charged particles give rise to the 

potential energy115. Since the mass of electrons is lower than the borderline mass for 

Newtonian mechanics, electrons cannot be treated classically and quantum mechanics is 

needed. Electronic structure or quantum calculations must be employed for 

simulating/modeling chemical reactions such as methanation or DRM on different catalyst 

surfaces at an atomic level. These calculations take into account the electronic structures 

and also probes and predict the bonding and changes in electronic structures116,117. 

 

In Quantum mechanics, the energy of a system is calculated by the Schrödinger equation, 

a second-order partial differential equation, which is a wave equation in terms of wave 

function Ѱ118,119. It can describe the spatial and temporal evolution of the wave function of 

a particle in each potential. The time-independent Schrödinger equation is given by  

Hψ = Eψ     (2.1) 

where H is the Hamiltonian operator, ψ is the wave function which is a function of spatial 

coordinates of each of the electrons and E the energy of the system 118 The wave function 

Y, determines everything that can be known about the particle. However, there are only a 

few simple cases (eg. Hydrogen atom, particle in a box) where the analytical solution of 

the Schrödinger equation is possible105. In real systems, multiple electrons interact with 
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many nuclei which makes the Schrödinger equation and its solution more complicated. 

Different methods are employed to find the solution of polyelectronic systems in electronic 

structure calculations. Two prominent approaches in these calculations are wave function 

approach and electron density approach.  

 

In the wave function approach, the wave function is evaluated which is a function of each 

of the spatial coordinates of all electrons (polyelectronic) in the system. According to the 

molecular orbital theory, these wavefunction (molecular orbitals) can be expressed as a 

linear combination of atomic orbitals (LCAO). The atomic orbitals can be expressed as 

basis functions (eg. Gaussian, polynomial, planewaves). The total wavefunction is then 

expressed as a Slater determinant, in order to satisfy the Pauli exclusion principle. In the 

wave function approach (eg. Hartree-Fock methods), the aim is to calculate the molecular 

orbitals (wavefunction). The first step is to decide the type and number of basis set. Once 

it is decided, the molecular orbitals are formed as LCAO and the overall wavefunction is 

expressed in a Slater determinant form. Variational principle (energy calculated from an 

approximate wavefunction will always be bigger than the actual energy of the system) is 

used to calculate the set of coefficients in LCAO that minimises the overall energy of the 

system (in an iterative fashion). The accuracy of these calculations can be improved by 

using more number of basis functions. However, these calculations are computationally 

very expensive. For instance, the wave function (for a time-independent system) is a 66-

dimensional function (3 spatial coordinates for 22 electrons) for a single CO2 molecule. As 

the number of electrons increases (eg. 64 Ni (28 electrons) atom slab), these calculations 

become extremely difficult. Another major problem with this approach is that the electron-

electron interactions are not accurately captured. Even though these interactions (electron-

electron) are taken into account, the electron correlation part of the energy is not accurately 

captured. This is because each electron experiences the effect of an average field of all 

other electrons and the electron motion is not correlated. There are several methods (known 

as Post Hartree-Fock methods or electron correlation methods) that can improve the 

electron correlation energy. One of the most promising approaches is the electron density-

based method in which the density of electrons determines the ground state properties of 

the system. This approach is called density functional theory (DFT) and is proposed by 
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Pierre Hohenberg and Walter Kohn in 1964. They proved that all the information of the 

system is contained in the electron density, and the total ground state energy of a many-

electron system is a function of the density. (Detailed description of DFT method is given 

in Section 2.2). 

 

 
Figure 2. 1 Schematic showing the different molecular modeling methods 
 

2.2 Density Functional Theory (DFT) 

 

It is possible to calculate the ground state density for a given potential through wave 

function. However, Kohn and Hohenberg showed that an inverse mapping is possible to 

obtain external potential from ground state density120,121. Based on this idea they proposed 

two fundamental theorems in DFT. The first theorem is proof for the existence of a relation 

between wave function and electron density of the system. It states that the ground-state 

energy from Schrödinger’s equation is a unique functional of the electron density105,120,121 . 

E = E[ρ(r)]     (2.2) 

where E is the ground state energy and ρ(r) is the electron density. However, the first 

theorem doesn’t state how the density is calculated. The second theorem shows that the 

density obeys the variational principle. It states that the electron density that minimizes the 

energy of the overall functional is the true electron density corresponding to the full 

solution of the Schrödinger equation 105,120,121. 

E[ρ(r)] > E[ρ$(r)]    (2.3) 

The energy functional can be represented as: 
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E[ρ(r)] = T[ρ(r)] +	E%&[ρ(r)] +	E&&[ρ(r)] +	E'(%[ρ(r)] +	E)*[ρ(r)]  (2.4) 

where E[ρ(r)] is the total energy of the system, T[ρ(r)] is the kinetic energy, Ene[ρ(r)] is the 

potential energy due to electron-nuclei interaction, Eee[ρ(r)] is the potential energy due to 

Coulomb interaction between electrons, Eion[ρ (r)] is the potential energy due to the 

Coulomb interaction between pair of nuclei and Exc[n(r)] is the exchange-correlation 

energy. The exchange-correlation energy includes a) effects of quantum mechanical 

exchange and correlation b) correction for classical self-interaction energy c) difference in 

kinetic energy between the non-interacting system and real system. 

 

To solve the equation, the electron density has to be varied (trial density) until energy 

obtained from the functional is minimized. However, the true form of the energy functional 

is not known because of the complex exchange-correlation energy functional term. Kohn 

Sham self-consistent field approach broke the problem of finding trial density and 

determining energy from trial densities. A novel technique is proposed by taking a fictitious 

system of non-interacting electrons where ground state density is the same density as a real 

system where electrons interact. This novel technique uses both the electron density and 

wave function approaches to calculate the total energy of the system. In Kohn Sham 

formulation, the energy is calculated using a series of one electron Kohn-sham equations: 

ε'∅'(r) = 	 7−
∇!

!
+ V,-(r): ∅'(r)    (2.5) 

where the first term on the right of equation (2.5), represents the kinetic energy of the 

electron, ∅'(r) are the KS single-particle orbitals, 	ε'  are the KS eigenvalues,  𝜌 is the 

electron density and V./ is defined as  

V,-(r) = 	V(r) + 𝑉0(𝑟) + V12(r)				  (2.6) 

𝑉0(𝑟) = 	 𝑒! ∫
345"6
|585"|

𝑑9𝑟:				            (2.7) 

𝑉;<(𝑟) = 	
=>#$
=3(5)

		     (2.8) 

where V(r) is the external potential of electron-nuclei interaction, VA(r) is the potential of 

electron-electron Coulomb interaction known as Hartree potential. V12(r) and E12(r) are 

the exchange-correlation potential and energy respectively. The solution of one electron 

Kohn-Sham equation (Eq. 2.5) is single electron wave functions. The algorithm for solving 

Kohn-Sham DFT formulation is shown in Figure 2. 2. The only unknown term in the 
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energy functional is the exchange-correlation energy part (Eq. 2.5 to 2.8). Therefore, to 

solve the Kohn- Sham equation, the exchange-correlation energy part should be specified 

accurately. The existence of exchange-correlation functional is guaranteed but 

unfortunately, its true form is not known 105.  

 

In this work, we are using the Kohn-Sham formulation of DFT. However, to use this theory 

the exchange-correlation functional should be properly defined. The following section 

describes various approaches to define it. 

 
Figure 2. 2 The algorithm for solving Kohn-Sham DFT formulation 

 

2.3 Exchange-Correlation functional 

 

The selection of apt functional, based on the system under consideration, is crucial in DFT 

calculations for minimizing the errors and computational cost in the calculation. The true 

mathematical form of the functional term is not known, and approximations are required. 

Many approximations are available for the exchange-correlation functional. Two 

Define initial trial electron density, ρ(r)

Solve Kohn-Sham equation (eq 2.5) to 
find single particle wave function, ∅i (r)

Calculate new electron density using
 ∅i(r) from previous step

Converged?
No

Yes

Compute total energy using 
converged electron density
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commonly employed approximations are local density approximation (LDA) and 

generalized gradient approximation (GGA). 

 

2.3.1 Local Density Approximation (LDA) 

 

LDA is associated with DFT calculations where the value of energy density at some 

position r, can be computed exclusively from the value of density at that position i.e. the 

‘local value of density’122. Most of the LDA functionals are derived from the considerations 

of the uniform electron gas. LDA implies that it is the uniform electron gas exchange and 

correlation functionals that are employed for molecular calculations. It can be extended to 

spin-polarized calculations also. The exchange-correlation functional with LDA can be 

expressed as: 

E)*[ρ(r)] = 	∫ ρ(r)ε)*[ρ(r)]dr    (2.9) 

where ε)*  is the energy density and ρ(r)  is the electron density. Eq. 2.9 shows the 

functional dependence of exchange-correlation functional on density expressed as an 

interaction between density and an energy density that is itself dependent on electron 

density. Energy density, ε)* is treated as a sum of individual exchange and correlation 

contribution. LDA might give poor results when the electron density is changing drastically 
123. In those cases, the gradient in density should also be taken into consideration. 

 

2.3.2 Generalized Gradient Approximation (GGA) 

 

LDA has serious limitations by considering the electron density to be spatially uniform 

whereas in an actual molecule, the electron density is not spatially uniform. LDA can be 

modified by making them dependent on the extent to which the density is locally changing 

i.e. the gradient of the density. GGA functionals thus depend on both density and the 

gradient of the density105. The general form of exchange-correlation functional with GGA 

can be expressed as: 

E)*[ρ(r)] = 	 ∫ ρ(r)ε)*[ρ(r)]F)(s)dr   (2.10) 

where Fx(s) is called enhancement factor and s is the reduced density gradient given as 

	|∇ρ(r)|/2kBρ(r) in which kF is the local Fermi wave vector. The enhancement factor 
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accounts for the deviation of LDA from GGA by considering the variation of density. There 

can be many types of GGA functionals based on the description of the enhancement factor. 

GGA functionals are widely employed for studying metal-gas interactions and hence these 

are extremely relevant for the current study. However, many GGA functionals are 

inadequate for the description of dispersion interactions (non-local electron-electron 

correlation). Hence many schemes are developed to incorporate van der Walls interaction 

and thereby improving the energies of dispersion bonded systems. 

It is important for the functional to capture the surface adsorbate interactions correctly.  

Therefore, a screening of different functional needs to be carried out to select the correct 

functional and it is important to understand the physics behind these functionals in this 

regard. PBE, PW91, rPBE, optPBE-vdW, rPBE-vdW, optB88-vdW, opt86b-vdW etc. are 

some of the commonly used GGA functionals for DFT based calculations 124–128. These 

functionals either have a different description of enhancement factor term or have different 

values for the parameters appearing in the enhancement factor term. For instance, the Fx(s) 

of PBE functional is defined as 

F)(s) = 	1 + κ- κ

1 + µ s^2
κ

     (2.11) 

where κ and µ are parameters 124. Becke 129 proposes the form given in eq. 2.11 so that it 

satisfies a number of criteria required for the functional. PBE and revPBE have same µ 

value (0.219) and differ only in the value of κ (κPBE = 0.804 and κrevPBE = 1.245 124). Another 

functional, optPBE, use the same form of enhancement factor but has κ and µ values of 

1.04804 and 0.175519 respectively 130.  

 

2.4 Simulation system 

 

Vienna ab-initio simulation package (VASP)120,121 developed at the Fakultät für Physik of 

the Universität Wien131,132 is used to perform the DFT calculations. The computational 

parameters are selected based on the system under study (Ni or Ru based system). Hence, 

all the computational and modeling details including calculation and unit cell parameters 

and convergence criteria employed are given in each chapter. The details of 

thermodynamic corrections (enthalpic and entropic) are also given in each chapter. 
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Chapter 3 Benchmarking popular density functional theory 

methods for predicting CO2 adsorption and reactivity on 

transition metal  

 
With Ni (110) as a model catalyst surface and CO2 as an adsorbate, a 

performance study of Density Functional Theory methods (functionals) is 

performed. CO being a possible intermediate in CO2 conversion reactions, 

binding energies of both, CO2 and CO, are calculated on the Ni surface and 

are compared with experimental data. OptPBE-vdW functional correctly 

predicts CO2 binding energy on Ni (-62 kJ/mol); whereas CO binding energy 

is correctly predicted by the rPBE-vdW functional (-138 kJ/mol). The 

difference in computed adsorption energies by different functionals is 

attributed to the calculation of gas-phase CO2. Three alternate reaction 

systems based on different number of C=O double bonds present in the gas 

phase molecule are considered to replace CO2. The error in computed 

adsorption energy is directly proportional to the number of C=O double bonds 

present in the gas phase molecule. Additionally, both functionals predict 

similar carbon-oxygen activation barrier (40 kJ/mol) and equivalent C1s 

shifts for probe species (-2.6 eV for CCH3 and +1.5 eV CO3-), with respect to 

adsorbed CO2. Thus, by including a correction factor of 28 kJ/mol for the 

computed CO2 gas-phase energy, we identified rPBE-vdW functional for 

investigating CO2 conversion reactions on different metals. 
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3.1 Introduction 

 

Computational techniques such as Density Functional Theory (DFT) are established 

research tools that can not only be used to interpret and explain experimental findings but 

also can act as a predictive tool to guide catalyst design and development 94–99. As 

mentioned in Chapter 1 and Chapter 2, one of the major challenges in DFT is that the exact 

form of exchange-correlation functional is not known 103,104. Many approximations are 

available for the exchange-correlation functional, among which a more widely accepted 

class of functionals for studying molecules interacting with metal surfaces is the 

Generalized Gradient Approximation (GGA) 105. PBE, PW91, rPBE, optPBE-vdW, rPBE-

vdW, optB88-vdW, opt86b-vdW are some of the frequently employed GGA functionals 

for DFT based calculations124,127,128,130,133. The accuracy of DFT predictions highly 

depends on the choice of approximated exchange-correlation functional. For example, 

functionals such as PBE and PW91 are known to overestimate adsorption energies of O, 

CO, and NO on transition metals 128. However, revPBE functional that has the same 

construction logic as that of PBE estimated the binding energies more accurately 128.  

 

3.1.1 Need for functional benchmarking  

 

As discussed before, an accurate exchange-correlation functional must be chosen for a DFT 

based catalyst design procedure. Different CO2 conversion reactions on solid catalysts 

studied using DFT are presented in the review article by Cheng et.al. 134. As per this 

extensive review, it is evident that more than 90% of the reviewed articles employ GGA 

based PBE and PW-91 functionals for studying CO2 conversion reactions. However, there 

are some inconsistencies in the calculated values using these functionals. For example, CO2 

binding energies on metal surfaces calculated by these functionals do not match with 

experimental values 106–111. The DFT calculated CO2 binding energies on Cu (111) using 

PW-91 functional are reported to be -7.68 kJ/mol 106 and -4.80 kJ/mol 107, whereas the 

experimental value is -20 kJ/mol 108. Also, the CO2 binding energy reported on Ni (110) 

surface using PBE functional is -40.32 kJ/mol 109 and -31.68 kJ/mol 110, compared to an 

experimental value of -57.6 kJ/mol 111. Besides this, for weakly bound systems (e.g. CO2 
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adsorption system) GGA functionals are inadequate for the description of dispersion 

interactions (non-local electron-electron correlation). Hence, several schemes are 

developed to incorporate van der Waals (vdW) interaction and thereby improving the 

energies of dispersion-bonded systems. The significance of vdW interactions in studying 

CO2 conversions is ignored in the majority of studies. For instance, CO2 adsorption on Cu 

(111) was studied by Fahdz et al. 108 using PBE functional and different vdW correlation 

functionals such as PBE-D2, vdW-DF, rev-vdW-DF2, and opt86b-vdW functionals. They 

found that the binding energy calculated using vdW correlation functionals predicted CO2 

binding energy in the range of -16 kJ/mol to -21 kJ/mol compared to an experimental value 

of -20 kJ/mol, whereas PBE functional underpredicted it (-2 kJ/mol). 

 

It is also important that the chosen functional should predict the interaction of all the 

reaction intermediates with the metal correctly. For instance, CO has been proposed to be 

a possible intermediate in most of the CO2 activation reactions 135–137. Investigating CO 

adsorption on transition metals using DFT is a challenge as many DFT functionals fail to 

account for the HOMO-LUMO gap correctly, resulting in the incorrect prediction of CO-

metal interactions present in the system 111,138,139. For example, the DFT calculated CO 

binding energies on Ni (111) using PBE and PW-91 functionals are reported to be -175 

kJ/mol and -177 kJ/mol 140 respectively, whereas the experimental value is -122 kJ/mol 141.  

In several CO2 conversion reactions, CO is converted to other intermediates such as C or 

COH or CHO. Therefore, incorrect representation of the CO-metal interaction would lead 

to errors in the prediction of CO activation energies to form other intermediates. 

 

The accuracy of energetics obtained from DFT is crucial. In the catalyst design model 

proposed by Rangarajan et al. 112106, a small deviation in binding energy (which is a 

descriptor) prediction was shown to affect the microkinetic model and hence the design 

procedure. It was shown that for the fitting of the model to experimental data, DFT 

predicted binding energies of different adsorbing species (including CO2) on Cu (111) had 

to be altered by more than 50 kJ/mol. Tameh et.al. 103 studied the kinetics of methanol 

synthesis on Cu surface employing different exchange-correlation functionals. The study 

revealed that the predicted kinetics depend strongly on the employed functional choice. 
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The methanol turnover frequencies were predicted about 30 times higher by PBE compared 

to RPA, unveiling the immense effect that functionals have on predicting the reaction 

kinetics. Hence, it is important to choose a functional that represents reaction energetics 

for CO2 conversion reactions correctly. 

 

Drawing conclusive inferences from the above-mentioned literature on CO2 conversion 

reactions are difficult because of the following limitations i) Despite the fact that functional 

selection is critical for the accuracy of DFT calculation, functionals are selected without 

much rationale. PBE and PW-91 functionals being the most extensively used functionals 

for studying CO2 conversion reactions, no proper benchmarking studies (for CO2 

conversion reactions) are reported to the best of our knowledge. ii)  The significance of 

vdW interactions in studying CO2 conversions is ignored in many studies 108. It is essential 

to include the contribution of vdW interactions in studying CO2 binding energies and 

activation. iii)  It is critical to choose a functional that predicts both, CO2 and CO 

interactions with the metal surface and describes the reaction energetics correctly since CO 

is an essential intermediate in CO2 conversion reaction.  

 

In this study, the performance of different exchange-correlation functionals in predicting 

CO and CO2 binding energies on Ni (110) surface is evaluated and compared with 

experimental data. From our calculations, we find that no single functional is able to 

accurately predict both CO2 and CO binding energies on the Ni (110) surface. We 

investigated the source of error in predicting CO2 binding energy. Further validation is then 

performed by computing the C-O activation barrier and XPS shifts (C 1s chemical shifts 

calculations). To uphold the findings, CO2 binding energies are calculated for other 

hydrogenation catalysts such as Cu, Ru, Co, and Pt. Finally, we propose a functional that 

should be employed to study CO2 conversion reaction pathways. 

 

In section 3.2, computational methods and the simulation system are discussed. The 

benchmarking study is presented in section 3.3 for which Ni is used as a model catalyst, 

owing to its low cost and relatively good selectivity towards methane (one of the CO2 

hydrogenation products). Ni (110) facet is selected for the study, as experimental binding 
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energies of CO and CO2 are available for this surface. The key findings from this study are 

summarized in section 3.4. 

 

3.2. Computational methods and simulation system 

 

First-principles calculations are performed based on periodic boundary conditions and 

plane-wave pseudopotential implementation of DFT. Vienna ab-initio simulation package 

(VASP) 120,121 developed at the Fakultät für Physik of the Universität Wien 131,132 is used 

to determine the electronic ground state, transition state, and the core level binding energy 

shifts. Projector augmented wave (PAW) 142 method is used to describe the interaction 

between valence electrons and ions with a plane wave cut-off energy of 450eV. A high 

level of accuracy is ensured by employing energy convergence criteria of 10-6 eV per unit 

cell and a maximum force tolerance of 0.05 eV/Å. We used a k-points sampling of 3x3x1 

with Monkhorst-pack scheme for integration over the Brillouin zone in reciprocal space 

and spin polarization is turned on for all simulations. The simulation system consists of 

six-layer Ni (110) slab with the top two layers allowed to be fully relaxed while four bottom 

layers are kept fixed at an optimized bulk lattice constant. A vacuum space of 12 Ǻ is added 

above the top layer to avoid interaction with the adjacent unit cell in the z-direction. The 

number of slab layers and the density of k point grids are chosen to ensure the adsorption 

energies are well converged with respect to the computational setup discussed here (see 

appendix to chapter 3). The reported desorption energies (both CO2 and CO) include 

thermodynamics corrections, zero-point energy (ZPE) and enthalpy corrections for gas-

phase molecules, which were obtained from thermodynamic tables ZPE and enthalpic 

corrections calculated using different functionals are given in the appendix to chapter 3. 

For the adsorbed system, these are calculated by employing statistical thermodynamics 

using vibrational partition function 143. For the model reaction (Eq. 3.2)  

M+ CO!	(C) 	→ CO!/M  (3.2) 

adsorption energy, Eads, is calculated as follows: 

EDEF =	E2G!/I − (EI +	E2G!	(C))  (3.3) 

In this work, we have employed PBE, rPBE, PW91, vdW-DF2, opt86b-vdW, PBE D2, 

rPBE-vdW and optPBE-vdW functionals. These functionals either have a different 
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description of enhancement factor term or have different values for the parameters 

appearing in the enhancement factor term. For instance, Fx(s) of PBE and revPBE 

functionals has the same mathematical form and is defined as 

F)(s) = 	1 + κ- κ

1 + µ s^2
κ

  (3.4) 

where κ and µ are parameters. PBE and revPBE have same µ value (0.219) and differ only 

in the value of κ (κPBE = 0.804 and κrevPBE = 1.245 124). Another functional, optPBE, use 

the same form of enhancement factor but has κ and µ values of 1.04804 and 0.175519 

respectively 130.  

 

The electronic interaction between Ni and CO2 is analyzed by the Density of states (DOS) 

projected on the d-band for surface Ni site that coordinates with the adsorbed CO2 

molecule. The DOS calculations are performed via the two-step procedure implemented in 

VASP: the first step is a self-consistent calculation to generate the charge density, and the 

second step is the non-self-consistent calculation using the pre-calculated charge density 

from the first step. The observed DOS data is then analyzed and visualized by the software 

p4vasp. Projected DOS analysis is widely used in the literature to compare the activities of 

different sites on the metal surface 102, 144. This is based on the band model proposed by 

Hammer and Nørskov 97,145. According to this model, the adsorption is stronger if the d-

band center (εE) is closer to the Fermi level. In order to compare the performance of DFT 

functionals in predicting the metal adsorbate interactions, we plot the DOS projected on 

the d-band for surface metal atom against the energy relative to the Fermi level. 

 

The transition state for CO2 dissociation to CO and O is calculated using the Nudged Elastic 

Band (NEB) method. In this method, a minimum energy path is defined between known 

reactant (initial state) and product (final state) 146. Twelve intermediate images are 

generated using linear interpolation. The transition state is confirmed by a vibration 

frequency analysis where only one negative frequency confirming the transition state is 

observed, corresponding to carbon-oxygen bond breaking.   

 

To further investigate the metal-adsorbate, DFT simulated XPS study is carried out to 

calculate the C 1s and O 1s core-level binding energies for adsorbed CO2 and different 
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intermediates on Ni(110) surface using the final state approximation 147,148. Since only the 

XPS core-level binding energy shift could be captured accurately by DFT simulation 147, 

the XPS C 1s and O 1s chemical shifts of probe molecules, relative to the C 1s and O 1s 

binding energy of the adsorbed CO2 on Ni (110) surface for different structures are 

calculated, reported and compared with experimental values by Roiaz et. al. 111. 

 

3.3 Results and Discussions 

 

Benchmarking the DFT functionals using binding energy as a parameter is a common 

practice in the literature. For example, Wellendorff et al. 140 benchmarked six DFT 

functionals for predicting the adsorption energies over ten different metal surfaces by 

considering 39 adsorption reactions. The capability of individual functionals has also been 

studied using binding energy as a descriptor. Hammer et al. 128 studied the performance of 

revPBE functional by calculating chemisorption energies of O, CO, and NO on Ni, Rh, and 

Pd surfaces. Hence, in this work, the binding energy of adsorbate on the metal surface is 

selected as an initial parameter for benchmarking the functionals. To find the correct 

functional, binding energies of CO2 and CO on Ni surface are calculated using different 

GGA and vdW correlation functionals and are compared with experimental values from 

the literature. In the current work, we have employed PBE, rPBE, PW91, vdW-DF2, 

opt86b-vdW, PBE D2, rPBE-vdW and optPBE-vdW functionals that are widely accepted 

for studying molecules interacting with solid catalyst surface 124,125,127,128,130.  

 

3.3.1 Adsorption of CO2 and CO on Ni (110)  

 

As mentioned in the previous section, we have selected (110) facet of Ni, since 

experimental CO2 and CO binding energies on Ni (110) surface are available in the 

literature. Ding et al. 111 performed Temperature-programmed desorption (TPD) analysis 

in the UHV chamber to obtain CO2 binding energy on Ni (110). Two distinct peaks were 

obtained in the TPD spectra at 100K and 220K. The low-temperature peak corresponded 

to physisorbed CO2 and the high-temperature peak corresponded to chemisorbed CO2. For 

lower exposures (<0.3L), the desorption energies (note that for non-dissociative 
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chemisorption the desorption barrier and desorption energy are comparable 149,150) were 

57.6 ±  10 kJ/mol and 25 ±  5 kJ/mol for the chemisorbed and physisorbed species, 

respectively. The CO2 chemisorption geometry was also identified using low-temperature 

scanning tunneling microscopy combined with DFT calculations 151. CO binding energy 

on Ni (110) was reported by Madden et al. 152. They performed Low-energy electron 

diffraction (LEED) to determine the surface structure of CO adsorbed on Ni (110). The 

isosteric heat of adsorption, calculated from Clausius-Clapeyron plots for the LEED 

structure, at low coverages (less than 0.7 monolayer) was reported to be 125 kJ/mol. 

 

In this study, all possible orientations of CO2 and CO on Ni (110) are considered and 

binding energies are calculated using different GGA and vdW correlation functionals (see 

appendix to chapter 3). The most stable adsorption configuration remained the same 

irrespective of the type of functional used. These configurations are also in excellent 

agreement with the experimentally observed geometries for CO2 and CO, reported by  Ding 

et al. 111 and Madden et al. 152, respectively, on Ni (110) surface. The most stable CO2 and 

CO adsorption configurations along with binding energies calculated using different 

functionals are presented in Table 3. 1. The bond length and bond angle of CO2 and CO 

calculated using different functionals are given in the appendix to chapter 3. 
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Table 3. 1 Most stable adsorption configurations and calculated adsorption energies 

(kJ/mol) of CO2 (chemisorbed and physisorbed) and CO on Ni (110) using different 

functionals. Blue balls represent Ni atoms, red balls represent oxygen atoms and grey balls 

represent carbon atoms. 

Functional Chemisorbed 

CO2 

 

 

 

 

 

Physisorbed 

CO2 
 

 

 

Chemisorbed 

CO 

PBE -41 -6 -179 

rPBE -5 -1 -151 

PW91 -45 -8 -183 

vdW-DF2 -22 -18 -144 

opt86b-vdW -88 -30 -198 

PBE D2 -81 -28 -201 

rPBE-vdW -29 -20 -137 

optPBE-vdW -62 -26 -175 

Experiment111 -57 -25 -125 

 

CO2 prefers the hollow up site binding with three Ni atoms present in the top layer forming 

two Ni-O bonds and one Ni-C bond. The two C-O bonds are elongated compared to gas-

phase CO2 (1.279 Å, 1.278 Å vs 1.163 Å) suggesting chemisorption. CO2 is found to be 

bonded to the metal surface with a “V” shaped bent geometry (O-C-O bond angle of 

126.704o) altering its linear structure. From Table 3. 1, it can be seen that the CO2 binding 

energy changed significantly (-5 kJ/mol to -89 kJ/mol) with a change in functional and it is 

correctly predicted only by optPBE-vdW functional (-62 kJ/mol vs experimental value -57 

kJ/mol). GGA functionals such as PBE and PW91 slightly underpredicted (-41 kJ/mol and 

-45 kJ/mol respectively) it. These values are in excellent agreement with previously 
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reported CO2 binding energies on Ni (110) surface using PBE (-40 kJ/mol 109) and PW-91 

(-45 kJ/mol 153) functionals. rPBE functional performed the worst in predicting CO2 binding 

energies (-5 kJ/mol) whereas opt86b-vdW and PBE-D2 functionals overpredicted it (-88 

kJ/mol and -81 kJ/mol) and vdW-DF2 and rPBE-vdW (-22 kJ/mol and -29 kJ/mol 

respectively) functionals under predicted it. 

 

The physisorbed configuration of CO2 on Ni (110) is determined in a systematic manner by 

placing CO2 at variable heights above different possible adsorption sites present on the Ni 

(110) surface. Physisorption configuration is identified to be the one in which CO2 is closest 

to the surface, with bond lengths same as that in the gas phase CO2. In the case of CO2 

physisorption, CO2 retained its linear geometry (C-O bond length 1.163 Å and O-C-O bond 

angle 180o), implying that CO2 is weakly bound to the surface through van der Waals forces. 

Hence, van der Waals correction terms are essential in the exchange-correlation functional. 

From Table 3. 1 we can infer that the functionals opt86b-vdW, PBE D2, rPBE-vdW, and 

optPBE-vdW that consider the van der Waals correction are correctly predicting CO2 

physisorption binding energy. Thus, optPBE-vdW functional is the only functional that 

predicted both physisorption and chemisorption binding energies of CO2 on Ni (110) 

correctly. However, for employing optPBE-vdW functional for studying the entire reaction 

pathway of CO2 conversion reactions, it must predict CO interaction with metal correctly 

too. 

 

For CO adsorption on Ni (110), it is found that CO prefers to adsorb vertically, with the 

carbon atom binding to the surface Ni on all sites. The most stable adsorption configuration 

is the one in which CO sits vertically in the bridge site between two-nickel atoms. 

Compared to CO2, CO adsorption is stronger on the Ni surface because CO binds primarily 

through the C atom, whereas CO2 has both, carbon and oxygen metal interactions. The 

carbon atom in CO is sp hybridized and the electron density on carbon is high due to the 

back donation of electrons from oxygen to the carbon atom. The carbon atom in CO2 is sp2 

hybridized and is relatively electron deficient compared to that in CO.  

 



Functional Benchmarking   Chapter 4 

41 
  

It can be seen from Table 3. 1 that the functional that predicts CO2 adsorption on Ni (110) 

correctly (optPBE-vdW functional) overpredicts CO adsorption by 50 kJ/mol (computed 

value is -175 kJ/mol vs experimental value of -125 kJ/mol). All the GGA and vdW 

correlation functionals over predicted CO binding energy on Ni (110). Previous studies 

have shown that CO binding energies on metals such as Pt, Pd, Rh, Ir, Cu, Ru, and Co are 

also overpredicted by GGA functionals such as PBE, PW-91, RPBE 154140,155. GGA 

functionals are known to overpredict CO interactions with metal due to the smaller HOMO-

LUMO gap. To understand this, the bonding of CO on Co (0001) was studied by 

Gunasooriya et al. using Natural Bond Orbitals (NBO) theory 156. This study showed that 

rPBE-vdW functional predicted the interaction of CO with metal surface correctly. Thus, 

rPBE-vdW functional is widely accepted for studying CO interactions with metals 147,156,157. 

In our study too, rPBE-vdW functional is the closest (computed value is ~ -137 kJ/mol vs 

experimental value of -125 kJ/mol) in predicting CO binding energy on Ni (110) surface.  

 

From the above discussion, it is concluded that no single choice of DFT functional could 

predict both CO and CO2 adsorption on Ni (110) correctly. Since rPBE-vdW functional is 

an established functional for studying CO adsorption, we evaluated possible reasons behind 

the difference in the CO2 binding energy calculation by rPBE-vdW and optPBE-vdW. 

 

3.3.2 Reasons for the difference in CO2 binding energy prediction by rPBE-vdW and 

optPBE-vdW  

 

rPBE-vdW underpredicts the CO2 chemisorption binding energy by 33 kJ/mol (compared 

to optPBE-vdW), whereas it correctly predicts CO2 physisorption energy and CO 

adsorption energy. Hence, we investigate the reason behind rPBE-vdW’s inability to predict 

CO2 chemisorption energy. For binding energy calculations, the error in calculating the 

energy of the slab 130 (appearing on reactant and product side) cancels out. Thus, the error 

in predicting chemisorption energy of CO2 on Ni (110) by rPBE-vdW functional could be 

either due to the error in predicting the Ni-CO2 interaction or due to the error in the gas 

phase description of CO2. 
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3.3.2.1 Ni-CO2 interaction  

 

 
Figure 3. 1 The density of states (DOS) projected on d-band for surface Ni site that 

coordinates with chemisorbed CO2 molecule using rPBE-vdW and optPBE-vdW 

functionals. The d-band center(εE) values (eV) relative to the Fermi level (EB) are also 

shown for the two functionals. The formula to calculate εE  is also shown. Blue balls 

represent Ni atoms, red balls represent oxygen atoms, grey balls represent carbon atoms 

and yellow ball represent projected Ni site. 

 
As discussed in the previous section (cf Table 3. 1), CO2 adsorbs on Ni (110) surface 

forming two Ni-O bonds and one Ni-C bond. The projected DOS analysis is employed to 

study the interaction between Ni and CO2 since these calculations involve only adsorbed 

CO2. We plotted DOS projected on d-band for the surface Ni site (that coordinates with the 

chemisorbed CO2 molecule) against the energy relative to the Fermi level. The d-band 

center values, which reflect the affinity of the chemisorbed CO2 on the Ni surface 97,145, are 

also calculated. Since optPBE-vdW functional correctly predicted CO2 binding energy 

(both chemisorption and physisorption), we compare the projected DOS plots computed 

with rPBE-vdW and optPBE-vdW functionals. Plots of projected DOS for Ni that 
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coordinates with CO2 vs energy relative to Fermi level for structures optimized by optPBE-

vdW and rPBE-vdW functionals are shown in Figure 3. 1. The calculated d-band centre for 

the Ni atom is also shown in the figure.  

 

From Figure 3. 1, it can be seen that the projected DOS using optPBE-vdW and rPBE-vdW 

functionals are similar. The corresponding d-band center values are -1.71 eV and -1.73 eV 

for optPBE-vdW and rPBE-vdW functionals, respectively. The position of the d-band 

center gives a measure of how strongly the adsorbate binds to the surface 100,102. However, 

we found that the d-band centers calculated using the two functionals are similar. Hence, 

we believe that both functionals capture the metal-CO2 interaction similarly.  

 

3.3.2.2 Gas-phase CO2  

 

Since optPBE-vdW and rPBE-vdW functionals predict the Ni-CO2 interaction (based on 

DOS analysis) similarly, we investigate how these functionals describe the gas phase CO2 

molecule. Christensen 158 explored several CO2 reduction reactions in the gas phase and 

calculated reaction energies using different DFT functionals. The reaction energies are 

found to be highly dependent on the functional choice suggesting that carbon-oxygen 

double bonds present in the reaction affect the performance of the functional. The inability 

of certain functionals to accurately describe double and triple bonds present in gas-phase 

molecules in the system is also reported by Wellendorff et al. 140. DFT studies performed 

on gas-phase reactions that have double or triple bonded species (such as NO, O2, and N2) 

have shown errors in calculated reaction enthalpies. This is tackled by employing an 

alternate binding energy calculation method to avoid the calculation of double or triple 

bonded species by DFT (H2O replaced J
!
	O2, NH3, and H2O replaced NO and 2NH3 is used 

in place of N2) and consequently the reaction enthalpies improved 140. 

 

A similar approach is used in this study to analyze the performance of optPBE-vdW and 

rPBE-vdW functionals in describing the gas phase CO2 molecule. In this approach, the net 

reaction is split into two reactions (cf Figure 3. 2). The first reaction (R1) is a gas-phase 

reaction and the reaction enthalpy is obtained from thermodynamic tables. The second 
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reaction (R2) does not involve a gas phase CO2 molecule and the reaction enthalpy is 

calculated using both optPBE-vdW and rPBE-vdW functionals. The net CO2 binding 

energy is calculated as the difference in the enthalpies of R1 and R2. In this work, three 

alternate reaction systems are used to replace the calculation of gas-phase CO2 using DFT, 

as shown in Figure 3. 2. In all three reaction systems, the first reaction involves the 

formation of gas-phase CO2 and the second reaction involves the formation of adsorbed 

CO2, from an alternate C1 moiety.  

 

 

Figure 3. 2 Alternate CO2 binding energy calculation schemes based on methane (system 

1), methanol (system 2) and formic acid (system 3) 

 
The three alternate reaction systems considered here are based on methane, methanol and 

formic acid (named as system 1, system 2 and system 3, respectively) for which DFT is 

used to calculate the gas-phase energy of a CH4, CH3OH, and HCOOH in lieu of CO2. Note 

that carbon-oxygen double bonds are absent in systems 1 and 2, while a single carbon-

oxygen single bond exists for system 2. The third system based on formic acid has one 

carbon-oxygen double bond. These three systems are considered to explore the influence 

of carbon-oxygen bonds (single or double bond present in the system) in the gas phase on 

the performance of optPBE-vdW and rPBE-vdW functionals.  
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Table 3. 2 summarises the difference between binding energies calculated using optPBE-

vdW and rPBE-vdW functionals for all three alternate reaction systems. For methane and 

methanol-based systems (systems 1 and 2), the difference between the energies calculated 

by both functionals is only 6-7 kJ/mol. However, for the formic acid system (system 3), the 

difference between energies calculated by the two functionals is 18 kJ/mol, which is almost 

half the difference when gas-phase CO2 was directly employed in the DFT calculation 

(Table 3. 1). This clearly suggests that the difference lies in the description of double bonds 

of the gas-phase CO2 molecule. From Table 3. 2 it can be seen that the error in the prediction 

increases proportionally with the number of C=O bonds present in the gas phase molecule. 

Hence, it can be said that the difference in binding energy prediction is due to the incorrect 

treatment of double bonds in gas-phase CO2 by rPBE-vdW functional.  

 

Table 3. 2 The difference in binding energies calculated using optPBE-vdW and rPBE-

vdW for the alternate reaction system shown in Figure 3.2 

System 

number 

Species No. of C=O 

bonds 

BEoptPBE-vdW - BErPBE-vdW 

(kJ.mol-1) 

1 CH4 0 -6 

2 CH3OH 0 -7 

3 HCOOH 1 -18 

- CO2 2 -33 

 

To further understand the contrasting behavior of both the functionals in treating gas-phase 

CO2, we calculated the vibrational frequencies of gas-phase CO2 (employing optPBE-vdW 

and rPBE-vdW functionals) and compared with corresponding experimental values (Table 

3. 3). CO2, being a linear triatomic molecule, has four normal vibrational modes. Since two 

modes are degenerate 159 it has only three fundamental vibration frequencies corresponding 

to asymmetric stretching (f1), symmetric stretching (f2) and degenerate bending (f3) 

vibrations. optPBE-vdW functional predicted both asymmetric stretching (2347 cm-1 vs 

experimental value 2349 cm-1) and symmetric stretching (1311 cm-1 vs experimental value 
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1333 cm-1) accurately compared to rPBE-vdW functional (f1 = 2319 cm-1 and f2 = 1298 

cm-1). This highlights the difference between optPBE-vdW and rPBE-vdW functionals in 

treating gas-phase CO2.  

 

Table 3. 3 Comparison of CO2 vibrational frequencies between calculated and 

experimental values 

Functional Frequency (cm-1) 

f1 f2 f3 

optPBE-vdW 2347 1311 624 

rPBE-vdW 2319 1298 623 

Experiment 160 2349 1333 667 

 

In the case of physisorption, as explained earlier, there is only weak physical interaction 

between the adsorbed CO2 and the surface; whereas in chemisorption, the double bonds in 

CO2 are weakened due to the relatively stronger interaction with the metal. Notably, in CO2 

physisorption, the gas phase CO2 and the adsorbed CO2 have the same geometrical and 

electronic structure. Hence, the difference in the description of double bonds of gas-phase 

CO2 cancels out. This explains why the physisorption energy is predicted similarly by both 

optPBE-vdW and rPBE-vdW functionals (the difference the energies by these functionals 

is only 5 kJ/mol).  

 

3.3.3 Evaluating the difference in activation barrier and DFT-XPS calculations  

 

To confirm that both these functionals predict the CO2 interaction with the metal similarly, 

the CO2 activation barrier and XPS shifts are calculated using DFT. These calculations start 

with the chemisorbed CO2 configuration and hence gas-phase CO2 is not present. 

 



Functional Benchmarking   Chapter 4 

47 
  

3.3.3.1 First activation energy of CO2  

The transition state and activation barrier are calculated using the NEB method employing 

optPBE-vdW and rPBE-vdW functionals. Initial and final states of CO2 activation, along 

with the transition states, are shown in Figure 3. 3. 

 
 

 

 

 

 

 

Figure 3. 3 Structure of the initial state (IS), final state (FS), and transition state (TS) for 

CO2 activation on Ni (110). The activation barrier calculated by optPBE-vdW and rPBE-

vdW functionals is also stated in the figure. Colour code for the atoms is the same as in 

Figure 3.1 

 
In the transition state (TS), the carbon atom and one of the oxygen atoms of CO2 are bound 

to the surface Ni atoms and the other oxygen atom is not bonded to Ni. The optimized 

structure of the TS remained the same irrespective of the functional choice. One of the 

carbon-oxygen bonds in CO2 elongates (1.278 Å in IS vs 1.723 Å in TS) and breaks to form 

CO and O in the FS, while the other carbon-oxygen bond shortens (1.279 Å in IS vs 1.203 

Å in TS). The energy barrier for CO2 activation is found to be 42.21 kJ/mol and 39.22 

kJ/mol for optPBE-vdW and rPBE-vdW functionals, respectively. The small difference of 

~3 kJ/mol between optPBE-vdW and rPBE-vdW in calculating the CO2 activation barrier 

further strengthens our claim in the previous section that the difference lies in the 

description of gas-phase CO2.  

 

3.3.3.2 DFT simulated XPS shift  

 

The C1s and O1s chemical shifts are calculated using DFT simulated XPS, employing 

optPBE-vdW and rPBE-vdW functionals. We used ethylidyne (CCH3) and carbonate (CO3-

IS TS FS 

EoptPBE-vdW = 42.24 kJ/mol 
ErPBE-vdW = 39.22 kJ/mol 
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) adsorbed on Ni (110) as two distinct probe structures since they both are identified as 

stable surface species during the hydrogenation of CO2 on Ni(110) by the combination of 

infrared-visible sum frequency generation (IR−vis SFG) vibrational spectroscopy and near-

ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) techniques in the study of 

Roiaz et al. 161. We compared the C1s and O1s chemical shifts for ethylidyne (CCH3) and 

carbonate (CO3-) adsorbed on Ni (110) with the corresponding values of chemisorbed CO2. 

Adsorbed CCH3 is a stable intermediate that does not have C=O bond and adsorbed 

CO3- has carbon-oxygen bonds present. The XPS peaks at 286.6 eV, 283.9 eV, and 288.3 

eV correspond to experimental C 1s core level binding energies of chemisorbed CO2, CCH3, 

and CO3- on Ni (110), respectively and are taken from the literature 161. As mentioned in 

section 3.2, for XPS simulation we calculated chemical shifts rather than calculating 

absolute core binding energies. If the interaction between chemisorbed CO2 and Ni (110) 

surface is described similarly by both optPBE-vdW and rPBE-vdW functionals then the 

computed XPS C 1s and O 1s chemical shift of adsorbed CCH3 and CO3 referenced to 

chemisorbed CO2 are expected to be similar. DFT calculated core-level shifts are also 

compared with experimental reference values reported by Roiaz et al. 161.  The optimized 

structures and core-level shifts calculated between adsorbed CO2 and probe species are 

listed in Table 3. 4.  
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Table 3. 4 XPS C1s and O1s chemical shifts relative to C1s and O1s binding energy[a] of 

chemisorbed CO2 on Ni (110) surface. White balls represent Hydrogen atoms and colour 

codes for all other atoms are the same as in Table 3.1 

Functional Adsorbed CCH3 

 

 

 

Adsorbed CO3 

C1s C1s O1s 

optPBE-vdW -2.55 +1.46 +0.19 

rPBE-vdW -2.61 +1.47 +0.14 

Experiment -2.70 +1.70 - 

[a] All values in eV 

 

The experimental C 1s chemical shifts relative to the C 1s core level binding energy of 

chemisorbed CO2 for adsorbed CCH3 and adsorbed CO3- are -2.7 eV and +1.7 eV, 

respectively. optPBE-vdW functional predicted C 1s chemical shift values of -2.55 eV and 

+1.46 eV referenced to chemisorbed CO2 for adsorbed CCH3 and CO3-, respectively, and 

is in excellent agreement with the experimental observation. As expected, C 1s chemical 

shifts values referenced to chemisorbed CO2 predicted for CCH3 and CO3- by rPBE-vdW 

functional are -2.61 eV and +1.47 eV, respectively which are very close to the prediction 

by optPBE-vdW functional, Even the O 1s chemical shift for CO3-, for which experimental 

data is not available, is also predicted similarly by both the functionals. Thus, from the XPS 

study, we can comprehend that both optPBE-vdW and rPBE-vdW functionals predicted the 

shifts without much difference and are comparable with experimental shifts.  

 

Both optPBE-vdW and rPBE-vdW functionals come under the same class of PBE 

functionals, i.e., both these functionals use the same form of enhancement factor (F)). The 

contrasting performance of optPBE-vdW and rPBE-vdW functionals are due to the 

differences in the parameter, κ, appearing in the description of exchange energy density. 
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As mentioned in Chapter 2, the variation of F)  and hence the difference between the 

functionals is more apparent at higher values of RDG. In the CO2 gas-phase molecule, due 

to the relative diffuse region of higher electron density, the density gradient is large and 

hence the difference between the functionals becomes more evident. 

 

As mentioned earlier, the functional dependence of double bonds present in CO2 is studied 

by Christensen et al.158, for gas-phase reduction reactions and is in good agreement with 

our findings. Since the difference lies only in the gas phase description of CO2, we suggest 

incorporating a correction of 28 kJ/mol  158 for CO2 gas-phase calculations using rPBE-

vdW functional. Consequently, CO2 chemisorption binding energy calculated by rPBE-

vdW improved and matched with experimental results (computed value with correction is 

~ -57.4 kJ/mol vs experimental value of -57.6 kJ/mol). Thus, rPBE-vdW functional with a 

correction of 28 kJ/mol for CO2 gas-phase energy (which now predicts CO2 binding energy, 

CO2 activation energy, and CO binding energy accurately) can be used to predict CO2 

hydrogenation reaction pathways on Ni. The generality of the proposed functional in 

predicting CO2 hydrogenation reaction on different metals is tested in the following section.  

 

3.3.4 CO2 adsorption on different transition metals 

 

Since the source of error lies in predicting the energy of gas-phase CO2 and not in the metal-

adsorbate interaction, the difference between the binding energies of CO2 calculated using 

optPBE-vdW and rPBE-vdW should not change (and should be equal to the difference on 

Ni (110)) on different metals surfaces. To establish this, CO2 binding energies on different 

hydrogenation metals surfaces are calculated using both the functionals and are presented 

in Table 3. 5. We have considered Cu (111), Cu (100), Ru (111), Co (111), and Pt (111) 

surfaces that are known to be employed for studying CO2 hydrogenation reactions 162,163. 

All the stable CO2 adsorption configurations are given in the appendix to chapter 3. The 

difference between binding energies calculated by optPBE-vdW and rPBE-vdW 

functionals lies in the range of 28 - 33 kJ/mol (except for Cu), which is consistent with the 

corresponding difference on Ni (110) surface. In the case of Cu, there is only weak physical 

interaction between the adsorbed CO2 and the surface, which is similar to CO2 
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physisorption on Ni. Hence, the difference in the description of double bonds of gas-phase 

CO2 cancels out and binding energy is predicted similarly by both optPBE-vdW and rPBE-

vdW functionals (similar to Ni (110) physisorption). Thus, the proposed correction factor 

for gas-phase CO2 is applicable to other metals while calculating binding energy by 

employing the rPBE-vdW functional. 

 

Table 3. 5 Binding energies (kJ/mol) calculated using optPBE-vdW and rPBE-vdW for 

different CO2 hydrogenation transition metals 

 

Functional Cu Ru Co Pt 

111 100 111 111 111 

experiment -20 164 -25 165 - - - 

optPBE-vdW -22 -23 -150 -104 9 

rPBE-vdW -21 -20 -117 -73 37 

|optPBE-vdW – rPBE-vdW| 1 3 33 31 28 

 

 

3.4 Summary and Conclusions 

 

In summary, benchmarking of DFT functionals is performed on Ni (110) as a model catalyst 

surface. Binding energies of CO2 and CO (being an essential intermediate in CO2 

conversion reactions) on the Ni surface are calculated using different DFT functionals and 

are compared with experimental binding energies from the literature. We found that none 

of the DFT functionals could predict both CO2 and CO binding energies the Ni surface 

correctly. CO2 binding energy on Ni surface is correctly predicted by optPBE-vdW 

functional (~ -62 kJ/mol). rPBE-vdW functional underpredicted CO2 binding energy by 33 

kJ/mol while it correctly predicted CO binding energy on Ni (~ -138 kJ/mol). The DOS 

analysis showed that the Ni-CO2 interaction is captured similarly by both the functionals. 

We used three alternate reaction systems based on methane (no carbon-oxygen bond), 
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methanol (no carbon-oxygen double bond) and formic acid (one carbon-oxygen double 

bond) in the place of gas-phase CO2 (two carbon-oxygen double bonds) to reveal that the 

error in the prediction increased proportionally with the number of C=O bonds present in 

the gas phase molecule. Hence the error in prediction of CO2 binding energy by rPBE-vdW 

functional is due to the treatment of carbon-oxygen double bonds in gas phase CO2. This is 

further confirmed by calculating the CO2 activation barrier and XPS shifts, as these 

calculations involve chemisorbed CO2 as the reference state. The C ═ O activation barrier 

(~40 kJ/mol) and C 1s chemical shifts for probe species (~ -2.6 eV for CCH3 and ~ +1.5 

eV CO3-) with respect to the adsorbed CO2 are predicted similarly by both the functionals. 

Finally, we propose that rPBE-vdW functional with a correction of 28 kJ/mol for gas-phase 

CO2 should be employed to study CO2 conversion reaction pathways. This study and the 

proposed correction factor is applicable to other metals since the source of error lies in 

predicting the energy of gas-phase CO2 and not in the metal-adsorbate interaction. 
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Chapter 4 Investigating CO2 methanation on Ni and Ru: 

DFT assisted microkinetic analysis  

 
In this work, the aim is to resolve the uncertainty in CO2 methanation reaction 

mechanisms on both Ni and Ru surfaces. The most debated step is the 

activation routes of CO2 and CO and whether the reaction proceeds 

with/without forming CO* intermediate. A comprehensive reaction network 

of 46 elementary on Ni (111) and Ru (001) surfaces are considered and a 

benchmarked functional is employed in the study. The DFT-calculated 

energies are fed to the microkinetic model to perform a reaction mechanism 

analysis over both catalyst surfaces separately at 550 K and 10 atm pressure. 

The DFT calculations predicted that the CO2 direct dissociation to form CO* 

and O* is kinetically and thermodynamically favorable on both Ni and Ru 

surfaces. However, CO* activation (hydrogenation via HCO*) has the highest 

activation barrier on both the surfaces. Interestingly, both CO2 and CO 

activation barriers are slightly lower on Ru compared to Ni. In contrast, CH* 

sequential hydrogenation barriers are higher on Ru compared to Ni. The 

MKM predicted that the direct dissociation of CO2* to CO* is favored on both 

Ni (111) and Ru (001) and methane is formed via CO* hydrogenation. 

However, the CO* hydrogenation routes are different on the two surfaces. On 

Ru (001), CO* undergoes hydrogenation to form COH* that further 

dissociates to C*, whereas on Ni (111), CHO* is formed that gives CH* upon 

dissociation. The RDS on Ni (111) and Ru (001) surfaces are CHO* 

dissociation to CH* and O* and CH3* hydrogenation to CH4* respectively. 

Therefore, this combined DFT and MKM study resolves the contradictions in 

CO2 methanation reaction mechanisms on Ni and Ru surfaces.  
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4.1 Introduction 

 

As discussed in the introduction chapter, using hydrogen as a reagent to transform CO2 to 

methane is one of the feasible routes for CO2 utilization 25–27. Transition metals such as Ru 

and Ni have shown good catalytic activity for CO2 methanation36–38. Quindimil et al.52 

compared the CO2 methanation reaction on alumina supported Ni and Ru catalyst and 

found that the apparent activation energy on Ni is 45 kJ/mol higher than that on Ru, 

effecting in the higher activity of Ru. However, the high cost of Ru makes its use limited. 

Understanding the CO2 methanation reaction mechanism and rate-determining step (RDS) 

has a crucial significance in effective catalyst design and development by modifying the 

reaction route/reducing the barrier for RDS. It also helps in tuning the reaction conditions 

to enhance the reaction rates/selectivity93. The insights gained from the methanation 

reaction mechanism on Ru could aid in designing efficient catalysts based on Ni. Therefore, 

it is essential to understand and compare the CO2 methanation reaction on Ru and Ni. 

However, the direct comparison of reaction energetics reported in different works is 

improper as there are disparities in the computational/experimental systems considered in 

different work. For instance, the computational study performed by Ren et al. 166 and Huang 

et al.167 predicted the CO2 direct dissociation barriers (electronic energy) on Ni (111) 

surface to be 93.7 kJ/mol and 43.2 kJ/mol respectively. This difference in barriers is 

attributed to the difference in the functional (PW-91166 and PBE167 functionals) and the 

computational parameters employed. Therefore, elucidating conclusive evidence by 

comparing the reaction mechanism on Ni and Ru from literature is inappropriate. Moreover, 

the reaction mechanism on both Ru and Ni is debated and remains unsettled37,38. The most 

debated steps are the activation routes of CO2 and CO *. This includes direct dissociation 

routes and different hydrogenation pathways for CO2 and CO* activation. In addition, it is 

not sure whether CO* is a reactive intermediate in the methanation reaction. The 

complexity of the methanation reaction network results in the inconsistent prediction of 

reaction pathways and RDS reported in different studies on both Ni and Ru surfaces.  
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4.1.1 CO2 methanation reaction mechanisms 

 

CO2 dissociation via CO* intermediate had been studied extensively on Ni and Ru surfaces. 

CO2 adsorbs with a bent configuration on both Ni and Ru surfaces56,166,168. Notably, the 

binding energy of CO2 was reported to be higher on Ru (001) (~-50 kJ/mol168) compared 

to Ni (111) (~-10 kJ/mol169). Several CO2 dissociation routes, including direct dissociation 

to CO* and H-assisted transformation via COOH* (CO2 à COOH* à CO*) or HCOO* 

(CO2 à HCOO* à HCO* à CO*) were investigated. Typically, the direct decomposition 

of CO2 to CO* and O* and CO2 hydrogenation via HCOO* are kinetically more favored 

compared to COOH* route 167,170. For instance, Huang et al.167 predicted the activation 

barriers for CO2 transformation to CO*, HCOO*, and COOH* to be 43 kJ/mol, 52 kJ/mol 

and 99 kJ/mol respectively on Ni (111) surface. Similarly on Ru (001) surface, Chiorescu 

et al.170 predicted the free energy barriers for these steps to be 24 kJ/mol, 81 kJ/mol and 

126 kJ/mol respectively. In contrast, Zhang et al.168 predicted the barrier for CO2 to CO* 

dissociation to be substantially higher (115 kJ/mol) than the HCOO* route (35 kJ/mol) on 

Ru (001) surface. Marwood et al.171 employed in-situ measurements using Diffuse 

Reflectance Infrared Fourier Transform (DRIFT) Spectroscopy and studied CO2 

methanation on 2% Ru/TiO2. They identified both CO* and HCOO* intermediates and 

proposed that CO* was formed from HCOO* and further hydrogenation of CO* leads to 

the formation of methane. Despite these findings, the hydrogenation routes (both COOH* 

and HCOO* routes) were eluded in some of the studies167,169.  

 

The different CO2 transformation routes lead to CO* formation and the activation route of 

CO* is often debated. This step is extremely relevant as CO* activation is typically 

regarded as the RDS. In addition, CO* coverages are reported to be high and this leads to 

catalyst poisoning by blocking the active sites55,56. CO* can transform via C-O bond 

cleavage (CO* à C*) or undergoes further hydrogenation and dissociation via COH* 

(CO* à COH* à C*) or HCO* (CO* à HCO* à CH*) route to form C*/CH* 

intermediate. Ren et al.166 used DFT calculations to give mechanistic insights into CO2 

methanation reaction on Ni (111). They proposed that CO* (formed from CO2 direct 

dissociation) dissociates to C* and O* species and the C* hydrogenates to form methane, 
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and CO* dissociation was the rate-limiting step. However, recent computational studies 

have shown that CO* direct dissociation to C* is kinetically and thermodynamically not 

feasible on both Ni and Ru surfaces168,170. For instance, the CO* dissociation barrier and 

reaction energy were predicted to be 253 kJ/mol and 104 kJ/mol on Ru (001) surface168. 

Additionally, this was supported by the experimental observation that carbon formation 

was not an issue on Ni and Ru surfaces172,173. In comparison, CO* transformation via the 

hydrogenation route is kinetically more favorable. Yet, Avanesian et al.174 only considered 

18 elementary reactions, and the HCOO* route was not included in their study. Even 

though CO2 direct dissociation to CO* is thermodynamically and kinetically favorable on 

both Ni and Ru surfaces, CO* activation has a high barrier. Hence, it is crucial to 

investigate CO2 hydrogenation routes without CO* intermediate to ascertain the dominant 

reaction pathway. In contrast to the CO* intermediate routes discussed above, the CO2 

methanation pathway without forming CO* as an intermediate was also proposed. For 

instance, Huang et al.167 suggested that, on Ni (111) surface, HCO* formation from 

HCOO* was kinetically and thermodynamically more favorable compared to HCO* 

formation via CO* hydrogenation. It must be noted though that these routes (without CO* 

intermediate) were not considered in many studies166,169,174. 

 

The C*/CH* intermediate thus formed (with/without CO* intermediate route) undergoes 

sequential hydrogenation to form methane. Typically, the CHx* (x = 0 – 3) hydrogenation 

steps were kinetically favorable on both Ni (111) and Ru (001) surfaces167,169,174. In 

addition, based on DFT studies, Li et al.175 and Zhang et al.168 reported that the production 

of C2 hydrocarbon species was highly unlikely on Ni and Ru surfaces respectively. It is 

worthy to mention that the methane formation via CHxOH/CHxO (x = 1 – 3) (formed from 

the hydrogenation of HCO*/COH*) routes is not included in majority of the studies.  

 

4.1.2 Challenges in CO2 methanation 

 

The existing studies on CO2 methanation on Ni (111) and Ru (001) surfaces have the 

following limitations i) There is a discrepancy in the CO2 methanation reaction mechanism 

on Ni (111) and Ru (001) surfaces. The key step is the hydrogenation reaction, and this 
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may happen to adsorbed CO2*, CO*, or C*. Additionally, whether the reaction proceeds 

with/without forming CO* intermediate is also debated. ii) The direct comparison of the 

performance (activity and selectivity) of Ni and Ru surfaces are extremely difficult. This 

is because the computational system (functional and modeling parameters) and the number 

of reactions considered on Ni and Ru in various studies are different. iii) Many key 

intermediates like HCO* (formed via HCOO* route), HCOH*, HCOOH*, H2COO*, 

H2COOH* and C(OH)2*, CHx*OH/CHxO (x = 1 - 3) routes (formed via COH*/HCO* 

hydrogenation) and other side reactions had not been considered in the majority of DFT 

studies reported. In addition, many of the studies are limited to a fewer number of reactions. 

iv) Only a few DFT studies reported in the literature are extended to develop a microkinetic 

model. This is extremely important to predict the reaction pathways that influence catalyst 

performance at any given reaction operating condition. v) Popular functionals such as PBE 

and PW-91 are employed for studying CO2 methanation, without proper benchmarking 

studies. These functionals are known to underestimate CO2 binding energy111,176,177 and fail 

to predict CO-metal interactions present in the system104,139,140. Since CO is a possible 

intermediate in CO2 methanation, this would lead to an incorrect prediction of the CO* 

activation barrier and subsequently results in incorrect CO* coverage prediction. Thus, the 

DFT studies prior to this work are questionable (details are specified in Page 57) based on 

the number of reactions considered and the functional choice. Hence, corrections must be 

applied before employing the results of DFT simulations in microkinetic modelling. 

 

In this study, we combined DFT and microkinetic modeling to explore the dominant 

reaction pathways and kinetically relevant steps of the CO2 methanation reaction system 

on Ni (111) and Ru (001) surfaces. We resolved the discrepancies in the reaction 

mechanism on both Ni and Ru surfaces by considering a comprehensive reaction network 

of 46 elementary reactions on each surface. Most importantly, based on the benchmarking 

studies178, we employed rPBE-vdW functional with a correction of 28 kJ/mol for gas-phase 

CO2 energy for studying this reaction. This functional was identified as the only functional 

that predicts the adsorption of both CO2 and CO correctly178. The (111) and (001) facet of 

Ni and Ru were selected respectively as these are the lowest energy facets and usually 

dominates the surface179. We compared the performance (activity and selectivity) of Ni 
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(111) and Ru (001) and the dominant reaction pathways were identified on both the 

surfaces. Given that relative rates between different catalysts are better described than 

absolute rates by microkinetic models 180, their relative rates for methane formation were 

also compared. 

 

Details of computational methods and the simulation system are discussed in section 4.2. 

Multiple pathways for activation of CO2 and its hydrogenation are presented on Ni (111) 

and Ru (001) surfaces. In section 4.3, the DFT calculated activation barriers and free energy 

values along with the results from the microkinetic study are reported. The key findings 

from this study are summarized in Section 4.4. 

 

4.2. Computational details 

 

4.2.1 DFT calculations 

 

All DFT calculations were performed using the Vienna ab initio Simulation Package 

(VASP) with a plane wave cut-off energy of 450 eV. Spin polarization was turned on for 

all calculations and a k-points sampling of 3x3x1 with Monkhorst-pack scheme was 

employed. The projector augmented wave (PAW) method was used to describe the 

interaction between the valence electron and ions. The energy convergence criteria and 

force tolerance were set as 10-6 eV/Å per unit cell and 0.05 eV/Å respectively to ensure a 

high level of accuracy. Based on the previous benchmarking studies (chapter 3), 

Generalized gradient approximation (GGA) based rPBE-vdW exchange-correlation 

functional is employed for studying CO2 methanation reaction on both Ni (111) and Ru 

(001) surfaces178. The rPBE-vdW functional, with a correction of 28 kJ/mol for gas-phase 

CO2, was identified as the best available choice of functional for studying CO2 conversion 

reactions178. The most stable facet was selected for modeling Ni and Ru surfaces using 4-

layer, p (4x4) unit cell. The bottom two layers were fixed and an inter-slab distance of 12 

Å was added to avoid interaction with the adjacent cell in the z-direction. Nudged Elastic 

Band (NEB) method was used to identify the transition state (TS) for all reactions by 

considering 8-12 images and the NEB image closest to TS was optimized using the quasi-
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Newton algorithm. Additionally, the TS was confirmed by performing vibrational 

frequency analysis. The zero-point energy and thermodynamic corrections were calculated 

at appropriate experimental conditions. For gas-phase molecules, the enthalpy corrections 

were taken from thermodynamic tables while statistical thermodynamics using vibrational 

partition function is employed for the adsorbed system. All the reaction energies and 

activation barriers are reported as Gibbs free energy change. Reactants/products are taken 

in separate unit cell and reaction free energy, Gr, is calculated as GK =	GL(L(FS) −	GL(L(IS), 

with FS and IS referring to final and initial state structures. The corresponding activation 

barrier, Ga, is calculated as GD =	GL(L(TS) −	GL(L(IS), with TS referring to transition state 

structure. 

 

4.2.2 Microkinetic model 

 

The simulations are based on a previously proposed model of the dry reforming process 

over Ni surface 64. We employed the same methodology to generate values of rate constants 

for each elementary reaction step. Consider the surface reaction  

𝐴∗+𝐵∗ ↔𝐶∗+𝐷∗ 

The forward rates are computed for the given reaction condition using the following 

equation 

 𝑟M = (𝑘M𝜃N𝜃O) × 𝑁F'L&,L(LDQ (4.1) 

where, 𝑟𝑓 is the forward reaction rate in mol/gcat∙s, 𝑘𝑓,𝑟𝑖 is the forward/backward reaction 

rate constant in s-1, 𝜃𝐴, and 𝜃𝐵 are the fractional coverages of species 𝐴 and 𝐵, 𝑁F'L&,L(LDQ is 

the total number of active sites in mol/gcat. If the reacting species is in gas phase  

𝐴 (𝑔)+ ∗ ↔ 𝐴∗ 

then the forward rates are given as 

 𝑟M,DEF =	𝑘M,DEF,5% ×	
𝑃N
𝑃FLE

× 𝜃∗ × 𝑁F'L&,L(LDQ 
(4.2) 

where, 𝜃∗is the fractional surface coverage of the free site, 𝑃N is the partial pressure of 𝐴 

and 𝑃FLE 1 bar. The backward reaction rates are also written in a similar fashion as equation 

(4.1) for surface reactants and equation (4.2) for gas phase reactants. The rate constants in 
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equation (4.1) and (4.2) respectively are computed using transition state theory (equation 

4.3) 

 
𝑘M 	= kS	T/h	exp \

−∆𝐺TUV,M
R𝑇 a 

(4.3) 

where, kS is the Boltzmann constant, h is the Planck’s constant, R is the universal gas 

constant, T is the reaction temperature and ∆GD*L,M is the Gibbs free energy of activation 

step computed after adding temperature and entropic corrections to the DFT generated 

energies. Further details on evaluating these rate constants and Gibbs energies are 

mentioned in the appendix to chapter 4. 

 

Once the rate constants are computed, the rate equations are evaluated and are then 

assembled for each species to generate differential equations of species balance. 

Considering an ideal PFR reactor as a reasonable simplification for a typical fixed-bed 

reactor, the reactant conversions are also written from the differential equations of reactant 

balance. 

 𝑑𝜃W

𝑑 b𝑊𝐹$
e
= 	 f 𝜎X.W𝑟X

#	[M	5\TUVX[3]

X

 
(4.4) 

where 𝑊 is the weight of catalyst in g, 𝐹0 is the total molar flow rate of gases in mol∙h-1 , 

𝜎𝑖,𝑗 is the stoichiometric coefficient of species 𝑗 in reaction 𝑖, 𝑟𝑖 is the rate of reaction 𝑖 and 

𝜃𝑗 is the fractional surface coverage of surface species 𝑗 or mole fraction of gas-phase 

species. The fractional surface coverages/mole fractions are obtained as a function of 

space-time by solving the above system of differential equations; the solution was obtained 

using the MATLAB-implemented ode-solver ode15s. 

 

Following assumptions were made while constructing the microkinetic models 

1. Each site can be occupied by at most one adsorbate. This is referred to as the "exclusion 

principle". 

2. All catalytic sites are equivalent, and any surface species has the same "stability" 

(quantified by the binding energy) at any site on the surface. Consequently, the probability 

of finding any site occupied by a species is equal to its fractional surface coverage. 

3. No spatial correlations are observed between adsorbates. 
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4. Kinetic constants are independent of coverage 

5. The gradient of species coverages, temperature and pressure along the catalyst bed is 

negligible. 

 

4.2.3. Reaction pathway analysis 

 

After developing the microkinetic model for the methanation process, further analysis is 

performed using this model to identify the rate-determining step (RDS). The previously 

reported studies 181,182 have employed sensitivity analysis and partial equilibrium analysis 

on their respective microkinetic models to identify the RDS and the kinetically relevant 

steps for the WGS reaction on Pt39 and Ni38, and for the WGS, steam and dry reforming 

reactions over Rh183. Here a similar strategy is applied, sensitivity analysis (SA) and partial 

equilibrium analysis (PEA) is performed on the microkinetic model to identify kinetically 

relevant reaction steps over Ni (111) and Ru (001). The partial equilibrium (PE) coefficient 

(𝜑𝑗) of each reaction j is evaluated using the following expression 

 
𝜑W =	

𝑟W
M

𝑟W
M +	𝑟W^

 
(4.5) 

where, 𝑟W
M , 𝑟W^  are the forward and backward rates of the jth elementary reaction. And, 

sensitivity coefficients of each reaction step are computed by applying a small perturbation 

of 5% to the rate constant of each step separately, and a series of simulations are carried 

out to observe the influence on a selected model response (M), e.g. the reactant fractional 

conversion. Given that the rate constant of elementary steps is over several orders of 

magnitude higher than the model responses, a sensitivity coefficient is defined for each 

reaction j using the following expression (4.6), 

 
𝑆_,W =	

𝜕 ln𝑀_

𝜕 ln 𝑘W
	≈ 	

∆𝑀_ 	𝑘W
𝑀_ 	∆𝑘W 	

 
(4.6) 

where 𝑆𝑘,𝑗 is the sensitivity coefficient and 𝑀𝑘 is the model response for the kth variable.  

This analysis is carried out to identify and compare the kinetically relevant steps of the 

reaction on Ni (111) and Ru (001) catalyst surfaces.  

An alternate sensitivity analysis approach, first proposed by Charles T Campbell, is the 

Degree of Rate Control (DoRC) method184–187. The DoRC simplifies complex reactions to 
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identify a few elementary reaction steps that are crucial to catalyst performance. The DoRC 

of each elementary step is calculated as the ratio of the change in apparent activation free 

energy of the overall reaction system over the change in activation free energy of a single 

elementary step while holding constant the kinetics of all other elementary steps. In this 

approach the degree of rate control sums to 1 for every elementary step in a serial reaction 

and the degree of rate control can be linked with reaction orders, apparent activation 

energies, and coverages. This approach has been successfully implemented to identify 

kinetically relevant important elementary steps and used to design new catalysts188.  

 

Lastly, dominant reaction pathways are identified over both catalysts surfaces by 

employing a graph-based algorithm that selects reaction steps based on their reaction rates. 

The nodes of the graph represent different surface intermediates and edges represent the 

direction and rates of the corresponding reaction step. The graph includes all 

forward/backward reactions represented in Figure 4. 1. We then employ an algorithm that 

uses this representation to input reaction rates and further identifies the pathway that 

contributes the most towards product formation, i.e. highest methane formation rate 

(mole2A& ∙ g*DL
8J ∙ h8J). Since the overall reaction rate of a pathway is as good as its rate-

limiting step, the algorithm compares reaction rates of every possible pathway and selects 

the one with the highest limiting rate i.e. max(min(reaction rate of reaction steps starting 

from reactants and ending at products) over different pathways).  Since the CO2 

methanation reaction is exothermic in nature, a reaction temperature of 550 K was selected 

for the microkinetic modeling and sensitivity analysis. Further details of the reaction 

conditions are given in section 4.2.2. 
 

4.3. Results and Discussions 

 

4.3.1 DFT study of CO2 methanation on Ni (111) and Ru (001) 

 

The reaction network in the current study consists of CO2*, CO* and C* hydrogenation 

routes, CO2* and CO* direct dissociation routes, other side reactions, and product 

desorption (cf Figure 4. 1 and Table 4. 1). Altogether we considered 46 elementary 
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reactions and all these reactions are studied on both Ni (111) and Ru (001) surfaces and are 

described in the following sub-sections. Also, note that the reaction energy and reaction 

barriers of all these reactions are calculated and reported as Gibbs free energy change. The 

reaction free energies and free energy barriers of all elementary reactions are listed in Table 

4. 1 and comparison of electronic energies with previous works are reported in the appendix 

to chapter 4. 

 

 
Figure 4. 1 CO2 direct dissociation and hydrogenation with/without CO* intermediate 

routes. Though not shown as reversible reactions here, the microkinetic model takes into 

account all of these reactions as reversible. 

 

Table 4. 1 Calculated free energy barriers and reaction free energies (550K and 10 atm 

pressure) of all elementary reactions for CO2 methanation on Ni (111) and Ru (001) 

surfaces. The reactions include CO2 and CO direct dissociation routes, CO2, CO and C 

hydrogenation routes, other side reactions (H2O formation, Boudouard reaction), and 

desorption of products. Note that the microkinetic model takes into account all of these 

reactions as reversible. 

Reaction 

Activation barrier 

(kJ/mol) 

Reaction free energy 

(kJ/mol) 

Ni (111) Ru (001) Ni (111) Ru (001) 
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R1 CH3*+H*→CH4* 81 103 -63 -34 

R2 CH2*+H*→CH3* 57 71 -5 22 

R3 CH*+H*→CH2* 64 77 30 67 

R4 C*+H*→CH* 88 101 -40 -1 

R5 CO2*→CO*+O* 60 51 -106 -170 

R6 CO2*+H*→COOH* 112 121 25 20 

R7 CO2*+H*→HCOO* 69 70 -25 -28 

R8 COOH*→CO*+OH* 17 38 -116 -110 

R9 HCOO*→HCO*+O* 146 104 43 -17 

R10 HCO*→CO*+H* 19 5 -123 -125 

R11 COOH*+H*→HCOOH* 83 114 16 53 

R12 HCOO*+H*→HCOOH* 113 125 67 101 

R13 HCOOH*→HCO*+OH* 64 44 -9 -39 

R14 CH2OH*+H*→CH3OH* 84 104 -46 -7 

R15 CHOH*+H*→CH2OH* 89 64 19 26 

R16 COH*+H*→CHOH*  89 96 68 103 

R17 CO*+H*→COH* 209 198 112 100 

R18 CH3OH*→CH3*+OH* 160 113 -29 -63 

R19 CH2OH*→CH2*+OH* 64 43 -70 -92 

R20 CHOH*→CH*+OH* 62 30 -81 -133 

R21 COH*→C*+OH* 166 105 27 -29 

R22 CH2O*+H*→CH3O* 60 82 -42 -10 

R23 CHO*+H*→CH2O* 73 66 35 49 

R24 CH3O*→CH3*+O* 127 117 -6 -84 

R25 CH2*+O*→CH2O* 133 188 44 117 

R26 CHO*→CH*+O*  104 105 -40 -135 

R27 CO*→C*+O* 282 217 124 -9 

R28 CH3OH*+*→ CH3O*+H* 94 78 -38 -58 

R29 CH2OH*+*→ CH2O*+H* 67 86 -41 -55 

R30 CHOH*+*→ HCO*+H* 61 68 -56 -79 
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R31 O*+H*→OH* 118 166 15 80 

R32 OH*+H*→H2O* 133 125 29 38 

R33 H2→H*+H* 64 51 -6 -32 

R34 OH*+OH*→H2O*+O* 87 64 13 -42 

R35 CO2*+C*→2CO* 153 142 -229 -161 

R36 HCOO*+H*→H2COO* 192 168 104 93 

R37 HCOOH*+H*→H2COOH* 118 121 47 42 

R38 H2COO*+H*→H2COOH* 90 156 10 51 

R39 H2COO*→H2CO*+O* 32 36 -26 -60 

R40 H2COOH*→H2CO*+OH* 34 18 -21 -32 

R41 CO2→CO2* - - 53 29 

R42 CO*→CO - - 73 96 

R43 H2O*→H2O + * - - -33 -19 

R44 CH4*→CH4 - - -23 -11 

R45 HCOOH*→HCOOH - - -30 -13 

R46 CH3OH*→CH3OH - - -31 -25 

 

4.3.1.1 CO2 direct dissociation route vs CO2 hydrogenation routes to form CO* 

intermediate 

 

CO2 can either undergo direct dissociation to CO* and O* or it can react with H* adatom 

to form COOH*/HCOO* intermediate that dissociates to form CO* intermediate. We 

investigated both these routes on Ni and Ru and the corresponding free energies are 

reported in Figure 4. 2. 
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Figure 4. 2 CO2 activation and dissociation on Ni (111) and Ru. Free energy barriers and 

reaction free energies (inside brackets) on Ni (111) and Ru (001) are shown in blue and red 

color respectively. 

 
CO2 binds weakly on Ni (111) surface with binding energy (electronic energy) of -17 

kJ/mol. The direct dissociation of CO2 to CO* and O* is kinetically feasible with a free 

energy barrier of 60 kJ/mol and has a reaction free energy of -106 kJ/mol. H* adatom is 

formed via H2 dissociation (R33) and this reaction has a barrier and reaction energy of 64 

kJ/mol and -6 kJ/mol respectively. In comparison to CO2* direct dissociation, CO2 

hydrogenation to HCOO* is less exergonic with a reaction free energy of -25 kJ/mol and 

has a free energy barrier of 69 kJ/mol. However, HCOO* dissociation to form HCO* (R9) 

is endergonic (43 kJ/mol) and has a very high barrier of 146 kJ/mol. Interestingly, HCO* 

dissociation to form CO* (R10) is highly exergonic (-123 kJ/mol) and has a very low 

barrier (19 kJ/mol). In comparison, CO2 hydrogenation to COOH* is endergonic (25 

kJ/mol) and has a significantly high barrier of 112 kJ/mol. However, the dehydroxylation 

of COOH* to form CO* (R8) is highly exergonic (-116 kJ/mol) and has a low barrier (17 

kJ/mol). Nevertheless, the high barrier for COOH* formation makes it a less favorable 

route. The hydrogenation of COOH*/HCOO* leads to HCOOH* formation (R11 and 

R12). HCOO* and COOH* hydrogenation reactions are endergonic (67 kJ/mol and 16 

kJ/mol for HCOO* and COOH* hydrogenation respectively) and has barriers of 113 
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kJ/mol and 83 kJ/mol respectively. Interestingly, HCOO* hydrogenation to HCOOH* is 

kinetically favored over HCOO* dissociation to HCO*. In addition, the dehydroxylation 

of HCOOH* to HCO* is slightly exergonic (9 kJ/mol) and has a low barrier of 64 kJ/mol. 

 

Compared to Ni (111), CO2 adsorbs strongly on Ru (001) surface with a binding energy of 

(electronic energy) of -45 kJ/mol. Similar to Ni (111), CO2 direct dissociation is highly 

exergonic (-170 kJ/mol) and has a very low barrier (51 kJ/mol) on Ru (001). H2 dissociation 

(R33) is more exergonic (-32 kJ/mol) and has a low barrier (51 kJ/mol) on Ru compared 

to Ni. CO2 hydrogenation to COOH*/HCOO* has reaction free energy (20 kJ/mol and 28 

kJ/mol for COOH* and HCOO* formation respectively) and barrier (121 kJ/mol and 70 

kJ/mol for COOH* and HCOO* formation respectively) similar to that on Ni (111). The 

high barrier for COOH* formation makes it a less favorable route. Interestingly, HCOO* 

dissociation is exergonic (-17 kJ/mol) and has a lower barrier (104 kJ/mol) compared to Ni 

(111).  However, the hydrogenation of COOH*/HCOO* to HCOOH* (R11 and R12) has 

a slightly high barrier (114 kJ/mol and 125 kJ/mol for COOH* and HCOO* hydrogenation 

respectively) compared to Ni. Therefore, in contrast to Ni, HCOO* dissociation to HCO* 

is more favored compared to HCOO* hydrogenation. 

 

In short, the direct dissociation route of CO2 is kinetically and thermodynamically feasible 

compared to the hydrogenation routes on both Ni (111) and Ru (001) surfaces. This is in 

excellent agreement with previously reported works mentioned in the introduction167,170. 

Interestingly, the direct dissociation of CO2 is more exergonic (difference of 64 kJ/mol) 

and has slightly lower (lower by 9 kJ/mol) free energy barrier on Ru (001) compared to Ni 

(111). In addition, it is worthy to mention that the CO2 hydrogenation to form HCOO* 

intermediate is exergonic and has very low free energy barriers on both Ni and Ru. 

However, these routes are not considered in many studies167,169. Our DFT calculations 

show that it is essential to include HCOO* intermediate routes to ascertain the dominant 

reaction pathway. HCOO* direct dissociation to HCO* is favored on Ru (001) while 

HCOO* hydrogenation to HCOOH* followed by dissociation to form HCO* is favored on 

Ni (111). 
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4.3.1.2 CO direct dissociation route vs CO hydrogenation routes to form CHx* (x = 0 - 3) 

 

CO can either undergo direct dissociation to C* and O* or it can react with H* adatom to 

form COH*/HCO* intermediate. These intermediates may dissociate to form C*/CH* 

intermediate or undergoes further hydrogenation to form CHxOH/CHxO (x = 1 - 3) 

intermediates followed by its dissociation to CHx (x = 1 - 3). These routes are investigated 

on both Ni (111) and Ru (001) and free energies are shown in Figure 4. 3. 

 

 
 

Figure 4. 3 Free energy barriers and reaction free energies (inside brackets) for CO* 

dissociation routes. Reaction free energies and barriers on Ni (111) and Ru (001) are 

presented in blue and red color, respectively. 

 
On Ni (111), the direct dissociation of CO* to C* and O* (R27) must overcome a huge 

barrier of 282 kJ/mol and this reaction is highly endergonic with a reaction free energy of 

124 kJ/mol. In comparison, the hydrogenation of CO* to COH* (R17) and HCO* 

(backward reaction of R10) are also highly endergonic with a reaction free energy of 112 

kJ/mol and 123 kJ/mol respectively and must overcome a barrier of 209 kJ/mol and 143 

kJ/mol respectively. This high barrier for CO* activation could result in CO* poisoning on 

the Ni surface. The COH* can undergo dissociation to form C* and OH* (R21) and this 

reaction is endergonic (27 kJ/mol) and must overcome a high barrier of 166 kJ/mol. Thus, 

C* formation (via CO* direct dissociation or COH* dissociation) reactions are 
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thermodynamically and kinetically not favored. This finding explains the experimental 

observation that C* formation was not likely on Ni surface under methanation reaction 

conditions172,173. The COH*/HCO* formed (via CO* hydrogenation) can undergo 

sequential hydrogenation to form CHxOH* (x= 1 - 3)/CHxO* (x = 2 - 3) intermediates as 

shown in Figure 4. 3. Interestingly COH*/HCO* sequential hydrogenation reactions (R14, 

R15, R16, R22 and R23) have lower barrier and these reactions are endergonic except 

CH2O* (R22) and CH2OH* (R14) hydrogenation steps. Notably, the barriers for HCO* 

hydrogenation to CHxO* (x = 2 - 3) is slightly lower than COH* hydrogenation to CHxOH* 

(x = 1 - 3). Besides the sequential hydrogenation routes, the CHxOH*/CHxO* (x = 1 - 3) 

intermediates can undergo dissociation to form CHx (x = 1 - 3) species (R18, R19, R20, 

R24, R25 and R26). Interestingly, the CHxOH*/CHxO* (x = 1 - 3) dissociation steps are 

exergonic and have lower barriers except for CH3O* (127 kJ/mol) and CH3OH* (160 

kJ/mol) dissociation. However, the CHxOH (x = 1 - 3) routes (both hydrogenation and 

dissociation) are limited by the high barrier of COH* formation from CO* (R17). 

Therefore, CH* and CH2* formation via HCO* and CH2O* dissociation (with barriers of 

104 kJ/mol and 88 kJ/mol respectively) are the feasible reactions. 

 

In contrast to Ni (111), the CO* direct dissociation to C* and O* (R27) is slightly exergonic 

(-9 kJ/mol) on Ru (001). However, this reaction has a huge barrier of 217 kJ/mol making 

it kinetically challenging. In comparison, CO* hydrogenation to COH* (R17) and HCO* 

(backward reaction of R10) are endergonic with reaction free energies of 100 kJ/mol and 

125 kJ/mol respectively. In addition, CO* hydrogenation to COH* must overcome a huge 

barrier of 198 kJ/mol. The dehydroxylation of COH* dissociation to form C* (R21) is 

exergonic (-29 kJ/mol) and has a barrier of 105 kJ/mol. Similar to Ni (111), the sequential 

hydrogenation ((R14, R15, and R16) barriers for COH* to form CHxOH (x = 1 - 3) are 

lower on Ru (001). Nevertheless, the COH* hydrogenation routes are limited by the high 

barrier (similar to Ni) of COH* formation from CO* (R17). Interestingly, HCO* formation 

(backward reaction of R10) via CO* hydrogenation has a significantly low barrier (123 

kJ/mol) compared to CO* direct dissociation (217 kJ/mol) and CO* hydrogenation to 

COH* (198 kJ/mol). Notably, the barrier for CO* hydrogenation to HCO* is 20 kJ/mol 

lower on Ru (001) compared to that on Ni (111). The further hydrogenation of HCO* to 
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CH2O* (R23) and CH3O* (R22) has a low barrier of 66 kJ/mol and 82 kJ/mol respectively. 

In addition, the CHxO (x = 1 - 2) dissociation (backward reaction of R25 and R26) to CHx 

(x = 1 - 2) has lower barriers compared to CH3O* dissociation (R24). Therefore, similar to 

Ni (111), CH* and CH2* formation via HCO* and CH2O* dissociation are feasible 

reactions on Ru (001). 

 

In short, CO* activation barriers are comparatively higher than CO2 activation barriers. 

Notably, CO* activation via hydrogenation to form HCO* is the kinetically favored route 

on both Ni and Ru surfaces. It must be noted though that this reaction is highly endergonic 

on both Ni and Ru (123 kJ/mol and 125 kJ/mol respectively) and Ru has 13 kJ/mol less 

barrier compared to Ni. On both Ni and Ru, HCO* prefers hydrogenation to form CH2O* 

followed by its dissociation to form CH2*. Notably, the sequential hydrogenation of 

COH*/HCO* to form CHxOH* (x= 1 - 3)/CHxO* (x = 2 - 3) intermediates are not 

considered in majority of the studies mentioned in introduction. However, we established 

that these routes are relevant as the barriers are comparatively lower and these reactions 

must be included in the study to ascertain the reaction pathway. 

 

4.3.1.3 CO2 activation routes without CO* intermediate 

 

From the above discussion, it is clear that the CO* activation is thermodynamically and 

kinetically challenging on both Ni and Ru. Hence, we investigated CO2 activation routes 

without forming CO* as an intermediate. These routes involve CO2 hydrogenation via 

HCOO* intermediate and the free energies are shown in Figure 4. 4.   
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Figure 4. 4 Free energy barriers and reaction free energies (inside brackets) for CO2* 

dissociation routes without forming CO* as an intermediate. Reaction free energies and 

barriers on Ni (111) and Ru (001) are presented in blue and red color, respectively. 

 

HCOO*, formed via CO2 hydrogenation, undergoes further hydrogenation to form 

H2COO* (R36) and this reaction must overcome a huge barrier of 192 kJ/mol. In addition, 

this reaction is highly endergonic with reaction free energy of 104 kJ/mol making it 

thermodynamically and kinetically challenging. In comparison HCOOH* (formed by 

HCOO* hydrogenation (R12)) hydrogenation to form H2COOH* (R37) has a barrier and 

reaction free energy of 118 kJ/mol and 47 kJ/mol. However, the dehydroxylation of 

HCOOH* to form HCO* (R13) is exergonic (-9 kJ/mol) and has a low barrier of 64 kJ/mol. 

Therefore, HCO* formation route (CO2*→HCOO*→HCOOH*→HCO*) is kinetically 

preferred over further hydrogenation routes of HCOO*/HCOOH* (R36 and R37). 

Importantly, HCO* formation via CO2 hydrogenation 

(CO2*→HCOO*→HCOOH*→HCO*) has 30 kJ/mol lower barrier and less endergonic 

by 56 kJ/mol compared to HCO* formation via CO* hydrogenation 

(CO2*→CO*→HCO*). The HCO* thus formed favors to undergo further hydrogenation 

to form CH2O* followed by its dissociation to form CH2* as discussed in the previous 

section. 

 

On Ru, the barriers for hydrogenation of HCOO* to H2COO* (R36) and HCOOH* 

hydrogenation to H2COOH* (R37) are 168 kJ/mol and 121 kJ/mol. In comparison, the 

dehydroxylation of HCOOH* is exergonic (-38 kJ/mol) and has a low barrier of 44 kJ/mol 
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making it thermodynamically and kinetically favorable reaction. Interestingly, HCO* 

formation via HCOO* intermediate (CO2*→HCOO*→HCOOH*→HCO*) and CO* 

intermediate (CO2*→CO*→HCO*) has similar barriers (125 kJ/mol and 123 kJ/mol 

respectively). Therefore, both these routes are kinetically feasible on Ru. 

 

In short, CO2 hydrogenation without CO* intermediate route is favored on Ni (111) 

whereas both routes (with/without CO* intermediates) are feasible on Ru (001) surface. 

 

4.3.1.4 CHx* (x = 0 - 3) hydrogenation  

 

C*/CH* formed from COH*/HCO* undergoes sequential hydrogenation to form CH4. C* 

hydrogenation to CH* (R4) is exergonic (-40 kJ/mol) and has a barrier of 88 kJ/mol making 

it thermodynamically and kinetically favorable reaction on Ni (111) surface (cf Figure 4. 

5). However, this reaction is limited by the high barrier of C* formation from COH* or 

CO* dissociation. CH* hydrogenation to CH2* (R3) is endergonic (30 kJ/mol) but has a 

low barrier of 64 kJ/mol. CH2* hydrogenation to CH3* (R2) and CH4 (R1) has to overcome 

barriers of 57 kJ/mol and 81 kJ/mol respectively and these reactions are exergonic making 

it thermodynamically and kinetically feasible reactions. 

 

 
 

Figure 4. 5 Free energy barriers and reaction free energies (inside brackets) for sequential 

hydrogenation of C*. Reaction free energies and barriers on Ni (111) and Ru (001) are 

presented in blue and red color, respectively. 

 
The CHx hydrogenation barriers are slightly higher on Ru (001) surface. The barrier for C* 

(R4), CH* (R3), CH2* (R2), and CH3* (R1) hydrogenation reactions are 101 kJ/mol, 77 

kJ/mol, 71 kJ/mol and 103 kJ/mol respectively. CH* and CH2* hydrogenation reactions 

are endergonic while CH3* hydrogenation is exergonic on Ru (001). 
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In short, the hydrogenation reactions are kinetically favorable. Notably, these reactions are 

thermodynamically and kinetically more favored on Ni (111) compared to Ru (001) surface. 

 

4.3.1.5 Side reactions (water formation) and desorption of products 

 

O* adatom formed from CO2 dissociation undergoes hydrogenation to form OH* (R31). 

This reaction is endergonic (15 kJ/mol) and has to overcome a barrier of 118 kJ/mol on Ni 

(111). H2O*, one of the products, is formed from OH* and we considered two H2O* 

formation routes (R32 and R34). Both these reactions are endergonic (29 kJ/mol for R32 

and 13 kJ/mol for R34). The free energy barrier for R34 (87 kJ/mol) is 46 kJ/mol lower 

than that of R32 making it kinetically favored route. However, this reaction (R34) is not 

considered in the majority of the studies reported. 

 

In comparison, O* hydrogenation (R31) is more endergonic (80 kJ/mol) and has a high 

barrier of 166 kJ/mol on Ru compared to Ni. Similar to Ni the OH* hydrogenation (R32) 

is endergonic (38 kJ/mol) and must overcome a barrier of 125 kJ/mol on Ru. However, 

H2O* formation via R34 is exergonic (-42 kJ/mol) and has a low barrier of 64 kJ/mol 

making it thermodynamically and kinetically favored route. 

 

The desorption energy (electronic energy) of CH4 (R44) and H2O (R43) are 12 kJ/mol and 

31 kJ/mol on Ni (111) and 19 kJ/mol and 45 kJ/mol on Ru (001) surfaces respectively. 

 
4.3.2 Microkinetic Analysis 

 

In this section, we discuss and compare the results from the microkinetic model analysis 

of CO2 methanation reaction over Ni (111) and Ru (001). The rate expressions and species 

balance equations of the microkinetic model were developed using equations 4.1 – 4.4 and 

solved. Rate constants of reactions over Ni (111) and Ru (001) at 550 K and 10 bar pressure 

are tabulated in the appendix to chapter 4. The microkinetic model was validated against 

experimental data 189.  
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4.3.2.1 Surface Coverage 

 

The surface coverages of reaction intermediates over Ni (111) and Ru (001) were obtained 

after solving the microkinetic model. The fractional coverages of the most abundant 

intermediates (𝜃X > 	1x1089) are given in Table 4. 2.  

 

Table 4. 2 Fractional surface coverages of most abundant surface species (𝜃X > 	1x1089)  

and fractional conversion of CO2 (x2G!) and H2 (xA!) computed by the model at a reaction 

temperature of 550 K, 10 bar pressure, and an inlet feed composition of 20% volume 

fraction CO2 and 80% volume fraction of H2.  

 
Species Ni (111) Ru (001) 

CO* 1.45x10-2 9.79x10-3 

HCOO* 3.74x10-5 7.20x10-3 

O* 1.25x10-2 9.79x10-3 

H* 8.18x10-1 9.61x10-1 

OH* 1.88x10-3 1.13x10-6 

Free Site (*) 1.54x10-1 1.19x10-2 

x2G! 7.24x10-2 8.50x10-2 

xA! 5.12x10-1 6.05x10-1 

 

H* is identified as the most abundant surface intermediate on both surfaces with 96% and 

82% coverage on Ru (001) and Ni (111) respectively. Notably, H2 dissociation has very 

low Gibbs free energy barriers on both Ni (111) and Ru (001) surfaces (64 kJ/mol and 51 

kJ/mol respectively). The H* coverage is followed by the free site (*), CO* and O* 

coverages. These surface species (H*, CO*, and O*) are relevant intermediates regardless 

of the catalyst surface therefore, their corresponding binding energies are reasonable 

reaction descriptors for the CO2 methanation reaction. A catalyst can be optimized by 

optimizing binding energies of the above species so that the formation of these 

intermediates is favored but they do not poison the catalyst surface. 
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However, it should be noted that HCOO* coverage on Ru (001) is almost the same as CO* 

and O* coverages suggesting that HCOO* is also a relevant intermediate on Ru (001). 

Another key observation from Table 4. 2 is that the HCOO* coverage is significantly high 

on Ru (001) (7.20x10-3) compared to that on Ni (111) (3.74x10-5). This implies that some 

of the CO2 get hydrogenated to HCOO* and stays on the surface since the HCOO* 

activation barrier is high (cf Table 4. 1). This observation outlines one of the major 

problems with descriptor-based catalyst optimization approaches, i.e. pre-defined reaction 

descriptors. The reaction descriptors are different when considering Ru (001) as initial 

catalyst than Ni (111) for further catalyst optimization. Although scaling relations could 

help generalize the reaction descriptors to atomic C, H and O binding energies.  

 

Moreover, it is also important to include all relevant elementary reaction steps in the above 

analysis.  For example, most of the reported studies 167,168 on CO2 methanation over Ru 

(001) do not include HCOO* dissociation and hydrogenation reactions as a possible 

pathway for CH4 production, despite it being among the most abundant surface species on 

this catalyst surface. This might severely impact the overall optimization. 

 

4.3.2.2 Sensitivity analysis (SA)  

 

The following analysis was conducted to identify the relevant reaction steps. The partial 

pressure of CH4 (p2A&) was taken as the model response and the reaction conditions are 

adapted from section 4.2.2. Since it is important to understand the relative contribution of 

each reaction step, a relative sensitivity coefficient (S`,aK ) of each elementary step was 

generated using equation (7) and plotted against the reaction number. The reaction numbers 

are the same as in Table 4. 1. 

 
S`,aK =	

S`,a
vS`bD)v

 
(7) 

where,  S`bD) is the sensitivity coefficient with the highest absolute value for a given model 

response so that vS`,aK v ≤ 1. 
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Furthermore, the reactions in quasi-equilibrium were identified using partial equilibrium 

analysis (PEA). The results of the partial equilibrium analysis and sensitivity analysis for 

the model response p2A& and reaction steps for which  v	S`,2A&
K v ≥ 0.2 over Ni (111) and 

Ru (001) are reported in Figure 4. 6 and Figure 4. 7, respectively. The relative sensitivity 

coefficient and partial equilibrium coefficients for all of the reaction steps are reported in 

the Supporting Information. The forward and backward reaction rates of all the reaction 

steps over Ni (111) and Ru (001) are also reported in the appendix to chapter 4. 
 

 
Figure 4. 6 (a) Relative sensitivity coefficients (𝑆_,<0&

5 ) (b) Partial equilibrium coefficient 

φ analysis of CO2 methanation reaction steps (𝑘) for which  |𝑆_,<0&
5 | ≥ 0.2 reported over 

Ni (111) at space-time value of 0.01 gcat∙h∙mol-1 at reaction temperature 550 K and 10 atm 

pressure. R10: HCO*→CO*+H*, R24:  CH3O*→CH3*+O*, R26: CHO*→CH*+O*, R41: 

CO2→CO2* and R43: H2O*→H2O + *. 

 

Figure 4. 6 shows that of the 46 elementary reactions, five of them satisfy the criteria 

|S`,2A&
K | ≥ 0.2 with R41 (CO2 adsorption) being the most sensitive reaction on Ni (111) 

followed by CHxO* reduction reaction steps R26 (CHO* reduction) and R24 (CH3O* 

reduction), H2O* desorption step R43 and lastly CO* hydrogenation step R10. This 

analysis suggests that these five reaction steps are kinetically relevant, given the model 

response p2A& and of these five reactions, two are in quasi-equilibrium. Based on the SA 

and PEA criteria it was concluded that the remaining three reaction steps i.e. R41, R26, 

and R24 are candidates for RDS.  
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A similar analysis was performed to identify dominant reaction pathway for methanation 

on Ru (001). Figure 4. 7 reports 11 reaction steps that satisfy the criteria |S`,2A&
K | ≥ 0.2 

with R1 (CH3* hydrogenation) being the most sensitive reaction on Ru (001). 

 

 
Figure 4. 7 (a) Relative sensitivity coefficients (𝑆_,<0&

5 ) and (b) Partial equilibrium 

coefficient φ analysis of CO2 methanation reaction steps (𝑘) for which  |𝑆_,<0&
5 | ≥ 0.2 

reported over Ru (001) at space-time value of 0.01 gcat∙h∙mol-1 at reaction temperature 550 

K and 10 atm pressure. R1: CH3*+H*→CH4*, R5: CO2*→CO*+O*, R7: 

CO2*+H*→HCOO*, R9: HCOO*→HCO*+O*, R17: CO*+H*→COH*, R21: 

COH*→C*+OH*, R23: CHO*+H*→CH2O*, R25: CH2*+O*→CH2O, R26: 

CHO*→CH*+O*, R33: H2→H*+H* and R41: CO2→CO2*. 
 

All of these reaction steps, except for R33, follow the partial equilibrium analysis and 

sensitivity analysis criteria and can be considered a RDS candidate. However, it is difficult 

to establish the RDS given only SA and PEA coefficients especially when there are more 

than one highly sensitive reaction step. Hence, to further identify the RDS and dominant 

pathway of CO2 methanation over Ni (111) and Ru (001) surfaces, a graph-based algorithm 

was employed. The following section discusses the results from this analysis. 
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4.3.2.3 Reaction mechanism analysis of CO2 methanation 

 

The widest path algorithm was employed for identifying dominant pathways. This 

algorithm uses a graphical representation of the reaction steps to identify pathways and 

compare their respective limiting rates. Further details about the graphical representation 

are presented in section 4.2.3, details regarding the code availability are mentioned in the 

supporting information. Figure 4. 8 displays the dominant reaction pathway and RDS of 

CO2 methanation reaction over Ni (111) and Ru (001) as identified by the algorithm.  

 

 
Figure 4. 8 Dominant reaction pathway and rate-determining steps for CO2 methanation 

reaction on (a) Ni (111) and (b) Ru (001) as identified from the algorithm. 

 
The RDS is identified to be R26 (CHO* reduction to CH* and O*) on Ni (111) and R1 

(CH3* hydrogenation to form CH4) on Ru (001). It should be noted that our algorithm 

identified multiple pathways with the same RDS, however, only the fastest reaction route 

from reactant to RDS’s reactants and RDS’s product to final product is considered in the 

(a) (b) 
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dominant pathway. Other pathways with the same RDS are reported in the appendix to 

chapter 4. 

 

From Figure 4. 8 it is observed that direct dissociation of CO2* to CO* is favored on both 

Ni (111) and Ru (001). Our DFT calculations also showed that the direct dissociation of 

CO2 is favored compared to hydrogenation on both Ni (111) and Ru (001) surfaces. This 

is followed by CO* hydrogenation leading to HCO* and COH* formation on Ni (111) and 

Ru (001) respectively. Interestingly, the CO* hydrogenation to HCO* (reversible reaction 

of R10) was predicted to be the favored CO* activation route on both Ni (111) and Ru (001) 

surfaces. However, the microkinetic study reveals that CO* hydrogenation to COH* is the 

favored route on Ru (001). Further reduction of CHO* leads to CH* formation on Ni (111) 

whereas COH* reduces to C* on Ru (001) leading to relatively higher C* formation on Ru 

(001) as observed in Table 4. 2. Lastly, sequential hydrogenation of CH* and C* leads to 

CH4 formation on Ni (111) and Ru (001) respectively. Side reaction steps of WGS reactions 

are not considered in the methanation reaction analysis. 

 

Having known the RDS for methanation on both surfaces, their respective rates were 

compared to further evaluate the catalytic performance of Ni (111) and Ru (001). It was 

observed that the rate of RDS for methanation (CHO* reduction) on Ni (111), i.e. 5.07x10-

10 mol/gcat∙h, is higher than the rate of RDS for methanation (CH3* hydrogenation) on Ru 

(111), i.e. 1.02x10-13 mol/gcat∙h, further suggesting that methane formation is more favored 

on Ni (111). This observation is the same as that previously seen in literature 190,191. 

 

In short, the above analysis quantifies and compares catalytic performance that further lays 

the foundation and provides a pathway for developing better performing catalysts. 

 

4.4. Summary and Conclusions 

 

In summary, we presented the CO2 methanation reaction mechanism over Ni (111) and Ru 

(001) surfaces. We employed a benchmarked DFT functional and considered a 

comprehensive reaction network of 46 elementary reactions. The contradictions in the 
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reaction pathways (via CO2* direct dissociation vs CO2* hydrogenation, CO* direct 

dissociation vs CO* hydrogenation and with/without CO* intermediate routes) are 

addressed. Our DFT calculations predicted that the CO2 direct dissociation is favored 

compared to CO2 hydrogenation on both Ni (111) and Ru (001). Additionally, CO* 

hydrogenation to form HCO* is favored on both the surfaces. Notably, the CH* stepwise 

hydrogenation is kinetically and thermodynamically less favored on Ru (001) compared to 

Ni (111). Based on the DFT calculated energies we developed a MKM, and our 

microkinetic calculations predicted that Ru (001) has higher activity compared to Ni (111). 

It is also relatively less likely to deactivate due to CO* deposition. However, Ni (111) is 

more selective than Ru (001) due to higher activation barrier for CHx hydrogenation on Ru 

(001). Notably, we also identified the relevant reaction steps and the dominant pathway for 

CO2 methanation on Ni (111) and Ru (001). The dominant pathway for methanation on Ni 

(111) is CO2*→CO*→HCH*→CH*→CH2*→CH3*→CH4* with the RDS being 

CHO*→CH*+O*. Whereas on Ru (001), the dominant pathway is 

CO2*→CO*→COH*→C*→CH*→CH2*→CH3*→CH4* and the RDS is 

CH3*+H*→CH4*. It is observed that the rate of RDS for methanation is higher on Ni (111), 

i.e. 5.07x10-10 mol/gcat∙h, compared to Ru (001), i.e. 1.02x10-13 mol/gcat∙h, further 

suggesting methanation more favored over Ni (111). We believe that the current work lays 

the foundation and provides a pathway for developing active and stable CO2 methanation 

catalysts.
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Chapter 5 Investigating methane dry reforming on Ni and B 

promoted Ni surfaces: DFT assisted microkinetic analysis and 

addressing the coking problem 
 

Ni-based catalysts have shown good activity for DRM reaction. However, 

deactivation due to carbon formation is a serious concern. Several strategies 

are proposed, including doping by other metals and metalloids, to improve 

the stability of Ni, and hence we investigated boron-doped Ni (NiB) as a 

potential catalyst for DRM. Combined DFT and microkinetic modeling are 

performed to identify the dominant reaction pathways and kinetically relevant 

steps of the DRM reaction system on Ni and NiB surfaces. A detailed reaction 

network involving multiple CO2 and  CH4 dissociation routes, side reactions 

(H2O formation, Boudouard reaction) and desorption of products is 

considered on both surfaces. The DFT calculations suggest that both Ni and 

NiB share similar CO2 (direct dissociation to CO*) and CH4 (sequential 

dehydrogenation to C*) activation routes. Compared to Ni, the CO2 activation 

barrier on NiB is higher by 44 kJ/mol but the barriers in CH4 activation routes 

are significantly lower. Subsequently, the DFT-calculated energies were used 

to develop a microkinetic model of the DRM process over Ni (111) and NiB 

catalysts. It was observed that the dominant pathway on Ni causes carbon 

formation on the catalyst surface. Whereas the dominant reaction pathway on 

NiB includes CH2* oxidation, which prevents carbon formation, making it a 

more stable catalyst. Furthermore, the forward rate constant of Boudouard 

reaction (CO2*+C*→2CO*) was significantly higher on NiB and hence the 

carbon formed is consumed at a faster rate. Thus, NiB is a potential catalyst 

that can resist deactivation during the DRM process. 
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5.1 Introduction 

 

5.1.1 Dry reforming of methane and potential catalysts 

 

As mentioned in the introduction of this thesis, dry reforming of methane (DRM) 

converts two greenhouse gases, CH4 and CO2, to syngas (H2/CO ratio of 1:1) that 

can further be used in Fischer-Tropsch synthesis to produce long-chain 

hydrocarbons. Transition metals such as Pt, Pd, Ru, Rh, Ir, and Ni have shown good 

catalytic activity for this reaction 66,70. Wei and Iglesia 71 compared DRM turnover 

rates on Pt, Ru, Rh, Ir and Ni catalysts. They found that these rates are higher on 

noble metals compared to Ni catalyst 71. Even though noble metals are more active 

and selective, Ni-based catalysts are viable, considering their low cost and 

availability 62,66,72.  

 

5.1.2 Effect of promoters on Ni catalyst performance for DRM 

 

A serious concern for the Ni-based catalysts is deactivation due to carbon deposition 
73,74,192. For improving the stability of Ni catalysts, several strategies were proposed, 

including doping by other metals and metalloids 75–79,193. The addition of promoters, 

however, often leads to a trade-off between catalyst activity and stability. Recently, 

Chen et al. 194 proposed that an ideal catalyst for DRM must have lower CO2 and 

CH4 dissociation barriers. Bengaard et al. 77 studied the effect of K doping on Ni 

(111) and Ni (100) surfaces. DFT calculations showed that the CH4 dissociation 

barrier increased by ~20 kJ/mol on K doped Ni surfaces 77. Hardly any breakthrough 

has come in improving the stability of Ni-based catalysts because it was done more 

or less arbitrarily without comprehensive understanding at molecular and process 

levels. Through several computational and experimental studies, Xu et al.80–82 

showed that boron doping improves the stability of Ni catalysts without 

downgrading activity. Based on scanning electron microscopy (SEM) and 

temperature-programmed oxidation (TPO), it was shown that the amount of 

deposited carbon reduced by 80% 81. Moreover, DFT studies show that the CH4 

activation barrier is lower by 27 kJ/mol on NiB surface compared to Ni (111) surface 
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82. Thus, NiB can be a potential catalyst for DRM. However, for employing NiB to 

study DRM necessitates the fundamental understanding of the elementary reaction 

steps and reaction energetics in the conversion of CO2 and CH4 to syngas on Ni and 

on NiB. To the best of our knowledge, there are no computational studies reported 

in the literature that investigate NiB as a potential catalyst for the DRM reaction. To 

evaluate the effects of B doping, it is essential to comprehensively study DRM 

reaction on clean Ni first and then compare the changes in the reaction pathways and 

energetics due to B doping.  

 

5.1.3 DRM reaction mechanism 

 

DRM reaction network is complex as it involves a large number of elementary 

reactions that can be grouped under three reaction categories: i) CH4 stepwise 

dehydrogenation, ii) formation of surface oxidants (O*/OH*, where * represents 

metal surface), and iii) CHx oxidation 83. Typically, on Ni (111), the computed 

activation barriers for the dissociation of CH4 to CH3* and CH* to C* were 

substantially higher compared to other steps and CH* dehydrogenation had a larger 

barrier than CH4 dissociation 84–86. However, Wei et al. 71 performed isotopic tracing 

and exchange measurements and proposed that CH4 dissociation was the rate-

determining step (RDS) in DRM. In addition, Li et al. 85 confirmed that sequential 

dehydrogenation was favored (both thermodynamically and kinetically) over 

bimolecular reactions, and that production of gas-phase C2 hydrocarbon species was 

highly unlikely. The sequential dehydrogenation of CH4 leads to the formation of 

surface carbon that deactivates nickel catalysts by blocking reactive sites and also 

diffusing into Ni, forming nickel carbide 73,74. 

 

Very little is known about the subsequent oxidation of CHx by surface O*/OH*. The 

oxidants can also be the key decoking media via reactions with surface carbon. In 

DRM, these oxidants are generated from the dissociation of CO2. Various CO2 

dissociation routes (direct dissociation and H-assisted transformation via 

COOH*/HCOO* intermediate) are studied and the direct decomposition of CO2* to 

CO* and O* is proposed to be the dominant CO2 conversion route on Ni (111) 87,88. 
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Hence, O* is suggested to be the major oxidizing agent generated from CO2. 

However, Zhu et al. 87  reported a barrier of 129 kJ/mol for forming OH* from O*, 

and hence both OH* and O* can be present during the DRM reaction. 

 

Among the different oxidation routes by O* and OH*, CH3* and CH2* oxidation 

reactions are suggested to be kinetically and thermodynamically impeded and only 

CH* and C* oxidation steps are kinetically feasible reactions 64,84,86,87. It is 

interesting to note that often the CH*/C* oxidation step is described as the rate-

determining step. Interestingly, Fan et al. 64 considered three possible dominant 

reaction pathways (C* oxidation by O* and OH* and CH* oxidation by O*) and the 

contribution of each path was calculated to be 73.1%, 8.4% and 18.5% respectively, 

indicating that C* oxidation by O* is the dominant reaction path. 

 

5.1.4 Challenges in DRM 

 

The methane reforming pathway involves decomposition of CH4 to form CH* or C* 

followed by O*/OH* oxidation and, finally, formation of CO*. However, the RDS 

in DRM is still debated. Some authors describe CH4 dissociation as the RDS 71 

whereas other studies have shown the reactions of C*/CH* oxidation by O*/OH* as 

the RDS 64. This inconsistency in the RDS reported in various studies appears to 

result from the intricacy of the DRM reaction network, making the 

experimental/computational predictions extremely challenging. In addition, the 

barriers for C*/CH* oxidation by O*/OH* are closer and hence the differences in 

theory level employed in different DFT studies may have resulted in different 

predictions for the RDS by different groups. It was observed that a small deviation 

in the DFT-predicted barriers and reaction energies affected the results of the 

microkinetic model significantly 106. Thus, accuracy of DFT prediction is vital and 

it predominantly depends on the approximated exchange-correlation functional 146. 

Selection of accurate functional is ignored in the majority of the to date DFT studies 

on DRM and popular functionals such as PBE and PW-91 are employed 87,140. 

Additionally, insights about the reaction pathways that control catalyst performance 

at any given reaction operating conditions can only be obtained by combining DFT 
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with microkinetic modelling. However, only a few DFT studies reported in the 

literature are extended to develop a microkinetic model. Another key observation is 

that the number of reactions included in various studies are different and Boudouard 

reaction, identified as a potential carbon source, and other side reactions had not 

been considered in the majority of DFT studies reported to date. Thus, we conclude 

that the existing DFT studies on DRM are inaccurate, based on incomplete reaction 

networks, and must have corrections applied before using results of DFT simulations 

in microkinetic modeling. 

 

In this study, we performed a combined DFT and microkinetic modeling to identify 

the dominant reaction pathways and kinetically relevant steps of the DRM reaction 

system on Ni (111) and NiB surfaces. We considered a comprehensive reaction 

network of 38 elementary reactions (including possible side reactions) and 

combined DFT and microkinetic model with different operating conditions to 

explain the effect of operating conditions on RDS.  The (111) facet of Ni was 

selected as it is the lowest energy facet and usually dominates the surface 179. Based 

on the benchmarking studies 178 presented in chapter 3 of the thesis, rPBE-vdW 

functional with a correction of 28 kJ/mol for gas-phase CO2 energy is employed for 

studying this reaction. rPBE-vdW functional was identified as the only functional 

that predicts both CO2 and CO adsorption correctly 178. The dominant reaction 

pathways were identified on Ni (111) and NiB surfaces. 

 

In Section 5.2, details of computational methods and the simulation system are 

discussed. Multiple pathways for activation of CO2 and CH4 are presented on Ni 

(111) and NiB surfaces. The DFT calculated activation barriers along with free 

energy values are reported in Section 5.3, along with the results from the 

microkinetic study. The key findings from this study are summarized in Section 5.4. 
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5.2. Computational details 

 

5.2.1 DFT calculations 

 

Vienna ab initio Simulation Package (VASP) was used to perform all DFT 

calculations. The interaction between valence electron and ions was described using 

projector augmented wave (PAW) method. Periodic spin-polarized calculations 

were performed with a plane wave cut-off energy of 450 eV and a k-points sampling 

of 3x3x1 with Monkhorst-pack scheme. Energy convergence criteria of 10-6 eV/Å 

per unit cell and a force tolerance of 0.05 eV/Å were employed to ensure high level 

of accuracy.  

 

Generalized gradient approximation (GGA) based exchange-correlation functional 

is employed in the formulation of rPBE-vdW functional based on the previous 

benchmarking studies presented in Chapter 3 178. Based on the activation barrier and 

DFT-simulated XPS shift calculations rPBE-vdW functional was identified as the 

best available choice of functional for studying CO2 conversion reactions 178. Ni and 

B-doped Ni surfaces were modeled by considering the most stable (111) facet using 

4- or 5- layer, p (4x4) unit cell. On NiB surface, boron occupies the subsurface 

octahedral sites present in Ni and the strong interaction between neighboring boron 

atoms leads to the surface reconstruction of Ni atoms and it begins to resemble a 

stepped surface as shown in Figure 5. 1. Details about the structure (location of 

boron promotion) and stability of NiB surface is given in appendix to chapter 5.  To 

avoid interaction with the adjacent cell in the z-direction, an inter-slab distance of 

12 Å was added. The bottom two layers were fixed in all our calculations. 
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Figure 5. 1 Structure of Ni (111) (side (a) and top (b) view) and Ni with subsurface B after 

reconstruction (side (a) and top (b) view). Ni atoms are represented as blue balls and B in 

salmon. 

 
The transition state (TS) for all reactions were calculated using the Nudged Elastic 

Band (NEB) method. 8-12 images were used in NEB and the NEB image closest to 

TS was optimized using the quasi-Newton algorithm. Besides, vibrational frequency 

analysis was performed to confirm TS. We calculated zero-point energy and 

thermodynamic corrections at pertinent experimental conditions. The enthalpy 

corrections for gas-phase molecules are taken from thermodynamic tables while we 

employed statistical thermodynamics using vibrational partition function for the 

adsorbed system. All the reaction energies and activation barriers are reported as 

Gibbs free energy change. We considered reactants/products in separate unit cell 

and reaction free energy, Gr, is calculated as GK =	GL(L(FS) −	GL(L(IS), with FS and 

IS referring to final and initial state structures. The corresponding activation barrier, 

Ga, is calculated as GD =	GL(L(TS) −	GL(L(IS), with TS referring to transition state 

structure. 

 

(a) (b) 

(c) (d) 
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5.2.2 Microkinetic model 

 

The simulations are based on a previously proposed model of the dry reforming 

process over Ni surface 64. The model reported a list of 33 relevant elementary 

reaction steps whose kinetic rate constants are evaluated based on the DFT data 

using the transition state theory 64,87. We employed the same methodology to 

generate values of rate constants for each elementary reaction step. Once the rate 

constants are known the elementary rate equations are written.  

Consider the surface reaction  

𝐴∗ + 𝐵∗ 	↔ 𝐶∗ + 𝐷∗ 

 

The forward rates are computed for a given reaction condition using the following 

equation 

 𝑟M = (𝑘M,5%𝜃N𝜃O) × 𝑁F'L&,L(LDQ                           (5.1) 

where, 𝑟M  is the forward reaction rate in mol/gcat∙s, 𝑘M,5% is the forward reaction rate 

constant in s-1, 𝜃N and 𝜃O  are the fractional coverages of species 𝐴 and 𝐵, Nsite,total is 

the total number of active sites in mol/gcat. If the reacting species is in gas phase  

𝐴(𝑔) +	∗	↔ 	𝐴∗ 

then the forward rates are given as 

          																		𝑟M =	𝑘M,5% ×	
c'
c()*

× 𝜃∗ × 𝑁F'L&,L(LDQ                  (5.2)   

where, 𝜃∗is the fractional surface coverage of the free site, 𝑃N is the partial pressure 

of 𝐴 and 𝑃]Vd  1 bar. The backward reaction rates are also written in a similar fashion 

as equation (5.1) for surface reactants and equation (5.2) for gas phase reactants. The 

rate constants in equation (5.1) and (5.2) respectively are computed using transition 

state theory (equation 5.3). 

  

 𝑘M 	= kS	T/h	exp 7
8∆f+,-,/

gh
:                             (5.3)  

where, kS is the Boltzmann constant, h is the Planck’s constant, R is the universal 

gas constant, 𝑇 is the reaction temperature and ∆𝐺TUV,M  is the Gibbs free energy of 

activation step computed after adding temperature and entropic corrections to the 
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DFT generated energies. Further details on evaluating these rate constants and Gibbs 

energies are mentioned in the appendix. 

 

Once the rate constants are computed, the rate equations are evaluated and are then 

assembled for each species to generate differential equations of species balance. 

Considering an ideal PFR reactor as a reasonable simplification for a typical fixed-

bed reactor, the reactants conversions are also written from the differential equations 

of reactant balance.  

  																								 di0
dj123

k
=	∑ 𝜎X.W𝑟X

#	[M	5\TUVX[3]
X                   (5.4) 

 

where, 𝑊 is the weight of catalyst in g, 𝐹$ is the total molar flow rate of gases in 

mol∙h-1 , 𝜎X,W  is the stoichiometric coefficient of species 𝑗 in reaction 𝑖, 𝑟X is the rate 

of reaction 𝑖 and 𝜃W  is the surface coverage of species 𝑗 

 																																		 dl$4&
dm 1

2$4&
n
=	𝑟J                                 (5.5) 

 

 																																	 dl$5!
dm 1

2$5!
n
=	𝑟9o                                (5.6) 

 

where, 𝑥<0&  and 𝑥<p!  are conversions of gaseous reactants CH4 and CO2 and 𝑟<0&  

and 𝑟<p!  are their respective rates of adsorption on the catalyst surface: 

𝑟J: 𝐶𝐻#(𝑔) +	2∗	 	↔ 	𝐶𝐻9∗ +	𝐻∗ 

𝑟9o: 𝐶𝑂!(𝑔) +	∗	↔ 	𝐶𝑂!∗ 

The surface coverages are obtained as a function of space-time by solving the above 

system of differential equations; solution was obtained using the MATLAB-

implemented ode-solver ode15s. The partial pressure of the gaseous species is 

evaluated using expressions that were previously reported 64. 

 

Herein, we re-compute the results of the previous model64 since it is the most 

extensive DFT based microkinetic study of DRM available in the open literature. 

We then propose an extention of the model, which includes further elementary 

reactions and DFT corrections, to demonstrate the effects of the choice of DFT 

functional and inclusion of side reactions. Table 5. 1 enlists the specifications of the 

microkinetic model developed in this study. It should be noted that our model is 
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constructed and refined based on a study of a series of models that differ in the 

number of elementary reaction steps and DFT corrections used, and validated 

against experimental data 195.  

 

Table 5. 1 Different model specifications based on the values of DFT functionals, 

corrections, elementary reactions, and standard pressure. 

Specification Literature 

model64  

This work  

DFT functional PBE124  rPBE-

vdW128 

Dispersion correction196 No Yes 

Number of elementary steps 33 38 

Pstd 1 Pa 105 Pa 

 

The following five extra reactions are included in this study in addition to the 33 

reactions in the literature model 64: reactions I-III are second hydrogenation of CO2, 

IV is a possible side reaction and reaction V is the Boudouard reaction. 

COOH*+H*→HCOOH* I 

HCOO*+H*→HCOOH* II 

HCOOH*→HCO* +OH* III 

OH*+OH*→H2O*+O* IV 

CO2*+C*→2CO* V 

 

Following assumptions were made while constructing the microkinetic models 

1. Each site can be occupied by at most one adsorbate. This is referred to as the 

"exclusion principle". 

2. All catalytic sites are equivalent, and any surface species has the same 

"stability" (quantified by the binding energy) at any site on the surface. 

Consequently, the probability of finding any site occupied by a species is 

equal to its fractional surface coverage. 

3. No spatial correlations are observed between adsorbates.   

4. Kinetic constants are independent of coverage  
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5. The gradient of temperature and pressure along the catalyst bed is negligible. 

 

5.2.3 Rate determining step 

 

After developing the microkinetic model for the methane dry reforming process, 

further analysis is performed using this model to identify the rate determining step 

(RDS). The previously reported studies 95,181,183 have employed the sensitivity 

analysis and partial equilibrium analysis criteria 183,197 on their respective 

microkinetic models to identify the RDS and the kinetically relevant steps for the 

WGS reaction on Pt95 and Ni181, and for the WGS, steam and dry reforming reactions 

over Rh183. Here, a similar strategy was applied to identify the kinetically relevant 

steps from the list of all considered elementary reactions over Ni (111) and B-doped 

Ni. The sensitivity analysis identifies the most sensitive reaction steps towards 

product formation. These reaction steps are candidates for RDS. The partial 

equilibrium analysis then eliminates the candidate reaction steps that are in 

equilibrium. Knowing that the overall reaction is in not equilibrium at the given 

reaction condition, its RDS cannot be in equilibrium.  

 

The sensitivity analysis (SA) and partial equilibrium analysis were performed on the 

microkinetic model and the rate-determining steps for different reaction conditions 

were predicted. The partial equilibrium (PE) coefficient (𝜑W) of each reaction j is 

evaluated using the following expression (5.7) 

 
																																								𝜑W =	

50
/

50
/q	50

6                          (5.7) 

 

where, 𝑟W
M , 𝑟W^  are the forward and backward rates of the jth elementary reaction. 

Whereas the sensitivity coefficients of each reaction steps were computed by 

applying a small perturbation (∆_0
_0
= 5%)) to the rate constant (𝑘W) of each step 𝑗 

separately, and a series of simulations were carried out to observe the influence on 

a selected model response (𝑀_), e.g. the reactant fractional conversion. Given that 

rate constants of different elementary steps are over several orders of magnitude 
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higher than the model responses, a sensitivity coefficient is defined for each reaction 

j using the following expression (5.8), 

 																														𝑆_,W =	
= Q%r7
= Q% _0

	≈ 	 ∆r7	_0
r7	∆_0	

                     (5.8) 
 

where 𝑆_,W  is the sensitivity coefficient and 𝑀_  is the model response for the kth 

variable. This analysis is carried out to identify the kinetically relevant steps of the 

reaction on Ni (111) and B-doped Ni catalyst surfaces. 

 

Since RDS of the DRM reaction process is debatable and depends on reaction 

conditions and the choice of a catalyst, we also performed simulations over a wide 

range of reaction conditions on Ni (111) surface in order to identify the different 

kinetically relevant steps for each reaction conditions. As the DRM reaction is 

highly endothermic, high reaction temperatures were selected for the sensitivity 

analysis i.e. 873 K, 973 K, and 1073 K. Moreover, the sensitivity coefficients were 

computed for different reaction pressures and inlet feed ratios (reactants vs inert gas) 

taken from experimental studies. Details of these reaction conditions (or cases) and 

their results are given in the appendix to chapter 5. 

 

5.3 Results and Discussion 

 

5.3.1 DFT study of DRM on Ni (111) and NiB 

 

DRM reaction network in the current study includes CH4 sequential 

dehydrogenation routes, CO2 dissociation routes, CHx (x = 0 to 3) oxidation by OH* 

and O* routes, other side reactions (H2O formation, Boudouard reaction) and 

desorption of products (cf Figure 5. 2 and Table 5. 2). All these reactions are studied 

on Ni and NiB surfaces and are presented in the following sub-sections. We report 

the reaction energy and reaction barriers as Gibbs free energy change (unless 

otherwise stated). Since majority of the published articles only report electronic 

energies, we compared the electronic energy barrier for different reactions with 

previous works (to validate) and reported in appendix to chapter 5. The reaction 
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energies and activation barriers (free energy) of all the elementary reactions on Ni 

(111) and NiB are listed in Table 5. 2.  
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 2 (a) CO2 dissociation routes and (b) CH4 sequential dehydrogenation routes and 

CHx (x = 0 to 3) oxidation by OH* and O* routes. Also, note that the microkinetic model 

takes into account all of these reactions as reversible 

 

Table 5. 2 Calculated free energy barriers and reaction free energies (973K and 10 bar 

pressure) of all elementary reactions for DRM on Ni (111) and NiB surfaces. The reactions 

include CH4 sequential dehydrogenation routes, CO2 dissociation routes, CHx (x = 0 to 3) 

oxidation by OH* and O* routes, other side reactions (H2O formation, Boudouard reaction) 

and desorption of products. Though not shown as reversible reactions here, the microkinetic 

model takes into account all of these reactions as reversible.  

Reaction Activation barrier 

(kJ/mol) 

Reaction free energy 

(kJ/mol) 

Ni (111) NiB Ni (111) NiB 

R1 CH4→CH3*+H* 164 107 83 55 

R2 CH3*→CH2*+H* 58 87 5 62 

R3 CH2*→CH*+H* 35 56 -25 13 

(a) (b) 
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R4 CH*→C*+H* 126 96 41 55 

R5 CO2*→CO*+O* 63 107 -101 -48 

R6 CO2*+H*→COOH* 112 143 30 26 

R7 CO2*+H*→HCOO* 69 61 -18 -54 

R8 COOH*→CO*+OH* 7 59 -120 -120 

R9 HCOO*→HCO*+O* 148 226 45 113 

R10 HCO*→CO*+H* 14 13 -126 -107 

R11 COOH*+H*→HCOOH* 82 89 11 27 

R12 HCOO*+H*→HCOOH* 104 132 60 107 

R13 HCOOH*→HCO*+OH* 63 72 -5 -39 

R14 CH3OH*→CH2OH*+H* 143 113 60 45 

R15 CH2OH*→CHOH*+H* 72 72 -19 11 

R16 CHOH*→COH*+H*  20 65 -69 18 

R17 COH*→CO*+H* 100 72 -112 -176 

R18 CH3*+OH* →CH3OH* 182 218 18 63 

R19 CH2*+OH*→CH2OH* 133 94 73 45 

R20 CH*+OH*→ CHOH* 137 146 79 44 

R21 C*+OH*→COH* 133 139 -30 7 

R22 CH3O*→CH2O*+H* 102 89 46 42 

R23 CH2O*→CHO*+H* 34 43 -37 -14 

R24 CH3*+O* →CH3O* 130 151 6 -5 

R25 CH2*+O*→CH2O* 132 102 47 -26 

R26 CH*+O*→ CHO* 142 158 35 -53 

R27 C*+O*→CO* 156 159 -131 -215 

R28 CH3OH*+*→ CH3O*+H* 97 87 -23 -23 

R29 CH2OH*+*→ CH2O*+H* 70 96 -37 -26 

R30 CHOH*+*→ HCO*+H* 57 72 -54 -51 

R31 O*+H*→OH* 114 117 10 -45 

R32 OH*+H*→H2O* 125 121 18 14 

R33 H*+H*→H2 57 58 -39 -54 

R34 OH*+OH*→H2O*+O* 89 113 8 59 
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R35 CO2*+C*→2CO* 154 132 -232 -263 

R36 CO2→CO2* - - 99 58 

R37 CO*→CO - - 25 33 

R38 H2O* →H2O + * - - -59 -32 

 

5.3.1.1 CH4 stepwise dehydrogenation (R1 - R4) 

 

Methane activation is anticipated to occur irrespective of the presence of CO2 71. 

CH4 adsorbs very weakly on Ni (111) surface with binding energy (electronic 

energy) of -12 kJ/mol which is in close agreement with the computed value (-20 

kJ/mol) predicted by Han et al. 84. The stepwise dehydrogenation of CH4 to surface 

methyl (CH3*), methylidene (CH2*), methyne (CH*) and carbon/coke (C*) is 

studied and the free energy diagram is shown in Figure 5. 3. CH4 dehydrogenation 

to CH3* and H* has the highest free energy barrier (164 kJ/mol) and this reaction is 

endergonic with reaction free energy of 83 kJ/mol. The dehydrogenation of CH2* to 

CH* is the only exergonic reaction (reaction free energy of -25 kJ/mol) and has the 

lowest free energy barrier (35 kJ/mol), making it thermodynamically and kinetically 

favorable reaction. C* formation on Ni (111) must overcome a barrier of 126 kJ/mol 

and this reaction is also endergonic with reaction free energy of 41 kJ/mol. 

 

On NiB surface, CH4 adsorbs with similar binding energy (electronic energy) of -12 

kJ/mol. However, the activation barrier for CH4 dehydrogenation to CH3* and H* is 

only 107 kJ/mol which is 57 kJ/mol lower than that on Ni (111) surface. This 

difference in the activation barrier is consistent with the calculated barrier by Xu et 

al. 82. Interestingly, this reaction is less endergonic on NiB (55 kJ/mol) compared to 

Ni (111), which is attributed to the stronger binding of CH3* and H* on NiB surface 

compared to Ni (111) surface (cf Table 5. 2). On NiB surface all the dehydrogenation 

steps are endergonic. The subsequent dehydrogenation of CH3* to CH2* is more 

endergonic (62 kJ/mol) with a slight increase in the barrier (87 kJ/mol) on NiB 

surface compared to Ni (111) surface. CH2* dehydrogenation to CH* has the lowest 

free energy barrier (56 kJ/mol) and is slightly endergonic. For CH* dehydrogenation 

to C*, the reaction free energy is slightly higher on NiB (55 kJ/mol). However, the 
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164 
(83) 

58 
(5) 

35 
(-25) 

126 
(41) 

107 
(55) 

87 
(62) 

96 
(55) 

56 
(13) 

CH* dissociation barrier is much lower (96 kJ/mol) than that on Ni (111). In 

addition, because of the comparatively higher barrier for CH* dehydrogenation on 

both Ni (111) and NiB, CH* coverage is expected to be relatively higher than CH2* 

and CH3* coverages. Interestingly, the overall reaction energy on NiB is 186 kJ/mol 

which is 82 kJ/mol more than that on Ni (111) surface. This high overall reaction 

energy may change the CH4 activation route via the sequential dehydrogenation (to 

form C*) on NiB surface and subsequently can have an effect on the carbon 

coverages. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. 3 Methane dissociation on Ni (111) and NiB. (a) Free energy barriers and 

reaction free energies (inside brackets) and (b) free energy profile for sequential 

dehydrogenation of CH4 to C*. Free energies on Ni (111) and NiB are presented in blue 

and red color respectively.  
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To summarize, the CH4 and CH* dissociation barriers are substantially higher on 

both Ni (111) and NiB surfaces compared to other steps. In addition, on NiB surface 

the CH4 and CH* dissociation barriers are lower by 57 kJ/mol and 30 kJ/mol 

respectively compared to Ni (111).  
 

5.3.1.2 CO2 activation mechanism 

 

Two key routes are possible for the conversion of CO2 to CO* and O*: i) direct 

dissociation of CO2 and ii) H*-mediated formate route. We analyze both these routes 

on Ni (111) and NiB surfaces and the corresponding free energy profiles are shown 

in Figure 5. 4.  
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Figure 5. 4 CO2 activation and dissociation on Ni (111) and NiB. (a) Free energy barriers 

and reaction free energies (inside brackets), (b) free energy profile for different CO2 

activation routes. In (a), barriers and energies on Ni (111) and NiB are shown in blue and 

red color respectively. The green, blue and orange lines in (b) indicate direct dissociation, 

COOH* route and HCOO* route, respectively. 
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CO2 adsorption and direct dissociation (R36, R5)  

 

The most stable configuration of chemisorbed CO2 on Ni (111) is shown in Figure 

5. 5 a. CO2 binding energy (electronic energy) on Ni (111) surface is -17 kJ/mol and 

it is 36 kJ/mol higher than the reported binding energy by Wang et al. 88. This 

difference in binding energy is attributed to the choice of the functional employed. 

Wang et al.88 employed PBE functional while we used rPBE-vdW functional with a 

correction of 28 kJ/mol for gas phase CO2 energy. Base on the previous study 

(chapter 3) we found that rPBE-vdW functional, with a correction of 28 kJ/mol for 

gas phase CO2 energy, is the accurate functional choice for studying CO2 conversion 

reactions 178. Moreover, several studies (including our previous study) have shown 

that rPBE-vdW functional is the accurate functional choice for predicting CO 

interactions with metal 156,178. 

 

On NiB, CO2 binds with two Ni atoms present in the top layer forming two Ni-O 

and C prefers the bridge site between two Ni atoms (cf Figure 5. 5 b). Compared to 

Ni (111), CO2 adsorbs strongly on NiB with binding energy (electronic energy) of -

61 kJ/mol. This strong adsorption is due to two reasons: i) boron binds strongest at 

the sub-surface octahedral position of Ni transforming the flat geometry of Ni (111) 

to stepped geometry making it more active, ii) boron is an electron-donating species 

and it can transfer charge to Ni which can be further transferred to the adsorbed CO2 

making its adsorption stronger 82.  

                   
 

Figure 5. 5 Most stable chemisorption configuration of CO2 on a) Ni (111) and b) NiB. 

Blue balls represent Ni atoms, salmon balls represent B atoms, red balls represent oxygen 

atoms, and grey balls represents carbon atoms. 

a b 

2 

1 
1 2 
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The direct dissociation of CO2* to CO* on Ni (111) has a barrier of 63 kJ/mol. This 

reaction is highly exergonic with reaction free energy of -101 kJ/mol making it 

kinetically and thermodynamically feasible reaction. On NiB the direct activation 

barrier of CO2* has a moderate barrier of 107 kJ/mol. This increase in the barrier is 

attributed to strong binding of CO2* on NiB compared to Ni (111). Even though this 

reaction is exergonic, the reaction free energy (-48 kJ/mol) is substantially lower 

than that on Ni (111) surface. 

 

CO2 hydrogenation route (R6 – R13)  

 

The H* adatom generated from CH4 sequential dehydrogenation subsequently can 

activate CO2* by binding to either one of the oxygen atoms (O2 in Figure 5. 5) to 

form COOH*, or to carbon atom to form HCOO* intermediate (cf Figure 5. 4). On 

Ni (111) surface, the activation barrier and reaction free energy are calculated to be 

112 kJ/mol and 30 kJ/mol respectively for forming COOH* and 69 kJ/mol and -18 

kJ/mol respectively for HCOO* formation. The COOH* formation barrier is much 

higher than the CO2* direct dissociation barrier. Interestingly, splitting this activated 

C-O bond in COOH* (dehydroxylation of COOH* to form CO* (R8)) is facile with 

a barrier and reaction free energy of 7 kJ/mol and -120 kJ/mol, respectively. Even 

though this barrier is much lower, the high barrier for forming COOH* from CO2 

(compared to direct dissociation barrier) makes it a less favorable route. Formation 

of HCOO* is kinetically and thermodynamically feasible. Nevertheless, dissociation 

of HCOO* to HCO* and O* (R10) must overcome a much higher barrier of 148 

kJ/mol. Interestingly, CO* formation from HCO* (R11) is highly exergonic with 

reaction free energy of -126 kJ/mol. This reaction has a lower barrier of 14 kJ/mol 

making it both thermodynamically and kinetically feasible reaction. However, CO* 

formation via HCOO* route is limited by the higher barrier of reaction R10. We also 

considered hydrogenation of COOH* and HCOO* to form HCOOH* (R11, R12). 

The barriers for forming HCOOH* from COOH* and HCOO* on Ni (111) are 82 

kJ/mol and 104 kJ/mol, respectively. For the subsequent dehydroxylation of 

HCOOH* to HCO* (R13), the activation barrier is 63 kJ/mol. All these routes have 

a barrier higher than that for direct dissociation of CO2*. 
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On NiB surface, the activation barrier for forming COOH* from CO2* (R6) and 

subsequent dehydroxylation (R8) of COOH* to CO* is 143 kJ/mol and 59 kJ/mol 

respectively. Thus, the CO2 hydrogenation barrier is higher than the CO2* direct 

dissociation barrier by 36 kJ/mol. The activation barrier for forming HCOO* from 

CO2* (R7) on NiB is calculated to be 61 kJ/mol which is 46 kJ/mol lower than the 

barrier for direct dissociation of CO2. In addition, this reaction is exergonic with 

reaction free energy of -54 kJ/mol making it both kinetically and thermodynamically 

more feasible reaction. However, the barrier for forming HCO* from HCOO* (R9) 

has to overcome a huge barrier of 226 kJ/mol with reaction free energy of 113 kJ/mol 

making it both kinetically and thermodynamically challenging. This huge barrier is 

attributed to strong binding of HCOO* on NiB surface. Dehydrogenation of HCO* 

to form CO* (R10) has a lower barrier of 13 kJ/mol and this reaction is highly 

exergonic with reaction free energy of -107 kJ/mol. However, the huge barrier and 

endergonicity for reaction R10 kinetically hinder the formation of HCO*. The 

barriers for subsequent hydrogenation of COOH* (R11) and HCOO* (R12) to 

HCOOH* are 89 kJ/mol and 132 kJ/mol respectively and dehydroxylation of 

HCOOH* to HCO* (R13) has to overcome a barrier of 72 kJ/mol. As mentioned 

before, since the barrier for forming COOH* is high, reaction R11 may not be a 

preferred pathway on NiB. However, the formation of HCOO* is both kinetically 

and thermodynamically feasible and, hence, HCOO* is likely to form on NiB. 

Nevertheless, the barrier for hydrogenation of HCOO* to HCOOH* is much higher 

and hence CO* formation via this route (R12 followed by R13) is also not expected. 

In short, comparing the activation barriers and reaction free energies for CO2 direct 

dissociation and H-assisted route, the direct dissociation of CO2* to CO* is favored 

on both Ni (111) and NiB surface. However, the direct dissociation of CO2 is less 

exergonic (lower by 53 kJ/mol) and the activation barrier is 44 kJ/mol higher on NiB 

compared to Ni (111). 

 

5.3.1.3 CHx (x = 0 - 3) Oxidation (O*/OH*) (R18 – R21, R24 – R27)  

 

As discussed before, direct dissociation of CO2* to CO* and O* is the dominant 

reaction pathway for the CO2 activation route. The O* adatom thus formed can 
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undergo subsequent reaction with CHx (x = 0 - 3) species forming CHxO (x = 0 - 3) 

on the surface. In addition, OH* formation from the hydrogenation of O* is 

thermodynamically possible on Ni (111) and NiB with reaction free energy of 10 

kJ/mol and -45 kJ/mol, respectively. Therefore, the CHx* species can undergo 

subsequent oxidation by OH* adatom forming CHxOH*. The CHx oxidation by O* 

and OH* on Ni and NiB surfaces are investigated, and free energies are shown in 

Figure 5. 6. 

 

The barrier for the oxidation of CH3*, CH2 and CH* by OH* (R18, R19, and R20) 

on Ni (111) are 182 kJ/mol, 133 kJ/mol and 137 kJ/mol respectively and for O* 

oxidation (R24, R25, and R26) the barriers are 130 kJ/mol, 132 kJ/mol and 142 

kJ/mol respectively. Both O* and OH* oxidation barriers are higher than the 

corresponding dehydrogenation barriers (R2, R3, and R4), and hence the formation 

of C* from CH4 via dehydrogenation is kinetically favored compared to the CHx* 

(x = 1 - 3) oxidation by OH*/O*. The adsorbed carbon thus formed can undergo 

O*/OH* oxidation. The barrier for C* oxidation by OH* (R21) and O* (R27) is 

calculated to be 133 kJ/mol and 156 kJ/mol respectively. Thus, the OH* oxidation 

barrier is 23 kJ/mol less than O* oxidation barrier making it the kinetically favorable 

oxidation route. This finding is in excellent agreement with the previous work by 

Zhu et. al. 87, who predicted OH* oxidation route has a lower barrier than the O* 

oxidation barrier. The COH* thus formed undergoes dehydrogenation (R17) to form 

CO* and this reaction is highly exergonic with reaction free energy of -112 kJ/mol 

and has to overcome a barrier of 100 kJ/mol. 
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Figure 5. 6 Free energy barriers and reaction free energies (inside brackets) for CHx 

oxidation by O*/OH* routes. Reaction free energies and barriers on Ni (111) and NiB are 

presented in blue and red color, respectively. 

 

The calculated barriers show similar trends on NiB surface also. The CH3*, CH2* 

and CH* oxidation (both O* and OH*) barriers are higher than the corresponding 

dehydrogenation barriers (cf Table 5. 2 and Figure 5. 6). Interestingly, the CHx* 

oxidation barriers are higher on NiB compared to Ni (111) except for CH2* 

oxidation (both O* and OH*). On NiB surface, the C* oxidation by O* (R27) is 

highly exergonic (-215 kJ/mol) with an activation barrier of 159 kJ/mol. The barrier 

for C* oxidation by OH* (R21) is calculated to be 139 kJ/mol. This reaction is 

slightly endergonic with reaction free energy of 7 kJ/mol. This barrier is 20 kJ/mol 

lower than O* oxidation barrier on NiB and hence OH* oxidation of C* is kinetically 

favored over O* oxidation. Interestingly, the OH* oxidation barrier of C* is slightly 

higher than the corresponding barriers on Ni (111) surface by 6 kJ/mol. The barrier 

(72 kJ/mol) for the subsequent dehydrogenation of COH* (R17) on NiB is 28 kJ/mol 

less than that on Ni (111) surface. The reaction is even more exergonic with a 

reaction heat of -176 kJ/mol making this reaction kinetically and thermodynamically 

more feasible. 
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In brief, both OH* and O* oxidations of CHx (x = 1 – 3) have higher barriers 

compared to that of the dehydrogenation reaction and hence sequential 

dehydrogenation of CHx (x = 1 - 4) is the kinetically favored route on both Ni (111) 

and NiB forming C*. Interestingly, C* oxidation by OH* is kinetically favored 

compared to O* oxidation on both surfaces. 

 

5.3.1.4 CHxOH and CHxO (x = 1 - 3) dehydrogenation (R14 – R16, R22, R23)  

 

The reaction free energies and activation barriers for successive dehydrogenation of 

CHxOH and CHxO (x = 1 - 3) on Ni (111) and NiB are discussed here, and free 

energies are shown in Figure 5. 6. Note that the dehydrogenation of CHO* (R10) 

has been discussed in Section 3.1.2. The barriers for reactions R14, R15, R16, R22, 

and R23 are 143, 72, 20, 102 and 34 kJ/mol respectively on Ni (111) and 113, 72, 

65, 89 and 43 kJ/mol respectively on NiB. Since the sequential dehydrogenation of 

CH4 to C* has a lower barrier than CHx (x = 1-3) oxidation on both Ni (111) and 

NiB surfaces, the CHxOH and CHxO (x = 1-3) dehydrogenation steps are not favored 

kinetically. 

 

5.3.1.5 Side reactions (R31, R32, R33)  

 

Surface hydrogenation of O* leads to the formation of OH* (R31). The barrier and 

reaction free energy for this reaction on Ni (111) are 114 kJ/mol and 10 kJ/mol 

respectively. We considered two routes for H2O formation (R32 and R34). Both 

reactions are endergonic on Ni (111) surface with reaction free energies of 18 (R32) 

and 8 kJ/mol (R34). The activation barriers for these reactions are calculated to be 

125 and 89 kJ/mol respectively. Thus, H2O* formation via reaction R34 is favored 

kinetically compared to reaction R32. Notably, this reaction is not included in the 

majority of studies mentioned in the introduction. 

 

Reaction R31 is exergonic on NiB surface with reaction free energy of -45 kJ/mol. 

Despite this, the activation barrier for OH* formation (117 kJ/mol) is only 3 kJ/mol 

lower compared to Ni (111) surface. Reactions R32 and R34 must overcome barriers 
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of 121 and 113 kJ/mol respectively on NiB surface. Even though the barrier for 

reaction R34 is lower, this reaction is more endergonic with reaction free energy of 

59 kJ/mol whereas reaction R32 has a lower reaction free energy of 14 kJ/mol. It is 

worth mentioning that H2O formation has a higher barrier on NiB than Ni (111).  

 

R35: 𝐶𝑂! ∗ +𝐶 ∗→ 2𝐶𝑂 ∗ (Boudouard reaction)  

 

The surface C* formed from sequential dehydrogenation of CH4 can react with CO2 

(co-reactant) to form CO*. To the best of our knowledge, this reaction is ignored in 

majority of DRM studies on Ni (111) surface reported to date. We found that this 

reaction is highly exergonic (-232 kJ/mol) and has to overcome an activation barrier 

of 154 kJ/mol on Ni (111) surface. However, this barrier is much higher than the 

direct dissociation (R5) barrier (54 kJ/mol) and hence kinetically not favored. 

 

Interestingly on NiB surface, the activation barrier (132 kJ/mol) for this reaction is 

24 kJ/mol lower than that on Ni (111) surface. Like Ni (111), this reaction is also 

highly exergonic with reaction free energy of -263 kJ/mol. Since C* oxidation by 

OH* (R21) has a slightly higher barrier (139 kJ/mol) on NiB surface, Boudouard 

reaction provides an additional path for C* conversion to CO*. Hence, surface C* 

is expected to be consumed at a faster rate on NiB surface. In short, on NiB surface, 

the Boudouard reaction provides an alternate low barrier route for C* conversion to 

form CO*, leading to faster consumption of surface carbon. 

 

5.3.1.6 Desorption of products (R33, R37)  

 

CO* desorption energy (electronic energy) on Ni (111) is calculated to be 148 

kJ/mol. This value is much lower than the desorption energy reported by Wang et 

al. 88 (183 kJ/mol) and Zhu et al. 87 (184 kJ/mol). This difference in binding energy 

is due to the difference in the functional employed. Wang et al. 88 and Zhu et al. 87 

employed PBE functional which is known to over-estimate CO binding energy. 

However, the calculated desorption energy (electronic energy) in this work is closer 

to the experimental value (122 kJ/mol) 141. The combinative desorption of H2 has to 
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overcome a barrier of 57 kJ/mol and this reaction is exergonic with reaction free 

energy of -39 kJ/mol.  

 

CO* desorption energy on NiB is 144 kJ/mol, which is similar to the corresponding 

desorption energy on Ni (111) surface. However, the combinative desorption of H2 

has a similar barrier (58 kJ/mol) and is more exergonic (-54 kJ/mol) compared to 

that on Ni (111). 

 

5.3.2 Microkinetic Analysis 

 

In this section, we discuss and compare results of the microkinetic model analysis 

of the DRM reaction over Ni (111) and B-doped Ni catalysts. Using the DFT-

computed free energies for reactants, products, intermediates, and transition states 

of each reaction step, the reaction rate constants for a given reaction condition were 

determined. Subsequently, the rate expressions and species balance equations of the 

microkinetic model were developed and solved.  Rate constants of reactions over Ni 

(111) and B-doped Ni at 973 K and 10 bar pressure are tabulated in the appendix to 

chapter 5.  

 

In this study, we re-computed the results of the previously reported model64  for 

validation purpose, and then developed a series of models that varied based on the 

number of elementary reaction steps and the DFT corrections used to demonstrate 

their effect. The most comprehensive model implemented in this paper is using 38 

elementary reaction steps and the appropriate DFT functional, including corrections 

(Table 5. 1). We validated this model against experimental data 195 and the details 

are given in the appendix to chapter 5.  

 

5.3.2.1 Surface Coverage 

 

Herein, we present the surface coverage of species computed over Ni (111) and NiB 

surfaces and compare them. Details of the model can be found in Figure 5. 1. The 

simulations were carried out as per the reported experimental conditions 64: the 
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reaction temperature and pressure were set as 973.15 K and 10 bar respectively. The 

BET area of Ni catalyst was taken to be 7.2 m2∙g-1 and the initial volume fractions 

of CH4 and CO2 were 0.5 and 0.5, respectively. The value of W/F0 was set as 0.01 

gcat·h-1∙mol-1, to ensure low conversions of CH4 and CO2 which in turn ensures minor 

gradients in concentration and temperature down the catalyst bed. The surface 

coverages of reaction intermediates obtained after solving the microkinetic model 

are given in Table 5. 3. 

 

Table 5. 3 Fractional surface coverages of surface species computed by the model at a 

reaction temperature of 973.15 K, 10 bar pressure, and an inlet feed composition of 50% 

volume fraction CH4 and 50% volume fraction of CO2. 

Species Ni (111) B-doped Ni 

CH3* 9.71x10-8 5.22x10-5 

CH2* 7.58x10-7 1.21x10-6 

CH* 2.46x10-4 1.32x10-5 

C* 2.17x10-5 8.12x10-7 

CO2* 1.02x10-6 1.57x10-4 

CO* 9.25x10-1 9.32x10-1 

COOH* 1.84x10-9 1.08x10-7 

HCOO* 7.43x10-7 2.47x10-3 

HCO* 9.78x10-9 2.8x10-8 

HCOOH* 3.16x10-11 7.11x10-11 

CH3OH* 4.21x10-12 2.59x10-10 

CH2OH 3.14x10-13 1.4x10-9 

CHOH* 1.76x10-12 6.41x10-10 

COH* 7.66x10-8 1.09x10-9 

CH3O* 9.52x10-10 2.49x10-9 

CH2O* 8.61x10-12 1.56x10-10 

H2O* 2.08x10-6 4.37x10-5 
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O* 1.605x10-2 3.17x10-3 

H* 3.84x10-3 8.19x10-4 

OH* 3.09x10-4 1.54x10-2 

Free Site (*) 5.41x10-2 4.59x10-2 

𝑥<0&  7.67x10-2 3.10x10-2 

𝑥<p!  8.84x10-2 4.30x10-2 

 

Our DFT calculations (Table 5. 2) show that the barrier for CH4 dehydrogenation to 

CH3* is 57 kJ/mol lower on NiB compared to Ni (111) surface. Interestingly, the 

fractional surface coverage predictions from the microkinetic model (Table 5. 3) 

indicate that CH3* surface coverage on NiB (5.22x10-5) is significantly higher than 

that on Ni (111) surface (9.71x10-8). This clearly implies that NiB is better in 

activating CH4. In addition, the surface coverage of CO2* is much higher on NiB 

(1.57x10-4) than that on Ni (111) (1.02x10-6). The DFT-calculated activation barrier 

for direct CO2 dissociation on NiB is 43 kJ/mol higher than that on Ni (111) surface. 

Thus, the trend in surface coverage of CO2* is in accordance with the DFT 

calculations. Remarkably, the fractional coverage of carbon is significantly reduced 

over NiB (8.12x10-7) as compared to the Ni (111) (2.17x10-5) surface. As the 

forward rate constant of Boudouard reaction (R35) is considerably higher on NiB, 

the carbon formed is consumed at a faster rate. Based on this observation we can 

conclude that NiB is less susceptible to deactivation by carbon deposition. However, 

this resistance from deactivation is achieved at the cost of reduced reactant 

conversion, as shown in Table 5. 3.  

 

5.3.2.2 Reverse water gas shift reaction on Ni and B-doped Ni (111) 

 

Knowing that DRM reaction is accompanied by RWGS reaction198, we investigated 

the kinetics of the two reactions as a function of space-time on both Ni (111) and B-

doped Ni catalyst surfaces at 973.15 K and 10 bar pressure. The reaction conditions 

are adapted from Section 5.3.2.1. We compared the fractional surface coverages of 
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H2O*, H*, CO2* and CO* vs space-time for the two catalysts (Figure 5. 7 and Figure 

5. 8).  

 

Figure 5. 7 Fractional surface coverages of CO*, H* (a) and H2O*, CO2* (b) vs space-time 

over Ni (111) at reaction temperature 973.15 K and 10 bar pressure. 

In Figure 5. 7 we can see that for the space-time 𝑊/𝐹$ ≪ 2 × 108# gcat∙h∙mol-1, H* 

coverage is significantly higher. However, as space-time reaches 2 × 108# 

gcat∙h∙mol-1, H* coverage decreases drastically as CO* coverage and H2O coverage 

increase. This is due to the fact that as space-time increases, the reaction proceeds 

from dissociation of CH4 to RWGS, which leads to formation of H2O and CO. Soon 

CO* and H2O* coverages reach a local maxima  (𝑊/𝐹$ = 4 × 108#	g*DL ∙ h ∙

𝑚𝑜𝑙8J)  after which DRM reaction competes with RWGS and RWGS finally 

approaches thermodynamic equilibrium at 𝑊/𝐹$ = 2 × 1089	g*DL ∙ h ∙ 𝑚𝑜𝑙8J.  

 

Similar surface coverage trends are observed in the B-doped Ni system, Figure 5. 8, 

but at lower space-time values, suggesting that kinetics of the RWGS is more 

favored over the B-doped Ni catalyst than on Ni. A partial equilibrium analysis of 

the reaction steps in RWGS at space-time value of 1 × 1089gcat∙h∙mol-1, further 

supports our observation. The results shown in Figure 5. 9 suggest that given the 

space-time, the reaction steps over B-doped Ni are almost at the equilibrium but 

those on Ni are far from equilibrium. 
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Figure 5. 8 Fractional surface coverages of CO*, H*(a) and H2O*, CO2*(b) vs space-time 

over B-doped Ni at reaction temperature 973.15 K and 10 bar pressure. 

 
Figure 5. 7 and Figure 5. 8 show that fractional coverages approach a constant value 

as the space-time increases, which indicates that RWGS reaches a thermodynamic 

equilibrium as space-time increases. However, it reaches equilibrium at a lower 

space-time for the boron-doped Ni as compared to Ni (111). This is due to the 

energetics favoring CO2 adsorption over B-doped Ni; as a result, the CO2 adsorption 

rate and the CO2* fractional coverage are high for the boron-doped Ni surface. This 

improved CO2 adsorption favors the side reaction RWGS rather than the main 

reaction DRM on B-doped Ni causing it to reach equilibrium at a lower space-time 

than Ni.  
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Figure 5. 9 Partial equilibrium coefficient φ analysis of RWGS reaction steps over Ni (111) 

and NiB surfaces at space-time value of 1x10-3 gcat∙h∙mol-1 at reaction temperature 973.15 

K and 10 bar pressure (R32 and R34 represents OH*+H* →H2O* and 

OH*+OH*→H2O*+O* respectively). 

 

5.3.3 Sensitivity analysis 

 

In order to understand the reaction pathway and kinetically relevant steps over the 

catalyst surface, sensitivity analysis of each reaction step was performed for the 

model responses that include methane fractional conversion (𝑥<0&), CO2 fractional 

conversion (𝑥<p!) and partial pressure of CO (𝑃<p) and H2 (𝑃0!) at the reactor exit. 

Sensitivity analysis was performed for DRM on Ni (111) and NiB, which identified 

the kinetically relevant steps for each case. CH4 dissociation (R1) and CH2* 

oxidation (R25) are found to be the rate-determining steps of DRM reaction on both, 

Ni (111) and NiB. Then sensitivity analysis for DRM on Ni (111) was performed to 

identify the different kinetically relevant steps at different reaction conditions. 

 

5.3.3.1 Reactants conversion on Ni (111) and B-doped Ni 

 

Since we are interested in the relative contribution of each reaction step, a relative 

sensitivity coefficient (𝑆_,W5 ) of each elementary step was generated for both cases 
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using equation (5.9) and plotted against the reaction number. The reaction numbers 

are the same as in Table 5. 2. 

 
𝑆_,W5 =	

𝑆_,W
v𝑆_sTlv

 
(5.8) 

where,  𝑆_sTl  is the sensitivity coefficient with the highest absolute value for a given 

model response so that v𝑆_,W5 v ≤ 1. 

 

Furthermore, the reactions in quasi-equilibrium were identified using partial 

equilibrium analysis. The relative sensitivity coefficients over different model 

responses (i.e. 𝑥<0& , 𝑥<p! , 𝑃0! , 𝑃<p ) were found to be exactly same up to two 

decimal places. The results of partial equilibrium analysis and sensitivity analysis 

are shown in  and Figure 5. 11, respectively. 

 
Figure 5. 10 Partial equilibrium coefficient φ analysis of DRM reaction steps over Ni (111) 

and NiB surfaces at space-time value of 0.01 gcat∙h∙mol-1 at reaction temperature 973.15 

K and 10 bar pressure. 
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Figure 5. 11 Sensitivity analysis of DRM reaction steps over Ni (111) and NiB surfaces at 

space-time value of 0.01 gcat∙h∙mol-1 at reaction temperature 973.15 K and 10 bar pressure. 

 

Figure 5. 11 shows that of the 38 elementary reactions, R1 (CH4 dissociation) and 

R25 (CH2* oxidation) are the most sensitive reactions on Ni (111) and B-doped Ni 

respectively. Moreover, the partial equilibrium analysis () suggest that the 

elementary reaction R1 over Ni(111) and R25 over B-doped Ni are not in 

equilibrium and thus, as per the partial equilibrium analysis and sensitivity analysis 

criteria 183,197, R1 and R25 are the rate-determining steps (RDS) of DRM over Ni 

(111) and NiB respectively.  

 

Now, given the complete list of elementary reaction steps, the dominant pathway 

was formulated for CO and H2 formation over Ni (111) and NiB surface using the 

strategy explained in section 5.2.4.   
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Figure 5. 12 Dominant reaction pathway on Ni (111) (a) and NiB (b) based on sensitivity 

analysis and reaction rates at reaction conditions adapted from Section 5.2.2. 

 
Figure 5. 12 shows the dominant reaction pathways on both the catalyst surfaces. 

Our analysis suggests that on Ni (111) surface, direct dissociation of CO2 to CO* 

and O* is favored compared to the H-assisted route. The CH4 activation route 

involves sequential dehydrogenation and oxidation of CHx (x = 0-3). We found that 

both O* and OH* oxidation of CH3, CH2, and CH are not preferred and sequential 

dehydrogenation of CH4 is favored leading to the formation of C*. The rate-limiting 

step is CH4 dehydrogenation to CH3 (R1) (cf Figure 5. 11) which is in agreement 

with the experimental findings of Wei et al.71 in which they performed isotopic 

tracing and exchange measurements. Interestingly, our DFT calculations also predict 

that the CH4 activation barrier is higher than that of other reactions.  

 

It should be noted that the dominant pathway for product formation on Ni (111) does 

not include oxidation of CHx* species even though its reaction rate (i.e. 1.28 mol∙h-

1∙gcat-1) is comparable to RDS (1.60 mol∙h-1∙gcat-1). This is because the rate-limiting 

step of the dominant pathway must be the RDS of the overall reaction. Thus, reaction 

steps with rates lower than RDS are not included in this pathway. However, CH* 

oxidation contributes towards product formation via alternative pathways. 
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Although, by definition, contribution from these alternative pathways will always 

be less compared to that from the dominant pathway.  

 

It is also noted that the dominant pathway for product formation on Ni (111) leads 

to a net carbon formation. Whereas the dominant pathway on B-doped Ni doesn’t 

include C formation. Instead CH2* oxidizes preventing further CH2* 

dehydrogenation that leads to carbon formation. Our calculations suggest that both 

Ni and NiB share similar CO2 activation route (direct dissociation to CO*). The CH4 

activation route involves sequential dehydrogenation of CH4 to CH2*, followed by 

its O* oxidation to form CH2O*, which sequentially dehydrogenates to give CO*. 

CH2* oxidation (R25) (cf Figure 5. 11) is found to be the rate-limiting step. It is 

worthy to mention that this pathway is different from that predicted by DFT alone. 

The CH2* dehydrogenation was favored kinetically compared to its oxidation. 

 

Further analysis was performed on the forward reaction rates of RDS on Ni (111), 

i.e. R1 and RDS on B-doped Ni, i.e. R25. Figure 5. 11 shows the forward rates R1 

and R25 on their respective catalysts as a function of space-time. 



Dry Reforming of Methane  Chapter 5 

116 
  

 
Figure 5. 13 Forward reaction rates of R1 and R25 vs space-time at a reaction temperature 

of 973.15 K and 10 bar pressure (a) and zoomed-in image (b). 

 
Figure 5. 13 shows that reaction rates for CH4 dissociation on Ni are always greater 

than the CH2* oxidation reaction on B-doped Ni, which further supports the lower 

conversion value of methane on NiB, previously observed in Section 5.3.2.2. As 

mentioned in Section 5.3.1.2, O* is the primary oxidizing agent and it is generated 

from CO2. Since the barrier for CO2 dissociation is higher (cf Figure 5. 4) on NiB 

compared to Ni (111), the O* coverage (cf Table 5. 3) on NiB is lower compared to 

that on Ni (111). This could be the reason for the decrease in CH2* oxidation rate 
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on NiB. Figure 5. 13 also indicates that the DRM reaction will reach thermodynamic 

equilibrium at higher values of space-time on NiB when compared to Ni.   

 

5.3.3.2 Sensitivity analysis for DRM on Ni (111) at varying reaction conditions 

 

As mentioned previously in Section 5.2.3, the RDS of the DRM reaction process is 

debatable and depends on reaction conditions and the choice of catalysts. In this 

study, we settle this debate by identifying the kinetically relevant reaction steps for 

the DRM reaction over Ni (111) surface via sensitivity and partial equilibrium 

analyses of all the elementary steps at three temperatures (873 K, 973 K, and 1073 

K) and different reaction conditions. Results pertaining to partial equilibrium 

analysis and sensitivity analysis are presented case wise in the appendix to chapter 

5. 

 

Our findings suggest that different elementary steps become kinetically relevant at 

different reaction conditions. At low CH4 and CO2 partial pressures (< 10 kPa) and 

at low total reaction pressure (1 bar), both CH4 dissociative adsorption and CO2 

adsorption dominate the overall reaction rate. However, at high total reaction 

pressure (10 bar) and low reaction temperatures (873 and 973 K), only CH4 

dissociation dominates the overall rate, but as we increase temperature (1073 K), 

CH* oxidation becomes the dominant reaction step.  

 

5.4 Summary and Conclusions 

 

In summary, considering a comprehensive reaction network of 38 elementary 

reactions, we investigate DRM reaction network on Ni (111) and on boron-doped 

Ni (NiB) surfaces. We employed the benchmarked rPBE-vdW functional with a 

correction of 28 kJ/mol for gas-phase CO2 to accurately compute the energetics of 

DRM reactions, using DFT. Based on DFT calculations, we predicted that direct 

dissociation of CO2 to CO* and CH4 sequential dehydrogenation to C* were the 

favored routes on both, Ni and NiB surfaces. However, in comparison with Ni (111), 

the CO2 activation barrier was higher and CH4 activation barrier was significantly 
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lower on the NiB surface. Besides this, CO formation by Boudouard reaction 

(CO2*+C*→2CO*) also has a lower barrier on NiB compared to Ni. Employing the 

DFT calculated energies a microkinetic model (MKM) was developed and we 

identified the dominant reaction pathway and RDS on Ni (111) and NiB surfaces. 

The dominant reaction pathway was CO2*→CO*+O*; CH4→CH3*→CH2*→C*→ 

CO* and CO2*→CO*+O*; CH4→CH3*→CH2*→CH2O*→CHO*→CO* on Ni 

(111) and NiB surfaces, respectively. The dominant reaction pathway on NiB 

surface includes CH2* oxidation, that prevents carbon formation. Subsequently, it 

was also observed that carbon coverage over NiB surface was lower than that on the 

Ni (111) surface by almost two orders of magnitude. However, the resistance from 

deactivation was achieved at the cost of reduced reactant conversion. Further, 

sensitivity analysis of kinetic constants on the two surfaces showed that CH4 

dissociation to CH3* and CH2* oxidation to CH2O* were the rate-determining steps 

(RDS) of the DRM reaction on Ni and NiB, respectively. However, these RDSs 

differ with reaction conditions, resulting in discrepancies of RDSs reported in 

previous literature. This study addresses this discrepancy by analyzing sensitivity of 

reaction steps at different reaction conditions. It is observed that at high temperatures 

(around 1073 K) and pressure (10 bars), CH* oxidation becomes kinetically relevant 

on Ni (111) and dominates the overall reaction rate, whereas at lower temperatures 

and pressure, CO2 adsorption and CH4 dissociative adsorption steps dominate. It is 

further observed that the forward rate of the RDS at 973 K and 10 bar on Ni (CH4 

dissociation) is higher than the forward rate of RDS (CH2* oxidation reaction) on 

NiB, which again confirms the lower reactant conversion on NiB. We believe that 

the combined DFT and microkinetic modeling approach adopted in this 

investigation and the insights into the DRM reaction pathways on Ni and NiB would 

instigate further theoretical and experimental works, for developing novel Ni or NiB 

based alloy catalysts that can prevent carbon deposition without compromising the 

catalytic activity. 
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Chapter 6 Prediction of NiB based single atom alloy as a novel 

catalyst for CO2 conversion reactions: computational screening 

and reaction mechanism analysis  

 
In this work, a computational screening is performed to predict 

thermodynamically stable NiB based single atom alloy (SAA) catalyst for CO2 

conversion reactions. The strategy is to modify NiB to improve the activity 

(reduce CO2 activation barrier) without affecting the stability. Based on the 

ability to break the C-O bond, we considered 15 SAAs based on NiB (Ru, Pt, 

Pd, Rh, Co, Fe, Os, Ir, Re, W, Mo, Cu, Mn, Zn, and K). Only 5 of them are 

found to be thermodynamically stable (Pt, Pd, Rh, Cu, and Mn) and further 

calculated the CO2 activation barrier on these 5 SAA’s. Mn-NiB SAA was 

found to be the only candidate on which there is a significant reduction of the 

CO2 activation barrier (barrier of 68 kJ/mol). Considering a comprehensive 

reaction network, CO2 methanation (46 elementary reactions) and DRM (38 

elementary reactions) reactions were studied on Mn-NiB SAA. High CO2 

adsorption energy and low CO2 (direct dissociation) and CO* (hydrogenation 

via HCO*) activation barriers make Mn-NiB SAA a suitable catalyst for CO2 

methanation reaction. Correspondingly, the low CO2 and CH4 activation 

barriers make Mn-NiB SAA a perfect candidate for DRM reaction. Most 

importantly, the high endergonicity for CH4 stepwise dehydrogenation 

combined with low free energy barrier (122 kJ/mol) for Boudouard reaction 

reduces the on-surface coke formation and thereby prevents the deactivation 

of the catalyst. Thus, the Mn SAA of NiB can be a potential catalyst for CO2 

methanation and DRM reactions. 
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6.1 Introduction 

 

Ni-based catalysts can catalyze both CO2 methanation and DRM reactions to produce 

methane and syngas respectively. However, Ni-based catalysts are less active and are prone 

to deactivation under aggressive operating conditions 73,74. Promising approaches (doping 

by metals/ metalloids) are being investigated to reduce these shortcomings without 

affecting the good selectivity of Ni-based catalysts 75–79. 

 

6.1.1 CO2 methanation: effect of promoters and reaction mechanism 

 

To improve the activity of Ni-based catalysts, microstructure modifications including 

doping by noble metals 89,199–201 or other transition metals 90,91,202–209 are studied. These 

studies are summarized in Table 6. 1. Even though many studies were performed, hardly 

any breakthrough has come in improving the activity of Ni-based catalysts. Majority of 

these studies were done more or less arbitrarily and the fundamental reason behind their 

role is not explained. Additionally, some metal doping helps in better dispersion of Ni and 

has little effect in the methanation reaction 89,91,199,204. Moreover, these studies were 

performed on different supports. So, if we must design a novel catalyst using a bottom-up 

approach, these studies don’t help much, and a detailed understanding of the underlying 

reaction mechanism is essential. 

 

Table 6. 1. Summary of key results for CO2 methanation on modified Ni catalysts 

Catalyst Highlights of the work Ref. 

Rh-Ni/LaAlO3 • 52% increase in methanation TOF 

• Increased surface adsorbed oxygen sites and basic sites 

result in stronger adsorption of CO2 resulting in better 

CO2 activation 

199 

Mo-Ni/Al2O3 • Mo helps in better dispersion of Ni loading resulting in an 

increase in catalyst activity 

204 
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Fe-Ni/CeO2 • Fe improved activity, but the selectivity shifted towards 

CO 

205 

Ru-Ni/Al2O3 • High CO2 conversion (82%) 

• Surface segregation of Ru resulted in higher activity 

89 

Co-Ni/Al2O3 • 78% CO2 conversion and 99% methane selectivity 

• Co helps in increased H2 uptake resulting in higher 

activity 

90 

M- Ni/Al2O3 

(M = Fe, Co, Zr, 

La, and Cu) 

• Activity increased except Cu alloy 

• 70% conversion for 30wt%Ni 5wt%Fe/Al2O3 

• Higher activity is due to increased surface area and pore 

volume 

91 

Re-Ni (111) 

SAA 

• Combined DFT (employing PBE functional) and MKM 

study (18 elementary reactions) 

• Re helps in breaking C-O bond resulting in better CO2 

activation 

201 

Pt-Ni (111) 

SAA 

• DFT study (employing PBE functional) 

• CO2 hydrogenation via COOH* is the dominant pathway 

• Pt lowers the CO2 hydrogenation barrier and also helps in 

the reduction of C deposition 

200 

M- NiAlOx 

(M = Mn, Fe) 

 

• Mn adsorbs CO2 strongly resulting in better CO2 

activation 

• Fe improves the stability of the catalyst 

209 

 

Evaluating the dominant reaction pathway and rate-determining step (RDS) abets in 

efficient catalyst design and modifications 93,134,210. The reaction pathway could be altered, 

or the barriers of crucial reaction steps (including RDS) could be reduced by adding 

suitable dopants. Consequently, evaluation and comparison of reaction pathways are 

essential to assess the effect of dopants 93,134,210. Hence, elucidation of the complex reaction 

mechanism on the catalyst (both clean and modified) is of vital importance. However, the 

methanation reaction mechanism is debated on Ni surface 37,38. The reaction mechanism 
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reported in various studies is summarized in Table 6. 2. The most argued steps are the 

activation routes of CO2 and CO* (* represents adsorbed species). These can undergo 

direct dissociation or reacts with H adatom (H can attach to carbon or oxygen) and 

undergoes hydrogenation. Additionally, methanation reaction can proceed with or without 

forming CO* intermediate (cf Table 6. 2). Furthermore, Ni suffers from CO* poisoning 

and typically CO* activation step is regarded as the RDS. Hence, elucidating the exact 

reaction pathway and understand if the reaction follows CO* intermediate route is crucial 

in modifying Ni-based catalysts.  

 

Table 6. 2 Comparison of CO2 methanation reaction mechanism on Ni and modified Ni 
catalysts 

Catalyst Reaction mechanism RDS and activation 

barrier 

Ref. 

Ni (111) CO2à CO*à C*à CH*à CH2*à 

CH3*à CH4 

CO*àC*+O* 

237.4 kJ/mol 

166 

Ni (111) CO2à HCOO*à HCOOH*à HCO*à 

HCOH*à CH*à CH2*à CH3*à CH4 

HCO*+H*à HCOH* 

93.1 kJ/mol 

167 

Ni (111) CO2à CO*à HCO*à HCOH*à 

CH2OH*à CH2*à CH3*à CH4 

CO*+H*à HCO* 

123 kJ/mol 

169 

Re-Ni 

(111) 

CO2à CO*à HCO*à CH*à CH2*à 

CH3*à CH4 

CO*+H*à HCO* 

138.2 kJ/mol 

201 

Pt-Ni 

(111) 

CO2à COOH*à CO*à HCO*à 

HCOH*à CH2OH*à CH2*à CH3*à 

CH4 

COOH*à CO*+OH* 

198.7 kJ/mol 

200 

 

In our previous work (chapter 4), we studied and compared the CO2 methanation reaction 

mechanism on Ni (111) and Ru (001) (most active catalyst for CO2 methanation) surfaces. 

We combined DFT and microkinetic model (MKM) and employed a comprehensive 

reaction network of 46 elementary reactions and predicted the activity, selectivity, and the 

dominant reaction pathways on both Ni (111) and Ru (001) surfaces. High CO2 conversion 

was predicted on Ru, because of high CO2 adoption energy and low CO2 activation barriers. 
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Even though the CO2 activation barrier is low (electronic energy of 54 kJ/mol) on Ni, the 

CO2 absorbs very weakly (-12 kJ/mol) resulting in low CO2 conversion. On Ru, CO2 direct 

dissociation route (via CO* intermediate route) is favored over its hydrogenation route. 

Whereas on Ni, the CO2 hydrogenation reaction (without forming CO* intermediate) is 

also feasible, and hence the reaction can bypass CO* intermediate route. This results in 

high CO* coverage (formed via CO2 direct dissociation) and could lead to CO poisoning 

on Ni. On both Ni and Ru, the CO* activation barriers (CO* hydrogenation to form HCO*) 

were significantly high (141 kJ/mol and 126 kJ/mol on Ni (111) and Ru (001) respectively), 

and this reaction was highly endergonic making it the most challenging step in CO2 

methanation. 

 

Based on the above discussion, novel catalysts based on Ni should have following abilities 

in order to catalyze the methanation reaction i) high CO2 binding energy ii) low CO2 

activation barriers iii) follows the CO intermediate route (to reduce CO poisoning) and iv) 

low CO* hydrogenation barriers. 

 

6.1.2 DRM: effect of promoters and reaction mechanism 

 

Ni-based catalysts suffer from deactivation due to carbon deposition under DRM reaction 

conditions. Two main strategies to decrease the carbon deposition 211 are i) to improve the 

surface oxidation of carbon and ii) to alter the reaction pathway by promoting the CHx (x 

= 1 - 3) oxidation reactions, so that no carbon intermediate is formed. In this regard, many 

dopants (metals and metalloids) are tried on Ni surface 75,76,216–219,77,79,92,194,212–215. A 

summary of these studies is given in Table 6. 3. In many cases, there is a compromise 

between stability and activity owing to the addition of promoters to Ni and hardly any 

breakthrough has come (cf Table 6. 3). Additionally, methane activation barriers have 

increased as a result of doping metals such as K, Au, Sn, etc. For instance, the CH4 

dissociation barrier increased by 16 kJ/mol for Ni with one Au atom and 38 kJ/mol with 

two Au atoms 78. This increase in the barrier is attributed to the lowering in the local density 

of d state at the Ni atom present near Au atom. Consequently, the increased methane 

activation barrier could result in lowering methane conversion. Conversely, Xu et al. 80–82 
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showed that the methane activation barrier reduced by 27 kJ/mol on boron promoted Ni 

(NiB) compared to Ni (111) surface. Thus, NiB could be a potential DRM catalyst. It is 

essential to simulate the DRM reaction mechanism on NiB and compare it with that on Ni 

(111) to evaluate the effects of boron doping. 

 

Table 6. 3 Summary of key results for DRM on modified Ni catalysts 

Catalyst Highlights of the work Ref. 

Sn-Ni/Al2O3 • Coke resistance achieved with the loss of reforming 

activity 

• The reducibility of Ni is improved by the surface 

enrichment of Sn 

92 

Rh-Ni/SBA-15 • Rh helps in activating CO2 and releases oxygen adatom 

that can react with the carbon 

213 

Co-Ni/Al2O3 • The surface carbon undergoes faster oxidation on Co-Ni 

surface 

• Oxygen atom migrates from Co to Ni through oxygen 

spillover 

212 

La2O3-Ni • DFT study (employing PBE functional) 

• A complex intermediate CO2(La2O2-O) is formed by the 

strong interaction of CO2 with La2O3. The C/CH 

intermediate is oxidized by the partially dissociated O atom 

in this complex intermediate 

219 

Pt- Ni SAA • The barrier for CH dissociation increased on Pt-Ni (163 

kJ/mol) resulting in less carbon formation  

• However, there is a decrease in the activation of methane  

218 

K- Ni/Al2O3 

 

• Coke deposition reduced on K doped catalyst  

• K migrates to the surface of the catalyst and blocks the 

active site and thus reduces carbon formation on the 

surface  

• However, there is a reduction in catalytic activity  

75 
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Mn@Ni (111) 

(Mn adsorbed 

on Ni) 

• Mn alters the reaction pathway.  

• CH2 prefers oxidation compared to dehydrogenation 

preventing carbon formation  

214 

 

In our previous work (chapter 5), we combined DFT and MKM to simulate the DRM 

reaction mechanism on both Ni and NiB surfaces. Considering a comprehensive reaction 

network of 38 elementary reactions, we predicted the fractional surface coverages of 

surface species and the dominating reaction pathways on both the surfaces. Interestingly 

the carbon coverage on NiB was predicted to be almost two orders of magnitude lower than 

that on Ni surface. Notably, the methane activation route is altered due to boron doping. 

On Ni (111), the dehydrogenation of methane (CH4 à C* + 4H*) is favored that leads to 

the formation of carbon intermediate. On the contrary, CH2* oxidation is preferred over its 

dehydrogenation on the NiB surface, which prevents carbon formation. Additionally, the 

overall reaction energy of methane dehydrogenation to carbon is 82 kJ/mol more on NiB 

than that on Ni making the dehydrogenation route to form C* thermodynamically 

unfavorable on NiB. Moreover, the barrier for Boudouard reaction (C* + CO2 à 2CO*) is 

significantly lower on NiB compared to that on Ni. Thus, the Boudouard reaction poses a 

supplementary route for carbon conversion. Even though, methane activation routes are 

different on Ni and NiB the CO2 activation route remains the same. Direct dissociation of 

CO2 is favored on both the surfaces. Importantly, the CO2 binding energy is significantly 

high on NiB (-61 kJ/mol) compared to Ni (111) (-12 kJ/mol). However, the CO2 activation 

barrier is significantly high on NiB (124 kJ/mol) compared to that on Ni (111) (54 kJ/mol). 

Since the CO2 supplies the primary oxidizing agent (O*/OH*), the high barrier affects the 

CH2* oxidation rates on NiB. Therefore, the resistance from deactivation is achieved at the 

cost of reduced reactant conversion. Hence, NiB should be modified to reduce CO2 

activation barriers so that the catalyst activity is not compromised. 

 

6.1.3 NiB based single atom alloy (SAA)  

 

As mentioned before, the catalyst for CO2 methanation/DRM reaction would require high 

CO2 binding energy and low CO2 activation barriers. Even though the CO2 activation 
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barrier is low on Ni, CO2 binds very weakly. From our previous study (chapter 5), NiB has 

high CO2 binding energy and it could be a potential catalyst for methanation and DRM 

reactions. Most importantly NiB is good in resisting the deactivation due to carbon 

deposition. NiB was selected in the current study as the microstructure details of NiB are 

better understood and fundamentals of reaction mechanisms are known80–82. However, the 

CO2 activation barrier on NiB is significantly high compared to that on Ni. Hence NiB 

should be modified to reduce CO2 activation barriers without affecting the energetics of 

other crucial reactions. Investigations into SAA (one of the surface atoms from the slab is 

replaced by a host atom) for selective catalysis are now gaining traction to develop catalysts 

with high stability and activity 220,221,230–233,222–229. For instance, Marcinkowski et at. 233 

studied the C-H activation ability of Pt-Cu SAA (Pt doped on Cu) under ultra-high vacuum 

conditions. They found that the methane dehydrogenation barriers were significantly 

reduced on Pt-Cu SAA compared to that on the clean Cu surface. The results from 

temperature-programmed reaction (TPR) and scanning tunneling microscope (STM) 

results revealed that Pt-Cu SAA activates the C-H bond in the methyl group at 350K, which 

is 100K lower than that on Cu 233. Hence, SAA catalysts are very promising, and NiB based 

SAAs are never explored before. In the current work, the strategy is to develop NiB-based 

SAA for methanation and DRM reactions. 

 

In this regard, the screening search for NiB-based SAA catalysts that can reduce CO2 

activation barriers is required. Computational techniques involving DFT can be used for 

an extensive search of potential NiB-based SAA catalysts. Even though the screening of 

catalysts is based on its thermodynamic stability and its CO2 activation ability, the barriers 

of other reactions should not be affected undesirably. To ensure this, the entire reaction 

mechanism of CO2 methanation and DRM reactions must be simulated on NiB SAA (that 

reduces CO2 activation barrier) and compare with that on Ni and NiB. Additionally, the 

thermodynamic stability of SAA must be assessed to ensure the possibility of the existence 

of such an alloy catalyst. In the majority of DFT studies mentioned in Table 6. 1 and Table 

6. 3, the thermodynamic stability of the alloy catalysts was not tested.  
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From the above discussion, it is clear that a screening of different NiB based SAA has to 

be performed to identify a suitable dopant that reduces the CO2 activation barrier without 

adversely affecting other reactions in CO2 conversion reactions. In the current study, a 

screening search of thermodynamically stable NiB-based SAA is performed. The SAA 

surface on which there is a significant reduction of the CO2 activation barrier is identified. 

Subsequently, CO2 methanation (46 elementary reactions) and DRM (38 elementary 

reactions) reactions are simulated on the SAA and compared to that on Ni and NiB surfaces. 

Computational and thermodynamic stability calculation details are discussed in Section 6.2. 

Screening search of NiB SAA catalyst along with thermodynamic stability calculations is 

presented in Section 6.3.1. In Section 6.3.2 and 6.3.3, the DFT calculated free energy 

barriers and reaction free energies are reported for CO2 methanation and DRM reactions 

respectively. The key findings from the study are summarized in Section 6.4. 

 

6.2 Computational details 

 

The DFT simulations were performed using the Vienna ab initio Simulation Package 

(VASP) 131,132. All calculations were done using the projector augmented wave (PAW) 

method 142 employing a plane with cut-off energy of 450 eV and a Monkhorst-pack scheme 

k-point sampling of 3x3x1. Spin-polarized calculations were performed, and a high level 

of accuracy is ensured with force convergence criteria of 10-6 eV/Å per unit cell and force 

tolerance of 0.05 eV/Å. Generalized gradient approximation (GGA) based rPBE-vdW 

exchange-correlation functional is employed for studying both CO2 methanation and DRM 

reactions. This functional, with a correction of 28 kJ/mol for gas-phase CO2 energy was 

identified as the best functional choice for studying CO2 conversion reactions irrespective 

of the catalyst employed 178. The catalyst was modeled using 5-layer, p(4x4) unit cell with 

an inter-slab distance of 12 Å. The transition state (TS) for all reactions was identified 

using the Nudged Elastic Band (NEB) method (with 8 to 12 images) 146. Using the quasi-

Newton algorithm, the image closest to TS is optimized and TS was confirmed by 

performing vibrational frequency analysis 143. The reaction energies and activation barriers 

of all elementary reactions in this study are reported as Gibbs free energy change. The zero-

point energy and thermodynamic corrections (enthalpy and entropy) were calculated at 
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CO2 methanation and DRM reaction conditions. For the given final state (FS), initial state 

(IS) and TS structures, the reaction free energy (Gr) is calculated as GK =	GL(L(FS) −

	GL(L(IS) and the corresponding activation barrier (Ga) is calculated as GD =	GL(L(TS) −

	GL(L(IS).  

 

The stability of SAA towards aggregation (dimer/trimer structures) is evaluated by 

computing the energy of aggregation (∆EDCC). It is defined as 224, 

∆EDCC(m) = 	EL(L(m) + (m − 1). EL(L(NiB) − m ∗ EL(L(SAA)  (6.1) 

where m is the cluster size (m = 2,3 for dimer and trimer respectively) and Etot(m) is the 

total energy of m in a bulk crystal structure, Etot(NiB), and Etot(SAA) are the DFT total 

energy of the surface of NiB and SAA respectively. It is to be noted that equation 6.1 

corresponds to solid state reaction. A positive value of  ∆EDCC indicates the preference for 

the dispersion of dopant atom (favoring SAA structure) and a negative value indicates the 

preference for clustering of atoms (to form dimer/trimer) on the surface. Also, note that the 

entropic contributions are not accounted for calculating ∆EDCC since the greater disorder of 

having several single atoms over a cluster (dimer/trimer) would anyways result in loss of 

entropy and the SAA structure will be favored. The likelihood of the dopant atom to form 

a single atom (by replacing one of the Ni atoms from NiB) or to form an adsorbed atom 

(dopant binding to surface Ni atoms) is evaluated by calculating the formation energy and 

adsorption energy of the dopant. The formation energy is defined as, 

∆Et(Kb =	E-uu + Ev'8wxQ` − Ev'S − EI8wxQ`  (6.2) 

where M represents dopant, ESAA and ENiB represent DFT total energies of SAA and NiB 

slab respectively and Ebulk represents the energy of the bulk atom. The adsorption energy 

is defined as, 

∆EDEF =	EI∗ − Ev'S − EI8wxQ`            (6.3) 

where EM* represents DFT total energy of the adsorbed system (M adsorbed on NiB). 
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6.3 Results and Discussions 

 

6.3.1 Screening of NiB-based SAA 

 

 
Figure 6. 1 The energy of aggregation relative to the SAA for the clustering of dopant 

atoms into dimers (blue triangle) and trimers (red circle). The metal combinations that 

prefer dispersion are shown inside the box.  

 
We explored NiB based SAAs that can reduce CO2 activation barriers compared to clean 

NiB surface. Based on the ability to break C-O bond 91,194,207,234–237, we considered 15 

SAAs: Ru, Pt, Pd, Rh, Co, Fe, Os, Ir, Re, W, Mo, Cu, Mn, Zn, and K based NiB. The 

dopant atom replaces one of the surface atoms on NiB. However, NiB has two types of 

surface Ni atoms (with the same coordination number). As a result of surface 

reconstruction due to boron doping, one row of Ni atom moves up (represented as Ni (I)) 

while the adjacent row moves down (represented as Ni (II)) (resembling a stepped site) (cf 

Figure 5. 1 b). We identified the most stable dopant site on NiB. All the dopant atoms 

except Re and W prefer to replace Ni (I) from the NiB surface. In addition, the dopant atom 

must prefer dispersion (favor SAA configuration) on the NiB surface compared to 

clustering (dimer or trimer structure). A thorough computational screening is performed to 
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identify SAAs that are thermodynamically stable and prefer to stay as a single atom 

(dispersed) on NiB. To assess the thermodynamic stability of SAA, we computed the 

energy of aggregation for dimer and trimer structures for all metal combinations. As 

mentioned before, a positive value of the energy of aggregation indicates the preference 

for favoring the SAA structure. A similar analysis was performed by Darby et al. to assess 

the stability SAA catalysts 223,224,226. We compared the energy of aggregation for Ni-Cu 

alloy and found to be exactly matching with the previously reported values 223,224,226. The 

energy of aggregation for all metal combinations (15 dopants on NiB) is calculated and the 

results are shown in Figure 6. 1. It is clear that for the majority of dopants, the clustering 

is favored (negative energy of aggregation for dimer/trimer structures) over dispersion. 

Among the different dopants considered in the current study, majority of the dopants were 

transition state metals that can exhibit multiple oxidation states whereas K is an alkali metal 

with valency 1 which explains the huge difference in energy between dimer and trimer 

structures of K. Notably, we identified that only five of the metal (Pt, Pd, Rh, Cu and Mn 

on NiB) combinations are stable (favours dispersion). Consequently, CO2 activation 

barriers are calculated only for these stable metal combinations. 

 

6.3.1.1 CO2 activation barrier on NiB SAA 

 

As mentioned before, our goal is to reduce CO2 activation barriers on NiB surface and 

hence we evaluated the CO2 direct dissociation (to form CO* and O*) barrier on Pt, Pd, 

Rh, Cu, and Mn-based NiB SAAs and compared them with that on Ni (111) and NiB 

surfaces. The calculated CO2 activation barriers along with CO2*, CO*, and O* adsorption 

energies (electronic energies) on all surfaces are given in Table 6. 4. The CO2 direct 

dissociation barrier on clean NiB (124 kJ/mol) is significantly high compared to that on Ni 

(111) surface (54 kJ/mol). Surprisingly, there isn’t a substantial reduction of CO2 

dissociation barriers on Pt, Pd, Rh, and Cu based NiB SAA surfaces (108 kJ/mol, 131 

kJ/mol, 133 kJ/mol and 89 kJ/mol respectively) compared to clean NiB surface. However, 

the CO2 dissociation barrier reduced significantly on Mn-NiB SAA (68 kJ/mol). 

Additionally, the CO2 (binding energy of -94 kJ/mol) and O* adatom (binding energy of -

262 kJ/mol) binds much strongly on Mn-NiB SAA surface compared to all other surfaces 
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considered. Dietz et al. 237 predicted that metals with high oxygen affinity aids in CO2 

dissociation. Clearly, the low CO2 activation barrier on Mn-NiB SAA is substantiated by 

its high oxygen affinity. The ability to bind CO2 strongly and a low CO2 activation barrier 

make Mn-NiB SAA a potential catalyst for both CO2 methanation and DRM reactions. The 

most stable configuration of CO2 adsorption on Mn-NiB SAA is shown in Figure 6. 2. 

However, to provide evidence for the existence of the Mn-NiB SAA catalyst, more 

thermodynamic stability calculations must be performed. 

 

 

 

 

 

 

 

 

 

 

Figure 6. 2 The most stable chemisorption configuration of CO2 on Mn-NiB SAA. Blue 

balls represent Ni atoms, salmon balls represent B atoms, violet balls represent Mn atom, 

red balls represent oxygen atoms, and grey balls represents carbon atom. 

 
Table 6. 4 CO2*, CO* and O* adsorption energies (electronic energies) and CO2 activation 

barriers (electronic energies) on Ni (111), NiB and Pt, Pd, Rh, Cu, and Mn-based NiB SAA 

surfaces 

Catalyst CO2* binding 

energy 

(kJ/mol) 

CO* binding 

energy 

(kJ/mol) 

O* binding 

energy 

(kJ/mol) 

CO2 dissociation 

barrier (kJ/mol) 

Ni (111) -12 -148 -230 54 

NiB -61 -144 -209 124 

Pt-NiB SAA -37 -144 -194 108 
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Pd-NiB SAA -39 -140 -215 131 

Rh-NiB SAA -57 -141 -194 133 

Cu-NiB SAA -43 -145 -223 89 

Mn-NiB SAA -94 -144 -262 68 

 

6.3.1.2 Stability of Mn-NiB SAA 

 

We have comprehended that Mn prefers to exist as a single atom (by replacing one of the 

surface Ni atoms) on NiB compared to dimer/trimer structures. Additionally, we calculated 

the formation energy (Eq. 6.1) of Mn single atom on NiB. We found that the Mn formation 

energy is -12kJ/mol, indicating that the SAA structure is favorable. The Mn single atom 

could adsorb (without replacing any Ni atoms) on top of NiB slab or it can also diffuse to 

the bulk. The possibility of these configurations is evaluated by computing the adsorption 

energy of Mn on NiB (Eq. 6.2) and the diffusion barrier. A positive value of Mn adsorption 

energy (+15 kJ/mol) and diffusion energy (+25 kJ/mol) indicates that these structures are 

not favored. Furthermore, to test the stability of Mn-NiB SAA under reaction conditions, 

we evaluated the Gibbs free energy change of the synthesis reaction 

Mn(NO9)!		(CDF) + NiB	 → Mn − NiB + 	Ni(NO9)!		(CDF)   (6.4) 

under methanation (573 K, 10 bar) and DRM (973 K, 1 bar) conditions. This method is 

widely employed to assess the stabilities of boron promoted transition metals (Cu-B102, Ni-

B82, Pd-B238. Mn (NO3)2 is used as the source of Mn as it is the precursor used for doping 

Mn on Ni surfaces 239–243. We found that the Gibbs free energy change for the reaction (6.4) 

under methanation and DRM conditions are -274 kJ/mol and -248 kJ/mol respectively. 

Clearly, the Mn single atom doping is favorable under these conditions. Consequently, we 

studied CO2 methanation and DRM reactions on the Mn-NiB SAA surface. 

 

6.3.2 CO2 methanation on Mn-NiB SAA 

 

For CO2 methanation, we considered 46 elementary reactions consisting of CO2 direct 

dissociation and its hydrogenation routes, CO* direct dissociation and its hydrogenation 

routes, C* hydrogenation routes, and other side reactions (cf Figure 6. 3 and Table 6. 5). 
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These reactions are studied on Mn-NiB SAA and compared with previous results on Ni 

(111) and Ru (001) and are described in the following sub-sections. The reaction energy 

and reaction barriers of all these elementary reactions are calculated and reported as Gibbs 

free energy change and are listed in Table 6. 5. 

 
 

Figure 6. 3 CO2 direct dissociation and hydrogenation with/without CO* intermediate 

routes. 

 
Table 6. 5 Calculated free energy barriers and reaction free energies (550K and 10 atm 

pressure) of all elementary reactions for CO2 methanation on Ni (111), Ru (001), and Mn-

NiB SAA surfaces. The reactions include CO2 and CO direct dissociation routes, CO2, CO* 

and C* hydrogenation routes, other side reactions (H2O formation, Boudouard reaction), 

and desorption of products.  

Reaction 

Activation barrier (kJ/mol) 
Reaction free energy 

(kJ/mol) 

Ni 

(111) 

Ru 

(001) 
Mn-NiB 

Ni 

(111) 

Ru 

(001) 
Mn-NiB 

R1 CH3*+H*→CH4* 81 103 81 -63 -34 -20 

R2 CH2*+H*→CH3* 57 71 43 -5 22 -46 
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R3 CH*+H*→CH2* 64 77 46 30 67 -11 

R4 C*+H*→CH* 88 101 54 -40 -1 -54 

R5 CO2*→CO*+O* 60 51 69 -106 -170 -61 

R6 CO2*+H*→COOH* 112 121 152 25 20 31 

R7 CO2*+H*→HCOO* 69 70 62 -25 -28 -47 

R8 COOH*→CO*+OH* 17 38 13 -116 -110 -129 

R9 HCOO*→HCO*+O* 146 104 201 43 -17 56 

R10 HCO*→CO*+H* 19 5 35 -123 -125 -69 

R11 COOH*+H*→HCOOH* 83 114 103 16 53 37 

R12 HCOO*+H*→HCOOH* 113 125 147 67 101 117 

R13 HCOOH*→HCO*+OH* 64 44 69 -9 -39 -97 

R14 CH2OH*+H*→CH3OH* 84 104 90 -46 -7 -19 

R15 CHOH*+H*→CH2OH* 89 64 91 19 26 -29 

R16 COH*+H*→CHOH*  89 96 49 68 103 11 

R17 CO*+H*→COH* 209 198 249 112 100 152 

R18 CH3OH*→CH3*+OH* 160 113 115 -29 -63 -130 

R19 CH2OH*→CH2*+OH* 64 43 19 -70 -92 -102 

R20 CHOH*→CH*+OH* 62 30 39 -81 -133 -121 

R21 COH*→C*+OH* 166 105 109 27 -29 -56 

R22 CH2O*+H*→CH3O* 60 82 57 -42 -10 -32 

R23 CHO*+H*→CH2O* 73 66 61 35 49 4 

R24 CH3O*→CH3*+O* 127 117 160 -6 -84 -20 

R25 CH2*+O*→CH2O* 133 188 131 44 117 6 

R26 CHO*→CH*+O*  104 105 160 -40 -135 8 

R27 CO*→C*+O* 282 217 294 124 -9 132 

R28 CH3OH*+*→ CH3O*+H* 94 78 64 -38 -58 -73 

R29 CH2OH*+*→ CH2O*+H* 67 86 70 -41 -55 -60 

R30 CHOH*+*→ HCO*+H* 61 68 92 -56 -79 -94 

R31 O*+H*→OH* 118 166 129 15 80 -37 

R32 OH*+H*→H2O* 133 125 177 29 38 71 
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6.3.2.1 CO2 direct dissociation route vs CO2 hydrogenation routes to form CO* 

intermediate (R5 – R13) 

 

As mentioned in the previous section, CO2 direct dissociation (R5) is exergonic (-61 kJ/mol) 

and has a low barrier of 69 kJ/mol. Additionally, CO2 can undergo hydrogenation by 

reacting with H* adatom (cf Figure 6. 3). We investigated these routes and the 

corresponding free energies are reported in Figure 6. 4. 

 

R33 H2→H*+H* 111 77 107 43 18 43 

R34 OH*+OH*→H2O*+O* 87 64 186 13 -42 108 

R35 CO2*+C*→2CO* 153 142 116 -229 -161 -194 

R36 HCOO*+H*→H2COO* 192 168 204 104 93 138 

R37 HCOOH*+H*→H2COOH* 118 121 112 47 42 3 

R38 H2COO*+H*→H2COOH* 90 156 112 10 51 -18 

R39 H2COO*→H2CO*+O* 32 36 46 -26 -60 -79 

R40 H2COOH*→H2CO*+OH* 34 18 20 -21 -32 -96 

R41 CO2→CO2* - -  81 58 -2 

R42 CO*→CO - -  49 72 52 

R43 H2O*→H2O + * - -  -49 -34 -4 

R44 CH4*→CH4 - -  -49 -37 -33 

R45 HCOOH*→HCOOH - -  -17 -1 -25 

R46 CH3OH*→CH3OH - -  -14 -1 1 
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Figure 6. 4 CO2 activation and dissociation on Mn-NiB SAA. Free energy barriers and 

reaction free energies (inside brackets) on Mn-NiB SAA are shown in red color.  

The H* adatom formed via H2 dissociation (R33) can react with CO2 to form 

COOH*/HCOO* intermediates. Interestingly the COOH* formation (R6) is endergonic 

(31 kJ/mol) and must overcome a high barrier of 152 kJ/mol. On the contrary, HCOO* 

formation (R7) is exergonic (-47 kJ/mol) and has a low barrier of 62 kJ/mol. Therefore, 

this reaction is kinetically and thermodynamically feasible. However, the activation of 

HCOO* has significantly high barriers. HCOO* can either undergo further hydrogenation 

to form HCOOH* (R12) or dissociates to form HCO* (R9). Both these reactions must 

overcome very high barriers (147 kJ/mol for R12 and 201 kJ/mol for R9). Hence, CO* 

formation via CO2 hydrogenation is not thermodynamically and kinetically favored and 

CO2 direct dissociation to form CO* is the preferred CO2 activation route on Mn-NiB SAA. 

 

6.3.2.2 CO direct dissociation route vs CO hydrogenation routes to form CHx* (x = 0 - 3) 

(R14 – R30) 

 

CO can either dissociate to form C* intermediate or undergoes hydrogenation to form 

COH*/HCO* intermediates. These can undergo further hydrogenation (forming 

CHxOH*/CHxO* (x = 1 - 3)) followed by dissociation to form CHx (x = 1 - 3) intermediates. 

These routes are investigated, and the free energies are shown in Figure 6. 5. 
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Figure 6. 5 Free energy barriers and reaction free energies (inside brackets) for CO* 

dissociation routes.  

 
The dissociation of CO* to form C* and O* (R27) must overcome a huge barrier of 294 

kJ/mol. Similarly, CO* hydrogenation to form COH* (R17) also has a very high barrier 

(249 kJ/mol). Notably, both these reactions are highly endergonic, making them 

thermodynamically not favorable. On the contrary, CO* hydrogenation to HCO* 

(reversible reaction of R10) has a significantly low barrier (105 kJ/mol) making it the 

kinetically favored CO* activation route. Both COH* and HCO* can undergo sequential 

hydrogenation to form CHxOH/CHxO (x = 1 - 3) intermediates. The CHxOH*/CHxO* (x = 

1 - 3) intermediates may dissociate to form CHx (x = 1 - 3). Notably, the CHxOH* (x = 1 - 

3) dissociation is highly exergonic and has significantly lower barriers than CHxO (x = 1 - 

3) dissociation (cf Figure 6. 5). However, the high barrier of COH* formation from CO* 

makes the CHxOH (x = 1 - 3) routes (COH* hydrogenation and CHxOH dissociation) less 

favorable. The sequential hydrogenation of HCO* leads to the formation of CH2O* (R23) 

and CH3O* (R22) and these reactions have barriers of 61 kJ/mol and 57 kJ/mol respectively. 

Particularly, the CH2O* dissociation to form CH2* (reversible reaction of R25) has a lower 

barrier (125 kJ/mol) compared to HCO* (R26) and CH3O* (R24) dissociation (160 kJ/mol 

for both R24 and R26). In short, the CO* hydrogenation via HCO* intermediate is the most 
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favored CO* activation route. The HCO* formed undergoes hydrogenation forming 

CH2O* followed by its dissociation to form CH2*.  

 

6.3.2.3 CO2 activation routes without CO* intermediate (R36 – R40) 

 

In the previous section, CO2 activation via CO* intermediate was discussed. Here we 

investigate CO2 activation routes without forming CO* as an intermediate (via HCOO* 

intermediate) and the free energies are shown in Figure 6. 6.  

 

 

Figure 6. 6 Free energy barriers and reaction free energies (inside brackets) for CO2* 

dissociation routes without forming CO* as an intermediate.  

 

The HCOO* and HCOOH* formed (via CO2 hydrogenation) can undergo further 

hydrogenation to form H2COO* (R36) and H2COOH* (R38) respectively. However, the 

barriers for these reactions are much higher (204 kJ/mol and 112 kJ/mol respectively) than 

CO2 direct dissociation (69 kJ/mol) barriers are hence these routes are not favored. Hence, 

CO2 methanation without forming CO* intermediate is not favored on Mn-NiB SAA. 

 

6.3.2.4 CHx* (x = 0 - 3) hydrogenation (R1 – R4) 

 

The CHx (x = 0 - 3) formed from the dissociation of CHxOH/CHxO (x = 0 - 3) can undergo 

sequential hydrogenation to form CH4. The sequential hydrogenation of C* is exergonic 

and has low barriers as shown in Figure 6. 7. The highest barrier (81 kJ/mol) is for the 

CH3* hydrogenation (R1) step. It must be noted though that C* hydrogenation to CH* (R4) 
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81 (-20) 
77 (67) 
101 (-1) 

57 (-54) 46 (-11) 
101 (-
1)111 

43 (-46) 
77 (67) 
101 (-1) 

is limited by the very high barriers for C* formation (via COH* (R21) or CO* (R27) 

dissociation). Additionally, CH2* formation (via CH2O* dissociation) was identified as the 

favored route for CO* hydrogenation (cf Figure 6. 5). Subsequently, the CH2* thus formed 

favors sequential hydrogenation to form CH4. 

 
 

Figure 6. 7 Free energy barriers and reaction free energies (inside brackets) for sequential 

hydrogenation of C*.  

 
6.3.2.5 Side reactions (water formation) and desorption of products (R31 – R35, R43, and 

R44) 

 

Hydrogenation of O* adatom (formed from CO2 dissociation) leads to OH* formation 

(R31). This reaction is exergonic (-37 kJ/mol) and must overcome a barrier of 129 kJ/mol. 

The OH*can react with H* (R32) or OH* (R34) to form H2O, one of the products. Both 

these reactions (R32 and R34) are endergonic and have to overcome a barrier of 177 kJ/mol 

and 186 kJ/mol respectively.   

 

The desorption energy (electronic energy) of the products, CH4 (R44) and H2O (R43) are 

28 kJ/mol and 80 kJ/mol respectively. 

 

6.3.2.6 Comparison of reactions on Ni (111), Ru (001) and Mn-NiB SAA 

 

The energetics for the important reactions in CO2 methanation on Mn-NiB SAA is 

compared to that on Ni (111) and Ru (001) (cf Table 6. 5) and are presented here.  

 

CO2 activation route: CO2 adsorbs much strongly on Mn-NiB SAA (electronic energy of -

94 kJ/mol) than on Ni (111) (-12 kJ/mol) and Ru (001) (-44 kJ/mol). The free energy 

diagram of CO2 activation routes (direct dissociation and hydrogenation via HCOO*) are 

shown in Figure 6. 8. Direct dissociation CO2 to form CO* and O* (R5) is exergonic on 

all three surfaces and has low free energy barriers (60 kJ/mol, 51 kJ/mol and 69 kJ/mol on 
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Ni (111), Ru (001) and Mn-NiB SAA respectively). Interestingly, CO2 hydrogenation to 

form HCOO* (R7) also has low barriers on all the surfaces (69 kJ/mol, 70 kJ/mol, and 62 

kJ/mol on Ni (111), Ru (001) and Mn-NiB SAA respectively). However, the activation of 

HCOO* (dissociation to form HCO* (R9) or hydrogenation to form H2COO* 

(R36)/HCOOH* (R12)) has very high barriers compared to CO2 direct dissociation route. 

Notably, the barriers via the HCOO* route is significantly higher on Mn-NiB SAA 

compared to Ni and Ru (cf Figure 6. 8). Additionally, CO2 hydrogenation via COOH* (R6) 

intermediate (not shown in Figure 6. 8) is also higher on Mn-NiB SAA compared to Ni and 

Ru (cf Table 6. 5). Therefore, CO2 direct dissociation is the most preferred CO2 activation 

route on Mn-NiB SAA and the activation barrier is similar to that on Ni and Ru surfaces. 

Due to high CO2 adsorption energy and a low CO2 activation barrier, we expect high CO2 

conversion on Mn-NiB SAA. 

 
Figure 6. 8 The free energy diagram of the CO2 activation route on Ni (111) (blue), Ru 

(001) (red), and Mn-NiB SAA (green). The diagram on the right side shows the direct 

dissociation path and the one on the left side shows hydrogenation via the HCOO* route. 

 

CO* activation route: The CO* (formed via CO2 direct dissociation) dissociation to form 

C* (R27) has significantly higher barriers (282 kJ/mol, 217 kJ/mol and 294 kJ/mol on Ni 
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(111), Ru (001) and Mn-NiB SAA respectively) compared to CO* hydrogenation on all 

three surfaces. CO* hydrogenation (to form COH* (R17) or HCO* (reversible reaction of 

R10)) is endergonic on all the surfaces and the free energy diagram is shown in Figure 6. 

9. Notably, on Mn-NiB SAA, the CO* hydrogenation to form COH* is more endergonic 

than on Ni and Ru (more by 40 kJ/mol and 52 kJ/mol respectively). Whereas HCO* 

formation on Mn-NiB SAA is less endergonic compared to Ni and Ru surfaces (lower by 

54 kJ/mol and 56 kJ/mol respectively). Importantly, the free energy barrier for COH* 

formation (209 kJ/mol, 198 kJ/mol and 249 kJ/mol on Ni (111), Ru (001) and Mn-NiB 

SAA respectively) is much higher than that of HCO* formation (143 kJ/mol, 130 kJ/mol 

and 105 kJ/mol on Ni (111), Ru (001) and Mn-NiB SAA respectively) on all the surfaces. 

Hence, CO* activation via the HCO* route is kinetically preferred on these surfaces. 

Particularly, CO* hydrogenation to form HCO* has the lowest barrier on the Mn-NiB SAA 

surface. Therefore, the most preferred CO* activation route (via HCO*) is kinetically and 

thermodynamically more favored on Mn-NiB SAA compared to Ni and Ru surfaces. 

Subsequently, CO* can react at a faster rate and would result in less CO* poisoning on 

Mn-NiB SAA. 

 
 

Figure 6. 9 The free energy diagram of the CO activation route on Ni (111) (blue), Ru 

(001) (red), and Mn-NiB SAA (green). The diagram on the right side shows CO* 
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hydrogenation via HCO* and the one on the left side shows CO* hydrogenation via COH* 

route. 

 
CH* sequential hydrogenation: The sequential hydrogenation of CH* leads to CH4 (R1 – 

R3) formation and the free energy diagram is shown in Figure 6. 10. Interestingly, all the 

CHx* (x = 1 – 3) hydrogenation reactions are exergonic on Mn-NiB SAA whereas only 

CH3* hydrogenation (R1) is exergonic on Ru (cf Table 6. 4). Both CH2* (R2) and CH3* 

hydrogenation are exergonic on Ni. Consequently, the overall reaction is exergonic on Mn-

NiB SAA (-77 kJ/mol) whereas it is endergonic on Ru (001) (55 kJ/mol) and less exergonic 

on Ni (111) (-38 kJ/mol). Additionally, the barriers are significantly lower on Mn-NiB 

SAA compared to Ni and Ru. Thus, the sequential hydrogenation reactions (to form CH4) 

are thermodynamically and kinetically favorable on Mn-NiB SAA.  

 
Figure 6. 10 The free energy diagram of CH* stepwise hydrogenation on Ni (111) (blue), 

Ru (001) (red), and Mn-NiB SAA (green).  

 
In short, CO2 adsorbs much strongly on Mn-NiB SAA. The CO2 activation barrier (direct 

dissociation) is also low and comparable to that on Ni and Ru. Additionally, CO* activation 
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(hydrogenation via HCO*) is thermodynamically and kinetically more favored on Mn-NiB 

SAA compared to Ni and Ru. Thus, we expect high CO2 conversion and low CO* 

poisoning on Mn-NiB SAA. Moreover, the CH* sequential hydrogenation reactions are 

exergonic and have low barriers on Mn-NiB SAA. Thus, Mn-NiB SAA is a potential 

catalyst for CO2 methanation. 

 

6.3.3 DRM on Mn-NiB SAA 

In the current study, we considered 38 elementary reactions for DRM. The reaction 

network includes multiple CO2 activation routes (direct dissociation and hydrogenation), 

CH4 activation routes (sequential dehydrogenation, CHx (x = 0 - 3) oxidation by OH* and 

O*, other side reactions (H2O formation, Boudouard reaction) and desorption of products 

(cf Figure 6. 11 and Table 6. 6). We studied all these reactions on the Mn-NiB SAA surface 

and are presented in the following sub-sections. The reaction energies and reaction barriers 

of all the elementary reactions are reported as Gibbs free energy change (unless otherwise 

stated) and are listed in Table 6. 6.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. 11 (a) CO2 dissociation routes and (b) CH4 sequential dehydrogenation routes and 

CHx (x = 0 to 3) oxidation by OH* and O* routes.  

(a) (b) 
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Table 6. 6 Calculated free energy barriers and reaction free energies of all elementary 

reactions for DRM on Ni (111), NiB, and Mn-NiB SAA surfaces. The reactions include CH4 

sequential dehydrogenation routes, CO2 dissociation routes, CHx (x = 0 - 3) oxidation by 

OH* and O* routes, other side reactions (H2O formation, Boudouard reaction) and 

desorption of products. 

Reaction 

Activation barrier 

(kJ/mol) 

Reaction free energy 

(kJ/mol) 

Ni 

(111) 
NiB Mn-NiB 

Ni 

(111) 
NiB Mn-NiB 

R1 CH4*→CH3*+H* 164 107 113 83 55 36 

R2 CH3*→CH2*+H* 58 87 93 5 62 46 

R3 CH2*→CH*+H* 35 56 59 -25 13 15 

R4 CH*→C*+H* 126 96 104 41 55 52 

R5 CO2*→CO*+O* 63 107 70 -101 -48 -62 

R6 CO2*+H*→COOH* 112 143 156 30 26 37 

R7 CO2*+H*→HCOO* 69 61 64 -18 -54 -39 

R8 COOH*→CO*+OH* 7 59 5 -120 -120 -139 

R9 HCOO*→HCO*+O* 148 226 196 45 113 52 

R10 HCO*→CO*+H* 14 13 34 -126 -107 -75 

R11 COOH*+H*→HCOOH* 82 89 103 11 27 34 

R12 HCOO*+H*→HCOOH* 104 132 140 60 107 110 

R13 HCOOH*→HCO*+OH* 63 72 68 -5 -39 -97 

R14 CH3OH*→CH2OH*+H* 143 113 116 60 45 24 

R15 CH2OH*→CHOH*+H* 72 72 117 -19 11 21 

R16 CHOH*→COH*+H*  20 65 38 -69 18 -7 

R17 COH*→CO*+H* 100 72 97 -112 -176 -159 

R18 CH3*+OH* →CH3OH* 182 218 238 18 63 130 

R19 CH2*+OH*→CH2OH* 133 94 119 73 45 108 

R20 CH*+OH*→ CHOH* 137 146 159 79 44 115 

R21 C*+OH*→COH* 133 139 166 -30 7 55 
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6.3.3.1 CH4 stepwise dehydrogenation (R1 - R4) 

 

Methane weakly adsorbs on Mn-NiB SAA with binding energy (electronic energy) of -29 

kJ/mol. The stepwise dissociation of methane produces methyl (CH3*), methylidene 

(CH2*), methyne (CH*), and carbon/coke (C*) and the free energies are shown in Figure 

6. 12. Interestingly, the dehydrogenation steps are endergonic and CH4 dissociation (R1) 

has the highest barrier (113 kJ/mol), forming CH3* (R2). CH3* dissociation must overcome 

a barrier of 93 kJ/mol to form CH2*. CH2* (R3) dissociation has the lowest barrier (59 

kJ/mol) and has a reaction free energy of 15 kJ/mol. Coke formation via CH* dissociation 

(R4) has high endergonicity (52 kJ/mol) and must overcome a barrier of 104 kJ/mol. 

 

 

R22 CH3O*→CH2O*+H* 102 89 88 46 42 32 

R23 CH2O*→CHO*+H* 34 43 55 -37 -14 -6 

R24 CH3*+O* →CH3O* 130 151 177 6 -5 20 

R25 CH2*+O*→CH2O* 132 102 130 47 -26 6 

R26 CH*+O*→ CHO* 142 158 145 35 -53 -14 

R27 C*+O*→CO* 156 159 159 -131 -215 -143 

R28 CH3OH*+*→ CH3O*+H* 97 87 61 -23 -23 -70 

R29 CH2OH*+*→ CH2O*+H* 70 96 71 -37 -26 -62 

R30 CHOH*+*→ HCO*+H* 57 72 94 -54 -51 -91 

R31 O*+H*→OH* 114 117 125 10 -45 -39 

R32 OH*+H*→H2O* 125 121 173 18 14 65 

R33 H*+H*→H2 57 58 59 -69 -84 -66 

R34 OH*+OH*→H2O*+O* 89 113 191 8 59 104 

R35 CO2*+C*→2CO* 154 132 122 -232 -263 -205 

R36 CO2→CO2* - - - 107 67 24 

R37 CO*→CO - - - 19 26 28 

R38 H2O* →H2O + * - - - -65 -39 -23 
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Figure 6. 12 Free energy barriers and reaction free energies (inside brackets) form methane 

dissociation on Mn-NiB SAA.  

 

6.3.3.2 CO2 activation mechanism (R5, R6 – R13) 

 

We have considered direct dissociation and hydrogenation (H* adatom is generated from 

CH4 sequential dehydrogenation) routes for CO2 conversion to form CO*. These pathways 

are already discussed in section 6.3.2.1 for the methanation reaction. The trends in reaction 

energetics and the most preferred pathway remains the same for DRM reaction. However, 

there is a slight difference in energetics as a result of the change in reaction conditions. 

These free energies are shown in Figure 6. 13. Direct dissociation of CO2 (reaction free 

energy of -62 kJ/mol and free energy barrier of 70 kJ/mol) is the most preferred CO2 

activation route.  
 

 
  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 6. 13 Free energy barriers and reaction free energies (inside brackets) for CO2 

activation and dissociation on Mn-NiB SAA. 
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6.3.3.3 CHx (x = 0 - 3) Oxidation (O*/OH*) (R18 – R21, R24 – R27)  

 

The O* adatom formed from CO2 dissociation can react with H* adatom (from CH4 

dissociation) to form OH*. This reaction is thermodynamically feasible with a reaction free 

energy of -39 kJ/mol. Subsequently, O*/OH* can react with CHx (x = 0 - 3) species forming 

CHxO (x = 0 - 3)/ CHxOH* (x = 0 - 3) on the surface. These oxidation reactions are 

discussed here, and the free energies are shown in Figure 6. 14. 

 

 

Figure 6. 14 Free energy barriers and reaction free energies (inside brackets) for CHx 

oxidation by O*/OH* routes.  

 

Notably, CHx (x = 0 - 3) oxidation by OH* to form CHxOH* (x = 0 - 3) is highly endergonic 

compared to CHxO (x = 0 - 3) formation (via CHx (x = 0 - 3) oxidation by O*).  Interestingly, 

CH3* oxidation (both O* (R24) and OH*(R18)) has the highest barriers (238 kJ/mol and 

177 kJ/mol respectively). The barrier for CH2* oxidation by O* (R25) is 11 kJ/mol higher 

than the corresponding OH* (R19) oxidation barrier (119 kJ/mol). However, the O* 

oxidation of CH2* has less endergonicity (6 kJ/mol) compared to OH* oxidation (108 

kJ/mol). The CH* oxidation by O* (R26) is exergonic (-14 kJ/mol) and has a low barrier 

(145 kJ/mol) compared to corresponding OH* oxidation (R20) (barrier of 159 kJ/mol) step. 

Lastly, C* oxidation by OH* (R21) is also endergonic (55 kJ/mol) and must overcome a 

high barrier of 166 kJ/mol whereas C* oxidation by O* (R27) is highly exergonic (-143 

kJ/mol) and has to overcome a barrier of 159 kJ/mol. Clearly, the barriers for sequential 
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dehydrogenation of CHx (x = 1 - 3) are significantly lower than corresponding oxidation 

by both O* and OH*. Hence, sequential dehydrogenation of CHx (x = 1 - 4) is the 

kinetically favored CH4 activation route. Interestingly, C* oxidation by O* is kinetically 

and thermodynamically favored compared to OH* oxidation.  

 

6.3.3.4 CHxOH and CHxO (x = 1 - 3) dehydrogenation (R14 – R16, R22, R23)  

 

The free energies for successive dehydrogenation of CHxOH and CHxO (x = 1 - 3) are 

discussed here. Notably, the reaction free energies and free energy barriers for CHxOH (x 

= 1 - 3) dehydrogenation is lower than that for CHxO (x = 1 - 3) dehydrogenation. The free 

energies are shown in Figure 6. 14. It must be noted though that the sequential 

dehydrogenation of CH4 to C* has a lower barrier than CHx (x = 1-3) oxidation (both O* 

and OH*), the CHxOH and CHxO (x = 1-3) dehydrogenation steps are not favored 

kinetically. 

 

6.3.3.5 Side reactions (water formation and Boudouard reaction) (R31, R32, R34 and R35) 

and Desorption of products (R33 and R37)  

 

The H2O formation reactions are already discussed in section 3.2.5 and the free energies 

are given in Table 6. 6. Interestingly Boudouard reaction (R35) is highly exothermic (-205 

kJ/mol) and the activation barrier (122 kJ/mol) is 34 kJ/mol lower than C* oxidation by 

O*. Thus, the Boudouard reaction offers a supplementary route for C* conversion to form 

CO* and hence we expect high C* conversion on Mn-NiB SAA.  

 

The desorption energy (electronic energy) of CO* (R37) was calculated to be 144 kJ/mol. 

The combinative desorption of hydrogen (R33) is exergonic (-66 kJ/mol) and has a barrier 

of 59 kJ/mol. 
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6.3.3.6 Comparison of reactions on Ni (111), NiB and Mn-NiB SAA 

 

The comparison of energetics for the important reactions in DRM on Ni (111), NiB, and 

Mn-NiB SAA and are presented here (cf Table 6. 6).  

 

CO2 activation route: The direct dissociation of CO2 (R5) is favored on Ni (111), NiB, and 

Mn-NiB SAA surfaces. The free energy diagram of CO2 direct dissociation to form CO* 

and O* is shown in Figure 6. 15. Notably, CO2 dissociation is highly exergonic (-101 

kJ/mol, -48 kJ/mol, -62 kJ/mol on Ni (111), NiB, and Mn-NiB respectively) on all three 

surfaces. Ni (111) has the lowest CO2 activation barrier (63 kJ/mol) followed by Mn-NiB 

SAA (70 kJ/mol) and NiB (107 kJ/mol). Particularly, the CO2 activation barrier on Mn-

NiB SAA is 37 kJ/mol lower than that on the NiB surface. Since CO2 specifies the 

oxidizing agent (O*/OH*) for possible CHx (x = 0 - 3) oxidation reactions (including 

carbon conversion) and for Boudouard reaction, the reduced CO2 activation barrier plays a 

crucial role in favoring the reaction rates of oxidation steps on Mn-NiB SAA. 

 

 
Figure 6. 15 The free energy diagram of CO2 direct dissociation on Ni (111) (blue), NiB 

(red), and Mn-NiB SAA (green). 

 
CH4 activation: The free energy diagram of CH4 stepwise dehydrogenation (R1 – R4) on 

Ni (111), NiB, and Mn-NiB SAA is shown in Figure 6. 16. Noticeably, CHx (x = 1 - 4) 
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dehydrogenation steps are endergonic on all three surfaces except CH2* dehydrogenation 

on Ni (111) (-25 kJ/mol). Among the CHx (x = 1 - 4) dehydrogenation steps, the CH4 

dissociation barrier to form CH3* and H* has the highest barrier on all three surfaces. 

Notably, the CH4 dissociation barrier is significantly lower on Mn-NiB SAA (114 kJ/mol) 

and NiB (107 kJ/mol) compared to Ni (111) (164 kJ/mol). Additionally, Mn-NiB SAA has 

the lowest endergonicity (36 kJ/mol) for this step. Comparatively, CH3* dehydrogenation 

barrier is lowest on Ni (111) (58 kJ/mol) surface compared to NiB (87 kJ/mol) and Mn-

NiB SAA (94 kJ/mol). CH2* dehydrogenation has the lowest barrier among CHx (x = 1 - 

4) dehydrogenation steps on all three surfaces (35 kJ/mol, 56 kJ/mol and 60 kJ/mol on Ni 

(111), NiB and Mn-NiB SAA respectively). The subsequent dehydrogenation of CH* to 

form C* and H* has the highest barrier on Ni (111) (126 kJ/mol) compared to NiB (96 

kJ/mol) and Mn-NiB SAA (105 kJ/mol). Interestingly, NiB has the highest endergonicity 

(185 kJ/mol) for the overall reaction whereas Ni (111) has the lowest (104 kJ/mol). 

Notably, the overall reaction is 45 kJ/mol more endergonic on Mn-NiB SAA than on Ni 

(111). Similar to NiB, the high endergonicity on Mn-NiB SAA is presumed to alter the 

reaction pathway by favoring CHx (x = 1 - 3) oxidation in lieu of CHx (x = 1 - 3) 

dehydrogenation. This would indeed result in low coke formation on Mn-NiB SAA. 

 
Figure 6. 16 The free energy profile for sequential dehydrogenation of CH4 to C* on Ni 

(111) (blue), NiB (red) and Mn-NiB SAA (green) 
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Boudouard reaction: The free energy diagram of the Boudouard reaction (R35) on Ni (111), 

NiB, and Mn-NiB SAA is shown in Figure 6. 17. Notably, Boudouard reaction is highly 

exergonic (-232 kJ/mol, -263 kJ/mol, -205 kJ/mol on Ni (111), NiB, and Mn-NiB 

respectively) on all three surfaces. The barrier for the Boudouard reaction is 154 kJ/mol on 

Ni (111) surface. However, the Boudouard reaction is kinetically not favored on Ni (111) 

as the barrier for C* oxidation (by OH* (R21)) is lower (133 kJ/mol) than the barrier for 

Boudouard reaction. Remarkably, the barrier for Boudouard reaction is significantly lower 

on NiB (132 kJ/mol) and Mn-NiB SAA (122 kJ/mol) compared to that on Ni (111). Hence, 

the Boudouard reaction provides an additional path for the conversion of coke on NiB and 

Mn-NiB SAA surface. Hence, we expect less coke formation on the Mn-NiB SAA surface. 

 
Figure 6. 17 The free energy profile for Boudouard reaction on Ni (111) (blue), NiB (red) 

and Mn-NiB SAA (green). 

 
In short, the Mn-NiB SAA has low CO2 activation barrier (comparable to that on Ni (111)) 

and CH4 activation barrier (comparable to that on NiB). Additionally, the high 

endergonicity of CH4 stepwise dehydrogenation combined with the low barrier for 

Boudouard reaction would result in low carbon formation on Mn-NiB SAA. Thus, Mn-

NiB SAA is a potential catalyst for the DRM reaction that can resist deactivation due to 

coke formation without affecting the activity. 
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6.4 Conclusions 

 

In summary, we investigated NiB-based SAAs that are thermodynamically stable and can 

reduce CO2 activation barriers. Mn-NiB SAA was identified as a potential SAA catalyst 

that is thermodynamically stable. Subsequently, employing a benchmarked DFT functional 

and considering a comprehensive reaction network, we investigated CO2 methanation and 

DRM reactions on Mn-NiB SAA. Our DFT calculations predict low CO2 (direct 

dissociation) and CO* (hydrogenation via HCO* intermediate) activation barriers on Mn-

NiB SAA compared to Ni (111) and Ru (001) surfaces. Additionally, we found that the 

reaction proceeds via CO* intermediate and thereby reducing CO poisoning on Mn-NiB 

SAA. Moreover, the CH* stepwise hydrogenation barriers were thermodynamically and 

kinetically more favored on Mn-NiB SAA compared to that on Ni and Ru surfaces making 

it a suitable catalyst for CO2 methanation reaction. For the DRM reaction, Mn-NiB SAA 

has a significantly lower barrier for CH4 activation compared to that on Ni (111) surface. 

Additionally, the low CO2 activation (to form CO* and O*) barriers could supply O* 

adatom at a faster rate than on Ni (111) and clean NiB surfaces. Thus, the oxidation of CHx 

intermediate is more favored on Mn-NiB SAA. Moreover, the CHx (x = 0 - 4) stepwise 

dehydrogenation is more endergonic on Mn-NiB SAA compared to Ni (111). Thus, coke 

formation via CH4 dehydrogenation is thermodynamically less favored on Mn-NiB SAA. 

Additionally, the low barrier for the Boudouard reaction also favors carbon destruction at 

a faster rate. Thus, we expect Mn-NiB SAA to reduce coke formation without affecting the 

reaction rate. The computational screening of SAA in this investigation and the gained 

insights from SAA would instigate further theoretical and experimental works, for the 

development of better catalysts (active and stable) for CO2 methanation and DRM reactions.  
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Chapter 7 Conclusions and perspectives 

 
This thesis identifies a Density Functional Theory (DFT) functional that should be used for 

studying CO2 conversion reactions, establish the reaction mechanism of CO2 methanation 

(on Ni and Ru) and dry reforming of methane (DRM) (on Ni and boron-doped Ni (NiB)) 

reactions and proposes more active and coke resistant NiB based single atom alloy (SAA) 

catalyst for these reactions. Even though CO2 conversion reactions are widely studied, the 

underlying reaction mechanisms are debated. This is partly because of employing an 

inappropriate functional choice for studying such systems using DFT resulting in an 

erroneous prediction of reaction energetics. Hence, a benchmarking study must be 

conducted to select an accurate functional. This is addressed primarily by considering Ni 

(110) as a model catalyst surface. Based on CO2 and CO binding energy calculations, we 

found that the functional that correctly predicts CO2 binding energy (optPBE-vdW) fails to 

predict CO binding energy (rPBE-vdW correctly predicted CO binding energy). By using 

an alternate reaction system (that replaces gas-phase CO2), density of states, and DFT-XPS 

calculations we found that rPBE-vdW functional correctly predicts metal-CO2 interactions 

and the error in predicting CO2 binding energy by rPBE-vdW functional is due to the wrong 

treatment of C=O double bonds in gas phase CO2. Subsequently, we identified rPBE-vdW 

functional, with a correction of 28 kJ/mol for gas-phase CO2 energy, as the best functional 

choice and this functional must be employed for studying CO2 conversion reaction. We 

established that the proposed functional and the correction factor applies to other metals 

since the source of error lies in predicting the energy of gas-phase CO2. This study 

emphasizes the importance of functional benchmarking and identified the best functional 

choice that must be employed for studying CO2 conversion reactions on any metal surface. 

 

Employing the benchmarked functional, CO2 methanation reaction is studied on both Ni 

and Ru surfaces. The existing studies on CO2 methanation reaction mechanisms are 

inconsistent which may have resulted from the use of an inaccurate functional and studying 

only selected elementary reactions. The most debated steps are CO2 and CO activation 

routes (direct dissociation and multiple hydrogenation pathways). Also, whether the 
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reaction proceeds with/without forming a CO* intermediate is also debated. We addressed 

these discrepancies in the CO2 methanation reaction mechanism on both Ni and Ru surfaces 

by considering a comprehensive reaction network of 46 elementary reactions involving 

multiple CO2, CO and C activation routes (including dissociation and hydrogenation), side 

reactions (H2O formation, Boudouard reaction) and desorption of products. To predict the 

conversion and coverages under reaction conditions, a microkinetic model (MKM) was 

developed using the DFT predicted energetics. The dominant pathway for methanation on 

Ni (111) is CO2*→CO*→HCO*→CH*→CH2*→CH3*→CH4* with the RDS being 

CHO*→CH*+O*. Whereas on Ru (001), the dominant pathway is 

CO2*→CO*→COH*→C*→CH*→CH2*→CH3*→CH4* and the RDS is 

CH3*+H*→CH4*. It was observed that the rate of RDS for methanation was higher on Ni 

(111), i.e. 5.07x10-10 mol/gcat∙h, compared to Ru (001), i.e. 1.02x10-13 mol/gcat∙h, further 

suggesting methanation more favored over Ni (111). This study resolves the discrepancies 

in CO2 methanation reaction mechanisms on Ni and Ru surfaces. This study also lays the 

foundation for developing more active and stable Ni-based methanation catalysts by 

altering the reaction pathways or reducing the barriers of key reaction steps in the dominant 

pathways. 

 

The widely studied DRM catalyst, Ni, suffers from deactivation due to carbon formation, 

and the challenge to successfully modify Ni-based catalysts to make them stable under 

DRM conditions remains to be solved. Boron doping prevents the diffusion of carbon to 

the bulk of Ni and hence would be a potential DRM catalyst that improves the coke 

resistance of Ni. We combined DFT calculations (with an accurate and benchmarked 

functional choice), together with MKM to provide mechanistic insights into the DRM 

reaction network (38 elementary reactions) on Ni and NiB catalyst surfaces. We reveal that 

boron doping reduces CH4 activation barriers and alters the dominant reaction pathway to 

kinetically hinder carbon formation and favor carbon consumption. Based on combined 

DFT and microkinetic study, the dominant reaction pathways were identified on Ni and 

NiB surfaces. The dominant reaction pathway is CO2*→CO*+O*; 

CH4→CH3*→CH2*→C*→CO* and CO2*→CO*+O*; CH4→CH3*→CH2*→CH2O*→ 

CHO*→CO* on Ni (111) and NiB surfaces respectively. The dominant reaction pathway 
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on Ni involves C* intermediate that would lead to coke formation whereas the pathway on 

NiB surface includes CH2* oxidation, which prevents carbon formation and thus making it 

a more stable catalyst. However, it was observed that the forward rate of the RDS at 973 K 

and 10 bar on Ni (CH4 dissociation) was higher than the forward rate of RDS (CH2* 

oxidation reaction) on NiB, implying lower reactant conversion on NiB. The lower rate for 

CH2* oxidation is attributed to the increased CO2 activation barrier as CO2 supplies the 

primary oxidizing agent (O*). This study unravels the DRM reaction mechanisms on Ni 

and NiB surfaces. The mechanistic insights presented in this study would instigate the 

development of Ni-based alloy catalysts that reduces CO2 activation barriers and hence 

prevents deactivation without compromising the catalytic activity. 

 

Even though the CH4 activation barrier was low on NiB, the CO2 activation barrier 

increased significantly resulting in reduced reactant conversion. We performed a 

computational screening for identifying a NiB based SAA catalyst that can reduce CO2 

activation barriers. We evaluated the thermodynamic stability of 15 SAAs based on NiB 

(Ru, Pt, Pd, Rh, Co, Fe, Os, Ir, Re, W, Mo, Cu, Mn, Zn, and K) and further calculated CO2 

activation barrier on stable SAA surfaces. The thermodynamic stability of the catalyst 

structure against clustering was evaluated. We reveal that Mn-NiB SAA was the only 

surface that was thermodynamically stable and significantly reduces the CO2 activation 

barrier (reduction of 56 kJ/mol) compared to the clean NiB surface. Lower CO2 activation 

barrier is favorable for both CO2 methanation and DRM reactions and hence we simulated 

these reactions on Mn-NiB SAA. High CO2 binding energy (-94 kJ/mol), low CO2 (direct 

dissociation to form CO* - free energy barrier of 69 kJ/mol) and CO* (hydrogenation to 

form HCO* - free energy barrier of 105 kJ/mol) activation barriers and low CH* sequential 

hydrogenation barriers (to form CH4) makes Mn-NiB SAA a perfect candidate for CO2 

methanation reaction. Moreover, the low CO2 and CH4 activation barriers make Mn-NiB 

SAA a promising catalyst for DRM reaction. Most importantly, the high endergonicity for 

CH4 stepwise dehydrogenation (to form C*) combined with low free energy barrier (122 

kJ/mol) for Boudouard reaction reduces the on-surface coke formation and thereby 

prevents the deactivation of the catalyst. Based on the computational screening presented 

in this work, the stable microstructure of Mn-NiB SAA is predicted theoretically, and this 
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would further prompt the development/synthesis of the catalyst. Moreover, mechanistic 

insights gained from CO2 methanation and DRM reactions on Mn-NiB SAA would 

persuade further theoretical and experimental works, for the development of similar alloy 

catalysts for other CO2 conversion reactions. 

 

In summary, this thesis identifies the best available functional for studying CO2 conversion 

reactions and presents the reaction mechanisms of CO2 methanation (on Ni and Ru) and 

DRM (on Ni and NiB) reactions. The coking issue on Ni is addressed by boron doping. 

Based on a systematic computational screening, Mn-NiB SAA was identified as a novel 

catalyst for CO2 methanation and DRM reactions that can prevent coking without 

compromising the catalytic activity. The CO2 methanation and DRM reaction mechanisms 

on Mn-NiB SAA have been detailed. 

 

The combined microkinetic and DFT approach employed in this thesis is more appropriate 

for low adsorbent coverages since the lateral interactions among adsorbing molecules were 

neglected. However, the DFT data presented in this study would be useful for future studies 

considering lateral interactions. Several schemes were proposed to include the coverage 

effect. Often the binding energies change significantly with the increase in adsorbate 

coverages. Cluster expansion (CE) is one of the widely used schemes to estimate coverage 

effects244. In this approach a Mathematical relationship is described between adsorbate 

coverage and surface binding energy. Notably, many empirical functional forms have been 

proposed to describe the coverage dependent binding energy245. The CE’s once 

parametrised, can be used to compute reaction rates under realistic reaction conditions 

using either kinetic or grand canonical Monte Carlo simulations. However, the use of 

several parameters introduces uncertainties in the computed rates 246. Even then, successful 

advances in predicting the reaction chemistry at high coverages have been made. 

Interestingly, in the CE method, the different parameters are obtained using regression 

analysis from a training dataset (set of configurations and energies). With the advancement 

of computational power and recourses, novel schemes employing Machine learning tools 

have been developed247,248. For low symmetry surfaces (eg. Steps, multielement alloys) the 

challenge is to identify unique adsorbate configuration on different sites present on the 
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catalyst surface. Recently, Python-based algorithms were developed to generate graphical 

representation of surfaces 249. These are used to detect unique adsorbate configurations and 

adsorption sites on the surface of the catalyst. Other future research directions from this 

thesis include i) performing microkinetic analysis for CO2 methanation and DRM reactions 

on Mn-NiB SAA for predicting the reaction mechanism, coverage, and conversions under 

reaction conditions ii) further investigations to understand the effect of support on the 

reaction mechanism of CO2 methanation and DRM reactions iii) synthesize and 

experimentally test the novel Mn-NiB SAA catalyst for CO2 methanation and DRM 

reactions. 
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  APPENDIX  
  

8.1 Appendix to chapter 3 

 

8.1.1. Lattice constant optimization 

 

Nickel has only one parameter of lattice constant since it has fcc crystal structure. The total 

energy of the primitive cell of bulk structure fcc Ni is plotted against different lattice 

constant values as shown in Figure. 8.1.1. The optimum lattice constant is the one that 

corresponds to the minimum energy of the fcc Ni. The optimized lattice constant calculated 

from Figure. 8.1.1 is tabulated in Table 8.1.1. Percentage error is calculated based on 

experimental lattice constant (formula 8.1.1) 

%	Error = 	 yu89:;	=	u>?@	y
u>?@

       (8.1.1) 

where Afunc is the optimized lattice parameter calculated using functional and Aexp is the 

experimental value of the lattice parameter. All functionals are predicting the lattice 

parameter within 3% error which is acceptable. 

 

Table 8.1.1 Optimized lattice constant for Ni with different functionals 

 

Functional 

Lattice parameter 

(Å) 

Percentage error 

(%) 

PBE 3.513 0.31 

rPBE 3.544 0.56 

PW91 3.516 0.22 

vdW-DF2 3.606 2.32 

PBE D2 3.516 0.23 

opt86b-vdW 3.497 0.76 

rPBE-vdW 3.571 1.33 

optPBE-vdW 3.529 0.14 

Experiment 3.524 - 
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Figure. 8.1.1 Calculation of optimized lattice constant for Ni using different functionals. 

From lattice parameter-energy plot, lattice parameter corresponding to minimum energy is 

calculated 

 

8.1.2. Computational Parameter optimization 

The number of slab layers, vacuum and the density of K point grids were chosen to ensure 

the adsorption energies were well converged within 5 kJ/mol with respect to the 

computational setup discussed in this study and are tabulated from Table 8.1.2 a - c. 
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Table 8.1.2 a. Number of slab layers optimization 
Number of 

layers 
Binding energy of 

CO2 (kJ/mol) 
4 -46.16 
5 -33.25 
6 -41.35 
7 -41.26 

 
Table 8.1.2 b. K-points optimization 

K-points Binding energy of 
CO2 (kJ/mol) 

3x3x1 -41.35 
4x4x1 -40.8 
5x5x1 -40.35 
6x6x1 -41.02 

 
Table 8.1.2. Vacuum Thickness optimization 

Vacuum 
Thickness (Ǻ) 

Binding energy of 
CO2 (kJ/mol) 

12 -41.35 
15 -39.12 
20 -39.6 
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8.1.3. Adsorption configuration of CO2 and CO on Ni (110) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 8.1.3 a-d shows different adsorption configuration of CO2 on Ni (110). Blue balls 

represent Ni atoms, red balls represent oxygen atoms, and the grey ball represents carbon 

atom. 

 

Four different configurations are identified for CO2 adsorption on Ni (110) surface. The 

different adsorption configurations are shown in Figure. 8.1.3 a-d and adsorption energies 

and geometric parameters are tabulated in Table 8.1.3. All the calculations are performed 

using PBE functional and configuration (a) corresponds to the most stable configuration. 

 

 

 

 

 

 

 

a. b. 

c. d. 
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Table 8.1.3 a Geometric parameters and calculated adsorption energy of CO2 on Ni (110) 
 
 

 
 
 

 

 

 

 

We found that CO prefers to sit on Ni with carbon bonded vertical configuration on all sites.  

The different adsorption configurations are shown in Figure. 8.1.3 e-g and adsorption 

energies and geometric parameters are tabulated in Table 8.1.3 b. 

 

 

 
 
 
 
 

 

 

 

Fig. 8.1.3 e-g shows different adsorption configuration of CO on Ni (110). 

 

Table 8.1.3 b Geometric parameters and calculated adsorption energy of CO on Ni (110) 
 

 

 

 

 

 

Parameter Configuration 

a b c d 

dC-O1 (Å) 1.279 1.243 1.308 1.261 

dC-O2 (Å) 1.278 1.244 1.306 1.223 

O1-C-O2 (deg) 126.704 139.036 121.323 139.200 

Eads (kJ/mol) -41.35 -32.22 -31.57 -29.44 

Parameter Configuration 

a b c 

dC-O (Å) 1.128 1.196 1.165 

Eads (kJ/mol) -173.92 -134.15 -159.52 

e f g 
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The most stable adsorption configuration was the one in which CO sits vertically in the 

bridge site between two-nickel atoms. The bond angle and bond length of CO2* 

calculated by different functionals are given in Table 8.1.3 c. 

 

Table 8.1.3 c. Bond angle and bond length of CO2* calculated by different functionals  
 

 

8.1.4. Zero-point energy and enthalpy corrections using different functionals 

The zero-point energies calculated using different functionals for CO2 are given in 

following Table 8.1.4 

 

Table 8.1.4. ZPE and ΔH calculated using different functionals for CO2 

Functional ZPE (kJ/mol) Enthalpy correction, 

ΔH (kJ/mol) 

PBE 27.733 5.197 

rPBE 27.398 5.308 

PW91 27.735 5.172 

vdW-DF2 26.787 5.318 

opt86b-vdW 27.734 5.113 

PBE D2 27.566 5.159 

rPBE-vdW 26.959 5.389 

optPBE-vdW 27.342 5.277 

 

 

Parameter 

Functional 

PBE rPBE PW91 vdWDF2 opt86b-

vdW 

rPBE-

vdW 

optPBE-

vdW 

dC-O1 (Å) 1.279 1.281 1.276 1.280 1.283 1.279 1.282 

dC-O2 (Å) 1.278 1.283 1.278 1.279 1.278 1.281 1.278 

O1-C-O2 

(deg) 

126.704 126.416 127.713 127.782 125.896 126.913 126.239 
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8.1.5. Adsorption configuration of CO2 and CO on different metals 

 

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

 

  

Figure. 8.1.5 the adsorption configuration of CO2 on a. Cu (111), b. Cu (100), c. Ru (111), 

d. Co (111), e. Pt (111). Salmon balls represent Cu atoms, green balls represent Ru atoms, 

blue balls represent Co atoms, dark blue balls represent Pt atoms, red balls represent oxygen 

atoms, and the grey ball represents carbon atom. 
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Table 8.1.5 Geometric parameters CO2 on Cu, Ru, Co, and Pt surfaces 
 
 

 

 

 

 

 

  

Parameter Configuration 

Cu Ru 

(111) 

Co 

(111) 

Pt (111) 

(111) (100) 

dC-O1 (Å) 1.18 1.180 1.296 1.289 1.214 

dC-O2 (Å) 1.181 1.182 1.300 1.290 1.295 

O1-C-O2 (deg) 179.43 179.29 122.62 123.21 132.32 
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8.2 Appendix to chapter 4 
 

8.2.1 Comparison of electronic energy with reported values from literature 

Table 8.2.1. Activation barriers computed for reaction steps on Ni (111) compared with 

values reported in literature. 

Reaction Activation barrier (kJ/mol) 

Ni (111) 

This work Reported 

R1: CH4*→CH3*+H* 115 11288,118250, 112251, 129252,253 

R2: CH3*→CH2*+H* 75 7888, 81250, 79251, 669 

R3: CH2*→CH*+H* 35 3588, 28250, 36251, 269 

R4: CH*→C*+H* 137 138254, 132251, 1359 

R5: CO2*→CO*+O* 54 6487, 43167, 3998, 53251 

R6: CO2*+H*→COOH* 109 10887, 99167 

R7: CO2*+H*→HCOO* 67 52167, 5698 

R8: COOH*→CO*+OH* 37 5487, 3698 

R9: HCOO*→HCO*+O* 148 13498 

R10: HCO*→CO*+H* 30 1987, 28251, 209 

R11: COOH*+H*→HCOOH* 83 - 

R12: HCOO*+H*→HCOOH* 127 77167 

R13: HCOOH*→HCO*+OH* 100 86167 

R14: CH3OH*→CH2OH*+H* 119 8487 

R15: CH2OH*→CHOH*+H* 74 5187 

R16: CHOH*→COH*+H*  27 1487 

R17: COH*→CO*+H* 101 9487, 869 

R18: CH3*+OH* →CH3OH* 197 21187, 174255, 1259 

R19: CH2*+OH*→CH2OH* 132 12687, 859 

R20: CH*+OH*→ CHOH* 154 14287, 138255, 1239 

R21: C*+OH*→COH* 149 14087, 1269 
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R22: CH3O*→CH2O*+H* 113 8987, 62251 

R23: CH2O*→CHO*+H* 50 3487, 37251 

R24: CH3*+O* →CH3O* 133 15287, 90251, 1529 

R25: CH2*+O*→CH2O* 130 13987, 75251, 1319 

R26: CH*+O*→ CHO* 145 14687, 77251, 108255, 1519 

R27: C*+O*→CO* 162 15287, 2069 

R28: CH3OH*+*→ CH3O*+H* 101 - 

R29: CH2OH*+*→ CH2O*+H* 76 - 

R30: CHOH*+*→ HCO*+H* 83 - 

R31: O*+H*→OH* 125 12987, 128251 

R32: OH*+H*→H2O* 147 137251 

R33: H*+H*→H2 86 81256 

R34: OH*+OH*→H2O*+O* 92 - 

R35: CO2*+C*→2CO* 153 - 

R36: CO2→CO2* - - 

R37: CO*→CO - - 

R38: H2O* →H2O + * - - 
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Table 8.2.2. Free energy barrier and reaction free energy computed for Ru (001) compared 

with values reported in literature. 

Reaction Free energy barrier# 

(kJ/mol) 

Reaction free energy# 

(kJ/mol) 

This work Ref170 This work Ref170 

CO2*+H*=HCOO* 72 81 -27 -9 

HCOO*=HCO*+O* 103 96 -17 -2 

CO2*=CO*+O* 53 24 -168 -144 

CO*+H*=HCO* 121 121 122 113 

CO2*+H*=COOH* 122 126 21 9 

COOH*=CO*+OH* 40 41 -107 -84 
#T=500K, P=1 atm 

 

Table 8.2.3. Gibbs energy of Activation and kinetic rate constants of all elementary 

reactions for CO2 methanation on Ni (111) and Ru (001) surfaces at 550K and 10 atm 

pressure.  

Reaction 

Reaction rate constants (s-1) 

Ni (111) Ru (001) 

kf kr kf kr 

R1 CH3*+H*→CH4* 
208919.6 0.524709 1347.305 2.441573 

R2 CH2*+H*→CH3* 
37745038 13913714 1868717 2.75E+08 

R3 CH*+H*→CH2* 
7652915 7.84E+09 498307.7 1.31E+12 

R4 C*+H*→CH* 
44421.15 6.666576 2401.538 2061.15 

R5 CO2*→CO*+O* 
27572191 0.00168 8.82E-09 1.18E+08 

R6 CO2*+H*→COOH* 
252.5203 57057.9 2419.314 26.13819 
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R7 CO2*+H*→HCOO* 
3102230 9298.02 3420.3 1612741 

R8 COOH*→CO*+OH* 
1.6E+11 1.488235 0.091599 2.17E+09 

R9 HCOO*→HCO*+O* 
0.132758 1557.163 34.48702 1523.432 

R10 HCO*→CO*+H* 
1.31E+11 0.226697 19.01433 1.22E+13 

R11 COOH*+H*→HCOOH* 
107570.4 5478868 11993923 77.85729 

R12 HCOO*+H*→HCOOH* 
131.6249 5.05E+08 7.19E+10 10.69954 

R13 HCOOH*→HCO*+OH* 
9563720 1006165 150475.4 8.57E+08 

R14 CH2OH*+H*→CH3OH* 
95795.34 7.577101 1345.649 395.825 

R15 CHOH*+H*→CH2OH* 
43978.07 3196145 8380568 3.31E+09 

R16 COH*+H*→CHOH*  
38998.66 1.42E+11 7893.678 4.98E+13 

R17 CO*+H*→COH* 
1.44E-07 6923.75 1.44E-06 4378.859 

R18 CH3OH*→CH3*+OH* 
0.007913 7.47E-06 137.5723 8.82E-05 

R19 CH2OH*→CH2*+OH* 
7751075 1.569935 7.23E+08 0.92526 

R20 CHOH*→CH*+OH* 
11653542 0.16737 1.3E+10 0.002508 

R21 COH*→C*+OH* 
0.001534 0.534658 1148.915 1.624997 

R22 CH2O*+H*→CH3O* 
18490918 1764.082 143240.4 17112.05 

R23 CHO*+H*→CH2O* 
1192557 2.55E+09 6087513 2.67E+11 

R24 CH3O*→CH3*+O* 
7.823719 1.828083 39.31285 3.2E-07 

R25 CH2*+O*→CH2O* 
35944.48 2.173662 1758756 1.16E-05 

R26 CHO*→CH*+O*  
1572.132 0.198399 836.0739 9.23E-11 
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R27 CO*→C*+O* 
1.58E-14 0.00765 2.93E-08 2.42E-09 

R28 CH3OH*+*→ CH3O*+H* 
14733.33 1.728199 515067.2 0.77744 

R29 CH2OH*+*→ CH2O*+H* 
4810323 467.8057 75883.07 0.282022 

R30 CHOH*+*→ HCO*+H* 
11932089 39.42917 3199263 0.106941 

R31 O*+H*→OH* 
46.2431 1592.633 0.001125 58670.6 

R32 OH*+H*→H2O* 
1.513508 1414.68 8.739192 59699.95 

R33 H2→H*+H* 
462733.3 110537.4 1.47E+08 142058 

R34 OH*+OH*→H2O*+O* 
58612.36 1590722 10509254 1376.317 

R35 CO2*+C*→2CO* 
0.029297 3.68E-24 0.29313 2.66E-16 

R36 HCOO*+H*→H2COO* 
5.81E-06 44714.13 0.001205 1102549 

R37 
HCOOH*+H*→H2COOH

* 
63.86364 1601882 47.29992 405971 

R38 H2COO*+H*→H2COOH* 
19929.78 249293.3 0.01637 1032.831 

R39 H2COO*→H2CO*+O* 
7.69E+09 25041370 5.31E+09 5773.071 

R40 H2COOH*→H2CO*+OH* 
3.68E+09 32999721 1.75E+11 1.58E+08 

R41 CO2→CO2* 
0.181415 17938.19 33.08832 17860.66 

R42 CO*→CO 
0.120096 980621.3 0.005165 0.005165 

R43 H2O*→H2O + * 
8.43E+09 8.43E+08 3.66E+09 63570870 

R44 CH4*→CH4 
2.96E+10 2.09E+08 1.08E+12 9.7E+10 

R45 HCOOH*→HCOOH 
4.12E+09 4.12E+09 68125975 3671009 

R46 CH3OH*→CH3OH 
2.01E+10 2.01E+10 7.51E+08 3400962 
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8.2.2. Model validation 

 

Figure 8.2.1 Overall CH4 production rate (mol∙gcat-1∙h-1) over Ni surface as observed in 

experiments189 vs as predicted by model for varying reaction temperature and pressure. Inlet 

feed ratio is CO2:H2::0.2:0.8. 

 

Figure 8.2.2 Overall CH4 production rate over Ni (mol∙gcat-1∙h-1) as observed in 

experiments189 vs as predicted by model for varying feed composition and reaction pressure. 

Reaction temperature is 670 K. 

 

CH4 production rate predicted by our model follows the trend observed in experiments as 

per reaction conditions. However, the huge difference in the order of magnitude of reaction 

rate is because, at the given range of the reaction temperatures, the reaction is kinetically 
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controlled. Lateral interaction and coverage depended rate constants significantly affect the 

model results in this range. Infact, reaction rates predicted to be within 7-8 orders of 

magnitude of the experimental values are considered reasonable for our model assumptions    

 

8.2.3 Reaction mechanism analysis 

 

Table 8.2.4. Forward/backward reaction rates, relative sensitivity coefficients and partial 

equilibrium coefficients of elementary steps on Ni (111) surface 

Reaction 

rf 

(mol∙gcat-

1∙h-1) 

rb 

(mol∙gcat-1∙h-

1) 

Relative 

sensitivity 

coefficient 

Partial 

equilibrium 

coefficient 

R1 CH3*+H*→CH4* 
9.49E-10 1.13E-13 0.001522 0.99988 

R2 CH2*+H*→CH3* 
1.25E-08 1.19E-08 0.000372 0.51236 

R3 CH*+H*→CH2* 
4.87E-07 4.87E-07 -0.002729 0.50029 

R4 C*+H*→CH* 
8.69E-14 7.97E-14 0.004528 0.52162 

R5 CO2*→CO*+O* 
1.368674 4.66E-06 -0.090242 1 

R6 CO2*+H*→COOH* 
6.68E-05 4.76E-10 0.120573 0.99999 

R7 CO2*+H*→HCOO* 
0.820233 0.818628 -0.018488 0.50049 

R8 COOH*→CO*+OH* 
0.001338 0.000621 0.000682 0.68284 

R9 HCOO*→HCO*+O* 
1.17E-05 4.1E-11 0.020437 1 

R10 HCO*→CO*+H* 
0.042224 0.041078 0.261848 0.50688 

R11 COOH*+H*→HCOOH* 
4.78E-09 0.00065 0.000404 7.4E-06 

R12 HCOO*+H*→HCOOH* 
0.061726 0.059942 0.001904 0.50733 
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R13 HCOOH*→HCO*+OH* 
0.001134 3.99E-09 0.052142 1 

R14 CH2OH*+H*→CH3OH* 
1.07E-13 7.96E-14 0.000923 0.5729 

R15 CHOH*+H*→CH2OH* 
1.28E-12 6.69E-13 0.00031 0.65736 

R16 COH*+H*→CHOH*  
7.79E-07 7.78E-07 0.002408 0.50002 

R17 CO*+H*→COH* 
2.62E-08 2.59E-08 0.002015 0.50208 

R18 CH3OH*→CH3*+OH* 
8.32E-17 7.82E-23 0.000811 1 

R19 CH2OH*→CH2*+OH* 
1.62E-12 1.2E-18 -0.00029 1 

R20 CHOH*→CH*+OH* 
6.39E-11 2.46E-17 0.071626 1 

R21 COH*→C*+OH* 
5.75E-15 2.41E-21 0.001078 1 

R22 CH2O*+H*→CH3O* 
8.07E-08 7.83E-08 0.017297 0.50765 

R23 CHO*+H*→CH2O* 
2.05E-06 2.09E-06 -0.028378 0.4951 

R24 CH3O*→CH3*+O* 
3.47E-10 1.27E-16 0.395047 1 

R25 CH2*+O*→CH2O* 
2.95E-11 1.1E-17 0.030717 1 

R26 CHO*→CH*+O*  
5.07E-10 1.93E-16 0.814521 1 

R27 CO*→C*+O* 
5.36E-16 2.29E-22 0.001091 1 

R28 CH3OH*+*→ CH3O*+H* 
1.55E-10 4.09E-10 0.000749 0.27485 

R29 CH2OH*+*→ CH2O*+H* 
1.01E-12 2.04E-12 -0.000892 0.33025 

R30 CHOH*+*→ HCO*+H* 
6.54E-11 6.78E-11 0.003339 0.49102 

R31 O*+H*→OH* 
7.25811 7.064825 0.002411 0.50675 

R32 OH*+H*→H2O* 
0.035761 0.034758 0.111552 0.50711 
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R33 H2→H*+H* 
1133249 1133250 -0.00957 0.5 

R34 OH*+OH*→H2O*+O* 
3.191636 3.187064 0.000765 0.50036 

R35 CO2*+C*→2CO* 
1.48E-27 1.18E-26 0.005302 0.11145 

R36 HCOO*+H*→H2COO* 
2.72E-09 2.56E-14 0.002844 0.99999 

R37 
HCOOH*+H*→H2COO

H* 
4.03E-08 1.77E-11 0.01627 0.99956 

R38 
H2COO*+H*→H2COOH

* 
6.08E-14 2.76E-12 0.001513 0.02158 

R39 H2COO*→H2CO*+O* 
4.4E-09 1.67E-09 -0.006275 0.72441 

R40 
H2COOH*→H2CO*+OH

* 
4.07E-08 3.32E-10 0.00293 0.9919 

R41 CO2→CO2* 
1.376141 0.005801 1 0.9958 

R42 CO*→CO 
0.026616 0.026616 -0.000955 0.5 

R43 H2O*→H2O + * 
1348637 1348640 0.309791 0.5 

R44 CH4*→CH4 
0.041513 0.041513 0.001274 0.5 

R45 HCOOH*→HCOOH 
3.181979 3.181979 0.011501 0.5 

R46 CH3OH*→CH3OH 
0.001376 0.001376 0.00209 0.5 
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Table 8.2.5. Forward/backward reaction rates, relative sensitivity coefficients and partial 

equilibrium coefficients of elementary steps on Ru (001) surface at reaction conditions 

adapted from section 3.2.1 

Reaction 

rf 

(mol∙gcat-1∙h-

1) 

rb 

(mol∙gcat-

1∙h-1) 

Relative 

sensitivity 

coefficient 

Partial 

equilibriu

m 

coefficient 

R1 CH3*+H*→CH4* 
1.02232E-13 1.9E-19 1 0.999998 

R2 CH2*+H*→CH3* 
2.57074E-10 2.58E-10 -0.0055 0.498758 

R3 CH*+H*→CH2* 
2.22467E-06 2.22E-06 0.1649 0.499982 

R4 C*+H*→CH* 
9.29913E-10 1.14E-10 0.0791 0.890996 

R5 CO2*→CO*+O* 
0.911927292 9.42E-13 0.3583 1 

R6 CO2*+H*→COOH* 
1.63503E-05 3.33E-11 -0.1244 0.999998 

R7 CO2*+H*→HCOO* 
1.008823143 0.325923 -0.2824 0.755817 

R8 COOH*→CO*+OH* 
2.9937E-05 1.13E-09 0.0108 0.999962 

R9 HCOO*→HCO*+O* 
0.145168899 8.04E-13 0.2523 1 

R10 HCO*→CO*+H* 
0.345450945 0.199302 -0.1515 0.634142 

R11 COOH*+H*→HCOOH* 
8.67643E-11 1.36E-05 0.1478 6.39E-06 

R12 HCOO*+H*→HCOOH* 
0.082467568 0.081483 0.0252 0.503003 

R13 HCOOH*→HCO*+OH* 
0.000970461 4.04E-13 -0.0963 1 

R14 CH2OH*+H*→CH3OH* 
1.80772E-16 4.01E-17 0.0002 0.818345 

R15 CHOH*+H*→CH2OH* 
6.69007E-12 5.49E-12 -0.0049 0.549044 
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R16 COH*+H*→CHOH*  
4.91367E-07 4.91E-07 0.0174 0.500066 

R17 CO*+H*→COH* 
1.50727E-08 3.37E-09 0.6349 0.817276 

R18 CH3OH*→CH3*+OH* 
1.39466E-17 7.86E-27 2E-07 1 

R19 CH2OH*→CH2*+OH* 
1.20042E-12 1.49E-22 0.0088 1 

R20 CHOH*→CH*+OH* 
1.28573E-10 1.31E-20 0.1052 1 

R21 COH*→C*+OH* 
8.84194E-10 7.38E-19 0.5897 1 

R22 CH2O*+H*→CH3O* 
1.00732E-09 6.1E-10 0.0049 0.622807 

R23 CHO*+H*→CH2O* 
1.39379E-05 2.32E-05 -0.2391 0.374987 

R24 CH3O*→CH3*+O* 
1.40155E-12 2.48E-25 0.0072 1 

R25 CH2*+O*→CH2O* 
1.52911E-10 1.63E-23 0.3119 1 

R26 CHO*→CH*+O*  
2.36666E-11 4.2E-24 0.2103 1 

R27 CO*→C*+O* 
3.79447E-12 9.54E-24 0.0048 1 

R28 CH3OH*+*→ CH3O*+H* 
5.22159E-14 2.24E-12 -2E-05 0.022761 

R29 CH2OH*+*→ CH2O*+H* 
1.26031E-16 1.98E-15 -0.0036 0.05975 

R30 CHOH*+*→ HCO*+H* 
3.15747E-14 2.45E-13 0.002 0.114225 

R31 O*+H*→OH* 
1.17884E-05 0.000876 -0.0077 0.013283 

R32 OH*+H*→H2O* 
1.05506E-05 1.79E-06 -6E-09 0.854783 

R33 H2→H*+H* 
7306.752069 7307.781 0.2528 0.499965 

R34 OH*+OH*→H2O*+O* 
1.4888E-05 3.4E-08 -1E-05 0.997718 

R35 CO2*+C*→2CO* 
6.90104E-20 2.84E-20 1E-07 0.708752 



  Appendix 

178 
  

R36 HCOO*+H*→H2COO* 
9.2913E-06 1.93E-09 0.1366 0.999793 

R37 
HCOOH*+H*→H2COO

H* 
4.33361E-09 1.02E-14 -0.0888 0.999998 

R38 
H2COO*+H*→H2COOH

* 
2.31468E-15 2.61E-17 0.0065 0.988868 

R39 H2COO*→H2CO*+O* 
9.28936E-06 4.14E-13 -0.0573 1 

R40 
H2COOH*→H2CO*+OH

* 
4.42632E-09 1.3E-12 -0.0069 0.999706 

R41 CO2→CO2* 
1.60646894 0.011622 0.727 0.992818 

R42 CO*→CO 
5.63177E-05 3.74E-10 -0.0013 0.999993 

R43 H2O*→H2O + * 
0.92554226 0.925519 -1E-05 0.500006 

R44 CH4*→CH4 
5.63855E-08 5.64E-08 0.0001 0.5 

R45 HCOOH*→HCOOH 
0.006492805 0.006492 0.0324 0.500021 

R46 CH3OH*→CH3OH 
6.4039E-09 6.4E-09 -1E-05 0.500085 
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8.2.4. Reaction pathway analysis 

 

Code availability: This code is a modified version of the priority queue problem. 

 

Reaction pathways with same rate limiting step as the RDS of the dominant pathway for CO2 

methanation on Ni (111)  

CO2(g)-- CO2*-- CO*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- CH4(g) (Dominant pathway) 

CO2(g)-- CO2*-- HCOO*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- COOH*-- CO*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- COOH*-- HCOOH*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- HCOO*-- HCOOH*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- CO*-- COOH*-- HCOOH*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- 

CH4(g) 

CO2(g)-- CO2*-- COOH*-- HCOOH*-- HCOO*-- CHO*-- CH*-- CH2*-- CH3*-- CH4*-- 

CH4(g) 

CO2(g)-- CO2*-- HCOO*-- H2COO*-- CH2O*-- CHO*-- CH*-- CH2*-- CH3*--CH4*-- 

CH4(g) 

CO2(g)-- CO2*-- CO*-- COOH*-- HCOOH*-- HCOO*-- CHO*-- CH*-- CH2*-- CH3*-- 

CH4*-- CH4(g) 

CO2(g)-- CO2*-- COOH*-- HCOOH*-- H2COOH*-- CH2O*-- CHO*-- CH*-- CH2*-- 

CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- CO*-- COOH*-- HCOOH*-- H2COOH*-- CH2O*-- CHO*-- CH*-- 

CH2*-- CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- COOH*-- HCOOH*-- HCOO*-- H2COO*-- CH2O*-- CHO*-- CH*-- 

CH2*-- CH3*-- CH4*-- CH4(g) 

CO2(g)-- CO2*-- CO*-- COOH*-- HCOOH*-- HCOO*-- H2COO*-- CH2O*-- CHO*-- 

CH*-- CH2*-- CH3*-- CH4*-- CH4(g) 

 

Reaction pathways with same rate limiting step as the RDS of the dominant pathway for CO2 

methanation on Ru (001) 
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There are almost 250 pathways satisfying this criteria. Here we are reporting only 7 of them. 

These are the fastest routes from reactant (CO2(g)) to RDS’s reactants (CH3*). The rate 

limiting step for these sub-paths (CO2(g)—CH3*) are the same i.e. CO*-- COH*. The 

reaction rate of this step is 2.57x10-10 mol/gcat∙h 

CO2(g)-- CO2*-- CO*-- COH*--C*-- CH*-- CH2*-- CH3*-- CH4*-- CH4 

CO2(g)-- CO2*-- COOH*--CO*-- COH*--C*-- CH*-- CH2*-- CH3*-- CH4*-- CH4 

CO2(g)-- CO2*-- HCOO*--HCO*--CO*-- COH*--C*-- CH*-- CH2*-- CH3*-- CH4*-- CH4 

CO2(g)-- CO2*-- HCOO*--HCOOH*--HCO*--CO*-- COH*--C*-- CH2*-- CH3*-- CH4*-- 

CH4   

CO2(g)-- CO2*-- HCOO*--HCOOH*--COOH*--CO*-- COH*--C*-- CH*-- CH2*-- CH3*-

- CH4*-- CH4 

CO2(g)-- CO2*-- HCOO*--H2COO—CH2O-- HCO*--CO*-- COH*--C*-- CH*-- CH2*-- 

CH3*-- CH4*-- CH4 

CO2(g)-- CO2*--HCOO*--HCOOH*--H2COOH—CH2O-- HCO*--CO*-- COH*--C*-- 

CH*-- CH2*-- CH3*-- CH4*-- CH4 

 

8.2.5. Estimating rate constants and Gibbs energy for elementary reaction steps 

 

Ab initio electronic structure calculations using DFT yields energies at zero kelvin 

temperatures (electronic energy). Entropic and enthalpic corrections must be applied to the 

electronic energies to get the Gibbs free energy changes under reaction conditions. Entropy 

calculations using vibrational frequencies calculated with simple harmonic approximation 

are widely used.  

 

In some cases, especially for weakly adsorbed system, the simple harmonic approximation 

underpredicts the entropy257,258. Many other schemes were developed recently to accurately 

predict the vibrational frequency for various systems. In this regard, the semi-empirical 

Campbell-Sellers equation (−ΔSads(T) = 0.3Sgas(T) + 3.3R) was proposed by Sellers et 

al.259,260. Using this approach the entropies of moderate to weak adsorbing molecules (such 

as CH3OH, CH2O) under low coverages (0.001 to 100 monolayer/s) were calculated 

accurately254. However, the Campbell-Sellers equation cannot be applied to estimate the 
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entropy of tightly adsorbing molecules and molecular fragments (they dissociate at 

temperatures lower than their adsorption temperatures). In the case of molecular fragments, 

the entropy is evaluated from a combination of harmonic vibrational frequency and 2D 

diffusion barriers261. Additionally, for materials such as zeolites or metal organic 

frameworks the entropy predicted by Campbell-Sellers equation is not accurate. Here the 

entropy loses due to confinement (as pore diameter approaches size of adsorbing molecule, 

confinement dominates molecular motion) must be accounted by expanding the Campbell-

Sellers equation. Dauenhauer et al. modified the surface entropy term to a linear combination 

of entropy lost on flat surface and entropy lost from confinement 262. They considered nine 

aluminosilicate zeolite framework and predicted the surface entropy accurately. Researchers 

are developing more rigorous sampling-based approaches (eg. sampling of the molecular 

conformational space by means of classical molecular dynamics simulations) to accurately 

predict the entropy contributions262. 

 

The rate constants of each reaction step are determined using the transition state theory263  

 𝑘	 = kS	T/h	exp \
−∆𝐺TUV
R𝑇 a (9) 

where, ∆GD*L is the Gibbs free energy of activation of the reaction step and R is the universal 

gas constant. 

Once the forward rate constant (𝑘M) is known, the backward rate constant (𝑘5) could be 

derived using the equilibrium constant (𝐾\z) 

 𝑘M
𝑘5
= 𝐾\z = exp \

−∆𝐺5\U
R𝑇 a 

(10) 

where, ∆GK&* is the Gibbs free energy of the reaction step. Given an elementary reaction step 

with transition state species 𝐴𝐵# 

𝐴 + 𝐵	 ↔ 	𝐴𝐵# 	↔ 𝐶 + 𝐷 

 ∆GD*L and ∆GK&* is defined as 

 ∆𝐺TUV =	𝐺NO# − 𝐺N − 𝐺O (11) 

 

 ∆𝐺5\U =	𝐺< + 𝐺{ − 𝐺N − 𝐺O (12) 

The Gibbs energy (𝐺N) for a species is given as 
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 𝐺N = 𝐸|B} + 𝐸~c� + ∆𝐻h(0 → T) − T∆𝑆	 (13) 

where, 𝐸|B} is the energy obtained from DFT, 𝐸~c� is the zero-point energy correction, ∆𝐻h 

is the temperature correction from 0 K to the reaction temperature T and T∆𝑆 is the entropy 

correction. The zero-point energy correction is calculated as 

 
𝐸~c� =	 f

Nuh𝜗X
2

#	[M	s[d\]

X�J

 
(14) 

where, Nu  is Avogadro’s number, h is Planck’s constant and 𝜗X  is the frequency of the 

normal mode. However, temperature and entropy corrections are different for gaseous and 

surface species87,263. 

 

Gaseous species 

These species have all of the translational, rotational and vibrational degrees of freedom 

active. Hence total enthalpy temperature correction ∆𝐻} at temperature T is given as sum of 

translational (𝐻LKD%F), rotational (𝐻K(L) and vibrational (𝐻�'w) enthalpy corrections  

 ∆𝐻} = 𝐻LKD%F + 𝐻K(L + 𝐻�'w (15) 

where, 

 
𝐻LKD%F =	

5
2RT 

(16) 

 

 
𝐻K(L =	

𝑓
2 RT 

(17) 

𝑓 is equal to 2 for linear molecules and 3 for other cases 

 
𝐻�'w =	 f

Nuh𝑣X𝑒8��%/`B}

1 − 𝑒8��%/`B}	

#	[M	s[d\]

X

 
(18) 

kS is Boltzmann constant. 

Similarly, the total entropy correction is given as the sum of translational (𝑆LKD%F,9| ), 

rotational (𝑆K(L) and vibrational (𝑆�'w) entropy corrections  

 ∆𝑆 = 𝑆LKD%F,9| + 𝑆K(L + 𝑆�'w (19) 

The translational entropy correction is given as 
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𝑆LKD%F,9| = R�ln �(!�s`B})

C
!

�C
� + ln \ �

�D
a +	�

!
�   

(20) 

where 𝑚 is the mass of the molecule and �
�D

 is the volume per molecule in the standard state. 

The rotational entropy correction for a non-linear molecule is given as 

 

 

𝑆K(L = 	R

⎣
⎢
⎢
⎡
ln

⎝

⎛
8𝜋!�8𝜋9𝐼lJ𝐼l!𝐼l9(kST)

9
!

𝜎5ℎ9
⎠

⎞ +	
3
2
⎦
⎥
⎥
⎤
 

(21) 

where 𝐼lJ, 𝐼l!, and 𝐼l9 are the three moments of inertia about the principal axes and 𝜎5 is the 

rotational symmetry number. For linear molecules however 

 
𝑆K(L,Q'%&DK = 	R �ln �

8𝜋!𝐼Q'%&DK(kST)
𝜎5h!

� + 	1� 
(22) 

where 𝐼Q'%&DK is the moment of inertia of a linear molecule. The vibrational entropy correction 

of a molecule is 

 

𝑆�'w = R f

⎝

⎜
⎛

h𝑣X
kST

𝑒��%/`B} − 1
− ln¤1 −	𝑒8��%/`B}¥

⎠

⎟
⎞

#	[M	s[d\]

X

 

(23) 

For the gas phase species at reaction temperature T and pressure P, we also include pressure 

corrections b𝑆� = RT ln b c
c3
ee  in the right-hand side of equation (5) for computing Gibbs 

energy. 

Weakly bound species 

The weakly bound species such as physisorbed CO2 are treated as 2D gases that maintain 

the full rotational and vibrational modes of their corresponding 3D gaseous species. 

Therefore, temperature and entropy corrections corresponding to rotation and vibration are 

the same as for the gaseous species. However, the translational correction terms at 

temperature T are given as 

 𝐻LKD%F,!| = 2RT (24) 
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 𝑆LKD%F,!| = R \ln §
2𝜋𝑚kST

h! ¨ + ln §
𝑆𝐴
𝑁FDL

¨ + 2a (25) 

where, /N
�(E)

 is the area occupied per adsorbed molecule at the standard state conditions which 

is equal to the reciprocal of the surface concentration for monolayer coverage. 

Tightly bound species  

All of the intermediate and transition state species are tightly bound species. Since they are 

bonded to the surface their translational and rotational modes are replaced by vibrational 

modes corresponding to frustrated translation and rotation on the surface. Their temperature 

and entropy corrections are given using the same equation (10) and (15). 

It should be noted that we do not include these corrections while computing Gibbs energy 

of the lattice as they anyway get cancelled while computing activation and reaction energies.  

For computing the rate constants of the adsorption and the desorption reactions, both 

transition state theory and collision theory can be applied. However, it is know that the 

expression for the rate of adsorption obtained from collision theory with σ = 1 is the same as 

that obtained from transition state theory for a mobile activated complex with 𝐸T(T = 0) = 

0.263 Therefore, in this study, the rate constants (kads) for adsorption reactions are also 

computed using the transition state theory88.  

 𝑘Td] 	= σkS	T/h	exp \
−∆𝐺TUV
R𝑇 a (26) 

where, 𝜎 is the sticking coefficient. The sticking coefficients for Ni (111) and Ru (001) are 

obtained from literature3. 
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8.3 Appendix to chapter 5 
 

8.3.1. NiB – Structure and stability 

The location of boron promoter on nickel is explored by several computational and 

experimental studies by Xu et. al. 80–82. They calculated the binding strength of boron on 

four on-surface sites present on nickel (top, bridge, fcc hollow, hcp hollow sites) and 

compared with the binding energy of boron on octahedral site present in first and second 

subsurface layer. The first subsurface octahedral site was found to be the most stable 

adsorption site for boron. This site is stable by 28 kJ/mol compared to the most stable on-

surface site (hcp hollow site) and 20 kJ/mol more stable compared to the octahedral site in 

second subsurface layer. The stability of subsurface octahedral site is due to the strong 

bonding interaction between boron 2p and nickel 3d bands. The bonding orbital shifted to 

-4.8 eV for octahedral boron compared with -2.8 eV for on-surface boron. To test how 

boron filling happens, they studied boron binding energy for different configurations of 

four boron atoms on three adsorption sites (on-surface hollow site and octahedral sites in 

first and second subsurface layer). They found that a monolayer of boron in the first 

subsurface was the most stable configuration. In addition, the strong interaction between 

neighbouring boron atoms leads to the surface reconstruction of nickel atoms and it begins 

to resemble a stepped surface. Moreover, the surface reconstruction lowers the surface 

energy by 0.38 J/m2 as compared to the plane surface. The NiB catalyst was successfully 

synthesized and characterized with 0.5% to 1% boron loading and also tested under steam 

reforming reaction conditions (800 oC, 1 atm). From XPS studies, it was observed that Ni:B 

ratio on surface was 1:0.64 compared to bulk ratio of 1:0.18 which clearly indicates that 

boron prefers surface sites compared to the bulk. Importantly, the presence of sub-surface 

B prevents the diffusion of carbon to the bulk and sub-surface sites in Ni. Based on 

scanning electron microscopy (SEM) and temperature-programmed oxidation (TPO), it 

was shown that the amount of deposited carbon reduced by 80%81. 

To test the stability at high pressure (10 atm), we evaluated the Gibbs free energy change 

of the reaction: 
%
!
	B!Ho		(CDF) + Ni	 → NiB% +	

9%
!
	H!		(CDF)   (8.3.1) 
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under 1atm and 10 atm pressures. This method is widely employed to assess the stabilities 

of boron promoted transition metals (Cu-B (J. Phys. Chem. C 121 (2017) 1099–1112), Ni-

B (J. Phys. Chem. C 113 (2009) 4099–4106), Pd-B (ACS Catalysis 5 (2015) 6579)). 

Diborane (B2H6) is used as the source of boron as it is more stable than boric acid (H3BO3) 

under the reaction conditions. We found that the difference in Gibbs free energy change 

for the reaction (A) at 1 atm pressure and 10 atm pressure (temperature is kept same at 973 

K) is only 1.5 kJ/mol. This clearly indicates that increasing the pressure to 10 atm doesn’t 

affect the stability of NiB. 
 

Table 8.3.1. Activation barriers and reaction energies (electronic energy) of all elementary 

reactions for DRM on Ni (111) and NiB surfaces. 

Reaction Activation barrier (kJ/mol) 

Ni (111) NiB 

This 

work 

Reported 

R1: CH4*→CH3*+H* 115 11288,118250, 112251, 129252,253 91 

R2: CH3*→CH2*+H* 75 7888, 81250, 79251, 669 86 

R3: CH2*→CH*+H* 35 3588, 28250, 36251, 269 53 

R4: CH*→C*+H* 137 138254, 132251, 1359 106 

R5: CO2*→CO*+O* 54 6487, 43167, 3998, 53251 124 

R6: CO2*+H*→COOH* 109 10887, 99167 140 

R7: CO2*+H*→HCOO* 67 52167, 5698 63 

R8: COOH*→CO*+OH* 37 5487, 3698 87 

R9: HCOO*→HCO*+O* 148 13498 230 

R10: HCO*→CO*+H* 30 1987, 28251, 209 38 

R11: COOH*+H*→HCOOH* 83 - 84 

R12: HCOO*+H*→HCOOH* 127 77167 154 

R13: HCOOH*→HCO*+OH* 100 86167 80 

R14: CH3OH*→CH2OH*+H* 119 8487 102 

R15: CH2OH*→CHOH*+H* 74 5187 92 
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R16: CHOH*→COH*+H*  27 1487 67 

R17: COH*→CO*+H* 101 9487, 869 88 

R18: CH3*+OH* →CH3OH* 197 21187, 174255, 1259 216 

R19: CH2*+OH*→CH2OH* 132 12687, 859 89 

R20: CH*+OH*→ CHOH* 154 14287, 138255, 1239 145 

R21: C*+OH*→COH* 149 14087, 1269 137 

R22: CH3O*→CH2O*+H* 113 8987, 62251 93 

R23: CH2O*→CHO*+H* 50 3487, 37251 54 

R24: CH3*+O* →CH3O* 133 15287, 90251, 1529 158 

R25: CH2*+O*→CH2O* 130 13987, 75251, 1319 101 

R26: CH*+O*→ CHO* 145 14687, 77251, 108255, 1519 168 

R27: C*+O*→CO* 162 15287, 2069 170 

R28: CH3OH*+*→ CH3O*+H* 101 - 100 

R29: CH2OH*+*→ CH2O*+H* 76 - 110 

R30: CHOH*+*→ HCO*+H* 83 - 70 

R31: O*+H*→OH* 125 12987, 128251 119 

R32: OH*+H*→H2O* 147 137251 137 

R33: H*+H*→H2 86 81256 68 

R34: OH*+OH*→H2O*+O* 92 - 106 

R35: CO2*+C*→2CO* 153 - 123 

R36: CO2→CO2* - - - 

R37: CO*→CO - - - 

R38: H2O* →H2O + * - - - 
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Table 8.3.2. Kinetic rate constants of elementary reactions. 

Elementary reactions Rate Constants (s-1) 

Ni (111) B-doped Ni 

kf kr kf kr 

R1: CH4*→CH3*+H* 1.65x102 8.58x108 1.40x105 3.23x1010 

R2: CH3*→CH2*+H* 1.4x1010 2.46x1010 3.84x108 9.25x1011 

R3: CH2*→CH*+H* 2.49x1011 1.08x1010 1.95x1010 1.01x1011 

R4: CH*→C*+H* 3.15x106 5.01x108 1.27x108 1.15x1011 

R5: CO2*→CO*+O* 7.84x109 2.90x104 3.15x107 7.68x104 

R6: CO2*+H*→COOH* 1.66x107 6.5x108 3.86x105 9.87x106 

R7: CO2*+H*→HCOO* 3.8x109 3.71x108 1.03x1010 1.18x107 

R8: COOH*→CO*+OH* 7.64x1012 2.66x106 1.21x1010 4.20x103 

R9: HCOO*→HCO*+O* 2.09x105 5.34x107 1.26x101 1.60x107 

R10: HCO*→CO*+H* 3.27x1012 4.86x105 3.95x1012 6.65x106 

R11: COOH*+H*→HCOOH* 6.94x108 2.9x109 3.09x108 8.5x109 

R12: HCOO*+H*→HCOOH* 4.65x107 7.77x1010 1.34x106 8.31x1011 

R13: HCOOH*→HCO*+OH* 7.94x109 4.45x109 2.73x109 2.04x107 

R14: CH3OH*→CH2OH*+H* 3.98x105 6.86x108 1.63x107 4.20x109 

R15: CH2OH*→CHOH*+H* 2.77x109 2.47x108 2.43x109 1.03x1010 

R16: CHOH*→COH*+H*  1.61x1012 3.13x108 6.05x109 5.54x1010 

R17: COH*→CO*+H* 8.44x107 7.85x101 2.75x109 8.72x10-1 

R18: CH3*+OH* →CH3OH* 3.13x103 2.90x104 3.34x101 8.60x104 

R19: CH2*+OH*→CH2OH* 1.31x106 1.19x1010 1.76x108 4.86x1010 

R20: CH*+OH*→ CHOH* 8.41x105 1.57x1010 2.70x105 6.12x107 

R21: C*+OH*→COH* 1.34x106 3.04x104 6.70x105 1.53x106 

R22: CH3O*→CH2O*+H* 6.21x107 1.84x1010 3.00x108 5.38x1010 

R23: CH2O*→CHO*+H* 2.86x1011 2.98x109 8.96x1010 1.66x1010 

R24: CH3*+O* →CH3O* 1.78x106 3.70x106 1.38x105 73429.8 

R25: CH2*+O*→CH2O* 1.54x106 5.34x108 5.78x107 2.29x106 

R26: CH*+O*→ CHO* 4.18x105 3.49x107 6.22x104 8.86x101 
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8.3.2. Model development and comparison  

Herein we re-compute the results of the previously reported model 64 for the DRM reaction 

over Ni. We then develop a series of models by varying the number of elementary reaction 

steps and the DFT corrections used (See Table 8.3.3) to finally develop our microkinetic 

model (Model 4) i.e. the most comprehensive model.  

Table 8.3.3. Different model specifications 

Specification Reported 

model 

Model 

1 

Model 2 Model 3 Model 4 

DFT functional PBE 124 PBE PBE rPBE-vdW 128  rPBE-vdW 

Dispersion correction No No No Yes Yes 

Number of 

elementary steps 

33 33 33 33 38 

Pstd 1 Pa 1 Pa 105Pa 105Pa 105Pa 

R27: C*+O*→CO* 7.44x104 5.78x10-3 5.03x104 1.33x10-7 

R28: CH3OH*+*→ CH3O*+H* 1.21x108 7.28x106 3.94x108 2.24x107 

R29: CH2OH*+*→ CH2O*+H* 3.55x109 3.67x107 1.33x108 5.24x106 

R30: CHOH*+*→ HCO*+H* 1.73x1010 2.10x107 2.54x109 4.37x106 

R31: O*+H*→OH* 1.35x107 4.97x107 1.03x107 3.74x104 

R32: OH*+H*→H2O* 3.45x106 3.49x107 5.76x106 3.56x107 

R33: H*+H*→H2 3.45x108 2.65x106 7.81x108 9.62x105 

R34: OH*+OH*→H2O*+O* 3.3x108 9.11x108 1.61x107 2.73x1010 

R35: CO2*+C*→2CO* 1.00x105 2.88x10-8 1.55x106 1.00x10-8 

R36: CO2→CO2* 1.18x102 2.48x107 1.77x103 2.39x106 

R37: CO*→CO 3.67x105 8.21x106 1.40x106 7.80x107 

R38: H2O* →H2O + * 2.84x1011 2.01x108 7.45x109 1.34x108 
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It should be noted that the previously reported kinetic rate constants64 were directly 

employed in Models 1 and 2. The following five extra reactions were included in Model 4 

apart from the 33 reactions in the reported model64 

I. COOH*+H*→HCOOH* 

II. HCOO*+H*→HCOOH* 

III. HCOOH*→HCO* +OH* 

IV. OH*+OH*→H2O*+O* 

V. CO2*+C*→2CO* 

The models were solved for the reaction conditions adapted from section 3.2.1 in the paper. 

The surface coverages of reaction intermediates obtained after solving these microkinetic 

models are given in Table 8.3.4. 

Table 8.3.4. Fractional surface coverages of surface species over Ni computed by different 

models at a reaction temperature of 973.15 K, 10 bar pressure and an inlet feed composition 

of 50% volume fraction CH4 and 50% volume fraction of CO2. Model 1 and 2 uses PBE 

DFT functional and it does not include dispersion corrections. Model 3 and 4 uses rPBE-

vdW DFT functional that includes dispersion corrections 

Species Reported64 Model 1 Model 2 Model 3  Model 4 

CH3* 9.98x10-7 9.98x10-7 5.99x10-12 1.02x10-7 9.71x10-8 

CH2* 3.21x10-6 3.49x10-6 8.81x10-14 7.85x10-7 7.58x10-7 

CH* 1.19x10-3 1.41x10-3 2.76x10-9 2.49x10-4 2.46x10-4 

C* 1.69x10-2 1.64x10-1 4.34x10-4 2.15x10-5 2.17x10-5 

CO2* 4.89x10-6 4.61x10-6 3.44x10-10 1.02x10-6 1.02x10-6 

CO* 6.60x10-1 5.50x10-1 6.81x10-7 9.24x10-1 9.25x10-1 

COOH* 6.47x10-10 4.47x10-10 3.91x10-20 1.88x10-9 1.84x10-9 

HCOO* 3.78x10-8 1.18x10-10 2.13x10-19 7.6x10-7 7.43x10-7 

HCO* 3.72x10-8 2.85x10-8 2.73x10-17 9.93x10-9 9.78x10-9 

HCOOH* - - - - 3.16x10-11 

CH3OH* 3.20x10-15 1.94x10-15 2.06x10-26 4.56x10-12 4.21x10-12 
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CH2OH 3.82x10-14 2.67x10-14 6.9x10-27 3.34x10-13 3.14x10-13 

CHOH* 4.11x10-12 2.95x10-12 8.34x10-24 1.84x10-12 1.76x10-12 

COH* 2.09x10-7 1.62x10-7 4.43x10-16 7.83x10-8 7.66x10-8 

CH3O* 1.50x10-11 9.84x10-12 1.02x10-19 1.01x10-9 9.52x10-10 

CH2O* 1.36x10-11 9.62x10-12 6.64x10-22 8.93x10-12 8.61x10-12 

H2O* 2.66x10-6 2.27x10-6 5.64x10-13 1.22x10-6 2.08x10-6 

O* 2.40x10-3 2.43x10-3 9.61x10-4 1.65x10-2 1.605x10-2 

H* 5.71x10-2 4.69x10-2 1.48x10-4 4.02x10-3 3.84x10-3 

OH* 6.13x10-5 5.69x10-5 1.68x10-8 3.25x10-4 3.09x10-4 

Free Site (*) 2.63x10-1 2.35x10-1 9.98x10-1 5.53x10-2 5.41x10-2 

𝑥<0& 1.59x10-1 1.44x10-1 2.2x10-3 7.69x10-2 7.67x10-2 

𝑥<p! 3.78x10-1 3.51x10-1 3.26x10-3 8.36x10-2 8.84x10-2 

 

From Table 8.3.4 it may be concluded that Model 1 has successfully reproduced the 

reported values of fractional coverages. However, the correct value of Pstd, i.e. 105 Pa, is 

not employed in the adsorption rate equations (Equation 2) for this model, instead a value 

of 1 Pa is assumed. Therefore, in order to correctly employ Pstd in the rate equations, Model 

2 is constructed and although Model 1 closely resembles the reported study64, the surface 

coverage obtained from Model 2 is considered for further analysis.  

Model 3, on the other hand, is constructed from the energy data generated by DFT 

calculation using appropriate functional and corrections. After incorporating these 

corrections, we can see that the surface coverages of the adsorbed reactant is significantly 

improved. The fractional surface coverage of CH3* and CO2* have increased from 5.99x10-

12 to 1.02x10-7 and 3.44x10-10 to 1.02x10-6 respectively. The fractional coverage of free site 

(*) has also decreased notably from 9.98x10-1 to 5.53x10-2 demonstrating the requirement 

of accurate DFT functional and corrections in microkinetic modeling.  

Furthermore, the surface coverage values obtained by Model 3 indicate that the catalyst 

surface is mostly covered by CO* and there is a high possibility of the occurrence of 
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Boudouard reaction. Hence, to accurately model the whole reaction system, we constructed 

the most elaborate model, Model 4, by including all relevant elementary reactions from the 

literature 73,74,84,87,88 in our further analysis. 

From the results in Table 8.3.4, we can conclude that including more elementary reaction 

steps did not affect the fractional surface coverages values on Ni (111) surface significantly. 

Yet we employ Model 4 to perform microkinetic analysis on Boron-doped Ni as it is a 

different catalyst surface. A more comprehensive model has better chances of predicting 

accurate results over a new catalyst surface, moreover, the forward rate constant of 

Boudouard reaction (R35), is significantly higher on B-doped Ni than on Ni.  

 

8.3.3 Model Assessment of the most comprehensive model (Model 4) 

The results obtained from the model are compared with the experimental data 195 and data 

from the previously reported model 64. We ensured the validity of our Model 4 (see Table 

S3) by analysing the (i) CH4 fraction conversion vs space-time (W/F0) curves at different 

temperatures (Figure 1) and (ii) exit concentration values of reactants (CH4 and CO2) and 

products (CO and H2) vs temperature curves (Figure 2) and comparing our results with 

previously reported study 64 . 

 

 

 

 

 

 

Figure 8.3.1. CH4 fractional conversion vs W/F0 (gcat∙h∙mol-1) (a) predicted by Model 4 

and (b) reported 64 at various reaction temperature and a pressure of 10 bar 

 

(a) (b) 
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From Figure 8.3.1, we observe that the reactant conversion increases as the space time 

increases and higher reactant conversions are achieved at greater reaction temperatures. 

This observation is in agreement with the previously reported study 64. The CH4 conversion 

increases from ~0.2% at 823 K to ~ 13.2% at 1023 K. This increase is within good 

quantitative agreement of that observed in the previous model where conversion increases 

from ~2% at 823 K to 20% at 1023 K. However, the fractional conversion values are quite 

different from the reported values due to the varying model specification.  

We further compared the fractional conversion results, as predicted from the Model 4 with 

experimental data 195, in terms of the exit concentration values of reactants (CH4 and CO2) 

and products (CO and H2). The results are shown in Figure 8.3.2. 
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Figure 8.3.2. Comparison of the experimentally observed[195] (circles) and the numerically 

predicted (lines) exit concentrations (%) of (a) CH4, (b) CO2 (c) CO and (d) H2 as a function 

of temperature for dry reforming of methane. 

As observed from Figure 8.3.2, the exit concentration of reactants decreases and products 

increases as temperature increases. This is in accordance with experiments. Moreover, at 

reaction temperature above 923 K, the value of exit concentrations of both reactants and 

products are in good agreement with the experimental values. However, as the temperature 

decreases, the model over predicts the reactant exit concentration (Figure 8.3.2 (a) and (b)) 

and under predicts the product exit concentration (Figure 8.3.2 (c) and (d)). The reason for 

0.0

0.5

1.0

1.5

2.0

2.5

600 700 800 900 1000 1100

CH
4

ex
it 

co
nc

en
tra

tio
n 

(%
)

Temperature (K)
(a)

Model 4
Experiment

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

600 700 800 900 1000 1100

CO
 e

xi
t c

on
ce

nt
ra

tio
n 

(%
)

Temperature (K)
(c)

Model 4
Experiment

0.0

0.5

1.0

1.5

2.0

2.5

600 700 800 900 1000 1100

CO
2

ex
it 

co
nc

en
tra

tio
n 

(%
)

Temperature (K)
(b)

Model 4
Experiment

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

600 700 800 900 1000 1100

H 2
ex

it 
co

nc
en

tra
tio

n 
(%

)

Temperature (K)
(d)

Model 4
Experiment



  Appendix 

195 
  

that lies in the simple nature of the model. Considering the assumptions mentioned in 

Section 5.2.2, not only the kinetic constants are coverage independent but also the catalytic 

adsorption sites are equivalent and have the same "stability" (quantified by the binding 

energy). Additionally, our model does not include support interaction. 

It is found that the rate of DRM at low CO2 partial pressure (≤10 kPa) 264 is directly 

depended on the value of the CO2 partial pressure. This suggests that CO2 adsorption is 

among the kinetically relevant reaction steps for the given condition. Moreover, the 

catalysts that are employed in the experiment have a catalyst support. Typically, these are 

modified metal oxides like MgO or Al2O3. These oxides positively affect the basicity of the 

catalyst and hence improve CO2 interaction with the catalyst surface. Since our model 

works within the constraints of the model assumptions (See section 5.2.2) and does not 

include support interactions, it underestimates the reactant conversion and, hence, 

overestimates their concentration at the exit for temperatures where the reaction is 

kinetically controlled.    

However, at higher temperatures, the reaction slowly proceeds towards thermodynamic 

equilibrium and the reactant conversions are more thermodynamically controlled. 

Therefore, given the exit concentration values at high temperatures, we can explain why 

this region is in good agreement with experiments. 

 

Table 8.3.5. Forward reaction rates of elementary steps on Ni (111) and B-doped Ni surface 

at reaction conditions adapted from section 3.2.1 

Elementary reactions Forward Reaction Rate (mol∙gcat-1∙h-1) 

Ni (111) B-doped Ni 

R1: CH4*→CH3*+H* 1.603027027 1074.091219 

R2: CH3*→CH2*+H* 56.80512603 715.7788407 

R3: CH2*→CH*+H* 7918.634495 845.403961 

R4: CH*→C*+H* 32.41876188 59.69663392 

R5: CO2*→CO*+O* 336.0022487 176.9330479 

R6: CO2*+H*→COOH* 0.050513086 0.038640049 
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R7: CO2*+H*→HCOO* 11.54853185 1036.222628 

R8: COOH*→CO*+OH* 589.9211959 46.73137006 

R9: HCOO*→HCO*+O* 0.006514089 0.001106794 

R10: HCO*→CO*+H* 1339.217144 3948.375492 

R11: COOH*+H*→HCOOH* 0.003804539 0.021280521 

R12: HCOO*+H*→HCOOH* 0.102806242 2.110301158 

R13: HCOOH*→HCO*+OH* 0.01049494 0.006930301 

R14: CH3OH*→CH2OH*+H* 7.00431E-08 0.000150214 

R15: CH2OH*→CHOH*+H* 3.6391E-05 0.121235684 

R16: CHOH*→COH*+H*  0.119111159 0.13852291 

R17: COH*→CO*+H* 0.270604786 0.107000273 

R18: CH3*+OH* →CH3OH* 7.2561E-08 2.08153E-05 

R19: CH2*+OH*→CH2OH* 0.000237822 2.55077424 

R20: CH*+OH*→ CHOH* 0.049621745 0.042415326 

R21: C*+OH*→COH* 0.006960343 0.006492443 

R22: CH3O*→CH2O*+H* 0.002476634 0.026659696 

R23: CH2O*→CHO*+H* 0.103005432 0.497703202 

R24: CH3*+O* →CH3O* 0.002153093 0.01773012 

R25: CH2*+O*→CH2O* 0.014518412 0.173170659 

R26: CH*+O*→ CHO* 1.282131382 0.002020685 

R27: C*+O*→CO* 0.020101874 0.000100607 

R28: CH3OH*+*→ CH3O*+H* 2.12305E-05 0.003641637 

R29: CH2OH*+*→ CH2O*+H* 4.65783E-05 0.006627168 

R30: CHOH*+*→ HCO*+H* 0.001274997 0.058060651 

R31: O*+H*→OH* 647.2158212 20.71594681 

R32: OH*+H*→H2O* 3.172545558 56.29392543 

R33: H*+H*→H2 3944.6944 407.1332247 

R34: OH*+OH*→H2O*+O* 24.568704 2946.185567 

R35: CO2*+C*→2CO* 1.71612E-06 0.000154338 

R36: CO2→CO2* 21.04971811 293.2282616 
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R37: CO*→CO 263633.4331 1012873.897 

R38: H2O* →H2O + * 459062.2087 253156.7925 

 

 

8.3.4. Reaction mechanism analysis 

Once the RDS is identified, the dominant reaction pathway is formulated for product 

formation, i.e. the pathway whose rate limiting step is same as the RDS identified 

for the overall reaction. The approach is to first compare reaction rates of every 

elementary reaction steps with the rate of RDS and exclude the steps with rates lower 

than the RDS. Then compare the rates of selected steps to identify the fastest pathway 

form gaseous reactants (CH4(g), CO2(g)) to RDS’s reactant intermediates and RDS’s 

product intermediates to gaseous products (H2(g), CO(g)). Side reaction steps of 

RWGS, except H2 formation/dissociation (H*+H*=H2), are not included in the 

selected reaction steps as they do not lead to desired product formation.  

The fastest pathway is identified step by step in the following manner. First the 

necessary reaction steps, i.e. adsorption of reactants, RDS and desorption of products 

are listed. Then the reactant dissociation steps are included in this pathway. If there 

are more than one reaction step for reactant dissociation, only the step with highest 

rate of dissociation (i.e. fastest dissociation step) is included as it is contributing the 

most towards reactant dissociation. From the dissociation product, again the fastest 

reaction step towards RDS’s reactant formation is added. Similarly, the fastest step 

leading to product formation from the RDS’s product is incorporated which is 

followed by the desorption step.  

 

8.3.5 Sensitivity analysis for DRM on Ni (111) at varying reaction condition 

The results of the simulations performed to identify the different kinetically relevant steps 

on Ni (111) over a range of reaction conditions are presented here. Table 8.3.6 enlists these 

different reactions conditions or cases. 
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Table 8.3.6. Different reaction conditions for sensitivity analysis. Pressure and inlet feed 

composition were varied over four cases and the sensitivity analysis was performed for 

each case at three reaction temperatures, i.e. 873 K, 973 K, and 1073 K. 

 Pressure Inlet feed composition 

(Volume fraction) 

Case 1 10 bar CO2: 50%, CH4: 50% 

Case 2 10 bar CO2: 2%, CH4: 2%, N2: 96% 

Case 3 1 bar CO2: 50%, CH4: 50% 

Case 4 1 bar CO2: 2%, CH4: 2%, N2: 96% 

 

Case 1: Pressure 10 bar, CO2: 50%, CH4: 50% 

Figures 8.3.3 to 8.3.5 report the relative sensitivity coefficients for the above case at 

temperatures 873 K, 973 K and 1073 K respectively.  

 

Figure 8.3.3. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 873 K for Case 1 (Pressure 10 bar, CO2: 50%, CH4: 50%) 

reaction conditions. 
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At 873 K (see Figure 8.3.3), adsorption of reactants are the most sensitive steps and their 

conversion is completely dependent on their respective rates of adsorption (R1 and R36). 

However, the amount of syngas produced is more sensitive towards the elementary step of 

the dissociative adsorption of CH4 (R1).  

 

Figure 8.3.4. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 973 K for Case 1 (Pressure 10 bar, CO2: 50%, CH4: 50%) 

reaction conditions. 

As the reaction temperature increases to 973 K, the model responses become more sensitive 

towards R1 but are no longer sensitive to R36. At 1073 K, R1 still remains the most 

sensitive reaction step, however CH* oxidation (R26) is now among the kinetically relevant 

steps and is half as sensitive as R1 towards the model responses.  

-1.0

-0.5

0.0

0.5

1.0

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37

R
el

at
iv

e 
Se

ns
iti

vi
ty

 C
oe

ffi
ci

en
t

Reaction number

xCH4
xCO2
PCO 
PH2 



  Appendix 

200 
  

 

Figure 8.3.5. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 1073 K for Case 1 (Pressure 10 bar, CO2: 50%, CH4: 50%) 

reaction condition 

From the sensitivity analysis, we can conclude that CH4 dissociation is the most sensitive 

elementary step throughout the temperature range with the CO2 adsorption (R36) and CH* 

oxidation (R26) being relevant at lower (873 K) and higher (1073 K) temperatures 

respectively. A partial equilibrium analysis was further performed to identify the RDS for 

the given the reaction conditions.  
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Figure 8.3.6. Partial equilibrium coefficient 𝜑  of DRM reaction steps over Ni (111) 

surfaces at space time value of 0.01 gcat∙h∙mol-1 at varying temperature for Case 1 (Pressure 

10 bar, CO2: 50%, CH4: 50%) reaction condition 

From Figure 8.3.6 we can observe that all three relevant elementary steps obtained from 

sensitivity analysis (i.e. R1, R26 and R36) are not in quasi equilibrium and are hence 

candidates for RDS. However, R1 is the most sensitive step given the temperature range 

and hence contributes the most to the overall reaction rate. Therefore, CH4 dissociative 

adsorption (R1) is the RDS for this case.    

Case 2: Pressure 10 bar, CO2: 2%, CH4: 2%, N2: 96%  

This section reports the relative sensitivity coefficients (at reaction temperatures of 873 K, 

973 K and 1073 K) for the case where the inlet feed consists of a major fraction of inert 

gas.  

With the inert gas having a volume fraction of 96%, the partial pressure of CH4 and CO2 

reduces to 20 kPa each. The sensitivity analysis at 873 K shows that the dissociative 

adsorption of CH4 (R1) and adsorption of CO2 (R2) are the most sensitive steps and the 

reactant conversions are completely dependent on their respective rates of adsorption (R1 
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and R36). Although unlike previously observed for Case 1, 873 K, (Figure 8.3.3) the 

product formation is relatively more sensitive to the CO2 adsoption step. 

 

Figure 8.3.7. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 873 K for Case 2 (Pressure 10 bar, CO2: 2%, CH4: 2%, 

N2: 96%) reaction conditions. 

This, however, changes as temperature increases to 973 K (see Figure 8.3.8). CH4 

dissociation becomes the most sensitive step and the other relavant steps are similar to those 

in Case 1 at 1073 K (see Figure 8.3.5).  
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Figure 8.3.8. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 973 K for Case 2 (Pressure 10 bar, CO2: 2%, CH4: 2%, 

N2: 96%) reaction condition 

At 1073 K, the overall reaction approaches equillibrium (see Figure 8.3.9) and the model 

responses are sensitive to more elementary steps, with the most sensitive reaction being 

CH* oxidation (R26) followed by adsorption of reactants (R1 and R36). A further partial 

equillibrium analysis was performed to identify the RDS for different reaction 

temperatures. 
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Figure 8.3.9. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 (gcat∙h∙mol-1) at 1073 K for Case 2 (Pressure 10 bar, CO2: 2%, CH4: 2%, 

N2: 96%) reaction conditions. 

 
Figure 8.3.10. Partial equilibrium coefficient 𝜑  of DRM reaction steps over Ni (111) 

surfaces at space time value of 0.01 gcat∙h∙mol-1 at varying temperature for Case 2 (Pressure 

10 bar, CO2: 2%, CH4: 2%, N2: 96%) reaction conditions. 

Figure 8.3.10 shows that all three relevant elementary steps obtained from sensitivity 
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both reactants conversions are sensitive to their respective adsorption reactions, hence 

based on the results of sensitivity analysis and partial equilibrium analysis we can conclude 

that the overall rate for DRM, at 873 K and given reaction conditions, should depend on 

the rate adsorption of CH4 and CO2. However, if we were to choose a rate determining step, 

it should be decided directly based on the computed forward rate values. At the given 

reaction conditions, forward reaction rates of R1 and R36 are 0.017 and 0.116 in mol∙h-

1∙gcat-1 respectively, hence R1 is the RDS. For reaction temperatures 973 K and 1073 K, the 

rate determining steps are undoubtedly R1 and R26 respectively.     

Case 3: Pressure 1 bar, CO2: 50%, CH4: 50% and Case 4: Pressure 1 bar, CO2: 2%, 

CH4: 2%, N2: 96%   

As observed previously (Figure 8.3.3 and 8.3.7), the reactant adsorption steps (R1 and R36) 

are found to be the most sensitive steps. However, unlike the previous cases, the reactant 

adsorption steps remain the most sensitive steps throughout the temperature range (Figure 

8.3.11-16). The reactant conversions depend mostly on their respective rates of adsorption 

(R1 and R36) and the H2 and CO exit pressures are more sensitive to R1 at lower 

temperatures (see Figure 8.3.11 and 8.3.14). But, as the temperature increases, the CO exit 

pressure becomes more sensitive to R36 (see Figure 8.3.13 and 8.3.16).  
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Figure 8.3.11. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 873 K for Case 3 reaction conditions. 

 
Figure 8.3.12. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 973 K for Case 3 reaction conditions. 
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Figure 8.3.13. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 1073 K for Case 3 reaction conditions. 

 
Figure 8.3.14. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 873 K for Case 4 reaction conditions. 
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Figure 8.3.15. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 gcat∙h∙mol-1 at 973 K for Case 4 reaction conditions. 

 
Figure 8.3.16. Sensitivity analysis of DRM reaction steps over Ni (111) surfaces at space 

time value of 0.01 (gcat∙h∙mol-1) at 1073 K for Case 4 reaction conditions. 
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3 and 4 were directly decided based on the computed forward reaction rates of R1 and R36. 

The rates are given in Table 8.3.6.  

Table 8.3.6. Computed forward reaction rates of R1 and R36 over Ni (111) at space time 

value of 0.01 gcat∙h∙mol-1 for varying temperature for Case 3 and 4 reaction condition. 

Temperature Case 3 Case 4 

R1           

(mol∙h-1∙gcat-1) 

R36             

(mol∙h-1∙gcat-1) 

R1            

(mol∙h-1∙gcat-1) 

R36            

(mol∙h-1∙gcat-1) 

873 K 0.612 1.136 0.045 0.046 

973 K 3.526 3.605 0.218 0.223 

1073 K 10.640 12.016 0.600 0.611 

Based on the forward reaction rates reported in Table 8.3.6, we can conclude that R1 is 

RDS for cases 3 and 4 throughout the temperature range.  

However, it should be noted that the difference in the forward rates of R1 and R36 are quite 

small for case 4. This is because as per the case 4 reaction conditions, the inert gas has a 

volume fraction of 96% and the partial pressure of CO2 reduces to 2 kPa. Experiments have 

reported that at low CO2 partial pressure (i.e. ≤ 10 kPa), varying this partial pressure 

strongly affects the overall rate of reaction197,265, suggesting that the overall rate expression 

is sensitive to CO2 adsoption (R36).  

The sensitivity analysis (Figure 8.3.14-16) and the forward reaction rates of R1 and R36 

(Table 8.3.6) for case 4 show similar results. CO2 adsorption (R36) is among the most 

sensitive steps of the DRM reaction and although CH4 dissociative adsorption (R1) is the 

RDS, there is only a small diffrence in the forward rates of R1 and R36.  
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