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1. Materials and Methods 

Linear Absorption 

The linear absorption measurement was done by passing a collimated broadband beam 

through the sample inside a cryostat, before sending it to the monochromator and CCD system 

for spectral-resolved detection. The transmissions of the samples were then compared with the 

transmission of a blank substrate to obtain the absorption spectra of the samples. The 

transmitted light intensities are related through the following: 

 
𝐴(ℏ𝜔) = − log10

𝐼(ℏ𝜔)
𝐼0(ℏ𝜔) . (S1) 

Here, A(ħω) is the sample absorbance in unit of optical density (OD) as function of photon 

energy ħω; while I(ħω) and I0(ħω) are the transmitted light intensity spectra of the sample and 

blank substrate, respectively. 

 

Transient Absorption (TA) 

Our transient absorption data was collected by commercial TA Ultrafast Systems HELIOS™ 

spectrometer. The spectrometer was powered by Coherent LEGEND™, whose output was 

~200 fs pulsed laser with 800 nm fundamental wavelength at 1 kHz repetition rate. The output 

beam was split into two. The first beam was sent into Light Conversion TOPAS™ optical 

parametric amplifier to convert the fundamental into other wavelength (tuning range: 260 nm 

– 2600 nm), which acted as the pump beam. The second beam was delayed by a mechanical 

stage and focused into a sapphire crystal to generate white light continuum, which acted as the 

probe beam. The pump beam was mechanically modulated at 500 Hz by using an optical 

chopper to obtain pump-induced change of probe transmission. The measurements were 

performed at transmission geometry. 
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Estimation of exciton population from TA 

The positive TA signal (i.e. ΔT/T > 0) which coincides with the excitonic resonance of the 

sample typically represents the exciton population photogenerated by the pump beam. 

Mathematically, it can be described as: 

 Δ𝑇
𝑇

∝ 𝐴0𝑓x. (S2) 

Here, 𝐴0 is the linear absorption strength of the exciton state, and fx is the exciton population. 

Hence, the population of an exciton state can be estimated by: 

 
𝑓𝑥 ∝

Δ𝑇 𝑇⁄
𝐴0

. (S3) 

In our study, the ratio estimation between exciton populations in different RPP phases required 

the deconvolution of contribution of each phase to the linear absorption strength at a given 

photon energy. The details of this deconvolution process are given in the SI Section 6. 

 

Perovskite sample synthesis 

The RPP precursor solutions were prepared by dissolving C6H5C2H4NH3I, CH3NH3I and 

PbI2 powders into DMF with 2:1:2 molar stoichiometric ratio with 0.25 M Pb2+ ion 

concentration. All films were prepared by spin-coating the 20 µL of the precursor solutions on 

plasma-cleaned quartz substrates at 4,000 rpm for 30 s, followed by thermal annealing at 100°C 

for 30 mins. 
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2. Coulombic charge interaction with the dielectric 

We assume a periodic boundary condition for the multi quantum-well (QW) superlattice, i.e. 

Ψ(𝑧 + 𝐿) = Ψ(𝑧), where 𝐿 = 𝐿w + 𝐿b; Lw and Lb are the well and barrier width, respectively. 

To obtain the Coulombic interaction between the electron and the hole in such dielectric 

environment, we derive the formula for the electrostatic potential felt by electron at z = ze due 

to hole at z = zh (or vice versa). We would also only consider the interaction of the electron (or 

hole) with the two adjacent interfaces on its left and right side. The z = 0 at the center of the 

well, and r is the radial separation of electron and hole in polar coordinate. There are several 

cases to consider: 

 

(i) Case 1: Both electron and hole are inside the well 

In this case, the position of the hole’s images are given by 𝑧𝑛
′ = 𝑛𝐿w + (−1)𝑛𝑧h for interaction 

with interface at + 𝐿w

2
; and 𝑧𝑛

′′ = −𝑛𝐿w + (−1)𝑛𝑧h for interaction with interface at − 𝐿w

2
. The 

potential is therefore given by the following: 

Where 𝜖1 is the dielectric constant of the well region,  𝜖2 is the dielectric constant of the barrier 

region and 𝛼 = (𝜖1−𝜖2

𝜖1+𝜖2
) 

 

(ii) Case 2: Both electron and hole are outside the well (in the right barrier) 

In this case, the position of the hole’s images are given by 𝑧𝑛
′ = 𝑛𝐿b + (−1)𝑛𝑧h +

[1−(−1)𝑛]
2

 (𝐿w + 𝐿b) for interaction with interface at 𝐿b + 𝐿w

2
; and 𝑧𝑛

′′ = −𝑛𝐿b + (−1)𝑛𝑧h +

[1−(−1)𝑛]
2

 (𝐿w + 𝐿b) for interaction with interface at + 𝐿w

2
. The potential is therefore given by 

the following: 

 𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝑒2

4𝜋𝜖0𝜖1
∑

𝛼|𝑛|

√𝑟2 + [(−1)𝑛𝑧h + 𝑛𝐿w − 𝑧e]2

∞

𝑛=−∞

 (S4) 
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𝑉𝐶(𝑟, 𝑧e, 𝑧h)

=
−𝑒2

4𝜋𝜖0𝜖2
∑

(−𝛼)|𝑛|

√𝑟2 + [(−1)𝑛𝑧h + 𝑛𝐿b + (1 − (−1)𝑛

2 ) (𝐿w + 𝐿b) − 𝑧e]
2

∞

𝑛=−∞

 (S5) 

 

(iii) Case 3: Both electron and hole are outside the well (in the left barrier) 

In this case, the position of the hole’s images are given by 𝑧𝑛
′′ = −𝑛𝐿b + (−1)𝑛𝑧h −

[1−(−1)𝑛]
2

 (𝐿w + 𝐿b) for interaction with interface at − [𝐿b + 𝐿w

2
] ; and 𝑧𝑛

′ = 𝑛𝐿b + (−1)𝑛𝑧h −

[1−(−1)𝑛]
2

 (𝐿w + 𝐿b) for interaction with interface at − 𝐿w

2
. The potential is therefore given by 

the following: 

 

𝑉𝐶(𝑟, 𝑧e, 𝑧h)

=
−𝑒2

4𝜋𝜖0𝜖2
∑

(−𝛼)|𝑛|

√𝑟2 + [(−1)𝑛𝑧h + 𝑛𝐿b − (1 − (−1)𝑛

2 ) (𝐿w + 𝐿b) − 𝑧e]
2

∞

𝑛=−∞

 (S6) 

 

(iv) Case 4: Electron is inside the well, hole is in the right barrier 

In this case, we are looking for the electric field in region |𝑧𝑒| ≤ 𝐿w 2⁄ , due to hole in region 

𝐿w 2⁄ < 𝑧h < 𝐿w 2⁄ + 𝐿b. Assuming interaction only with the dielectric interface at ± 𝐿w 2⁄ , 

the medium can be assumed to be filled with ϵ1, with the charge 𝑞1
′ = 2𝜖1

𝜖1+𝜖2
𝑒 located at zh. The 

position of the image charges are given by: 𝑧𝑛
′ = 𝑧h + 2(𝑛 − 1)𝐿w  for interaction with 

interface at + 𝐿w 2⁄ ; and 𝑧𝑛
′′ = −[𝑧h + (2𝑛 − 1)𝐿w] for interaction with interface at − 𝐿w 2⁄ . 

The potential is therefore given by the following: 
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𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝑒2

2𝜋𝜖0(𝜖1 + 𝜖2) {∑
𝛼|𝑛|

√𝑟2 + [𝑧h + (2𝑛 − 1)𝐿w + 𝑧e]2

∞

𝑛=1

+ ∑
𝛼|𝑛−1|

√𝑟2 + [𝑧h + 2(𝑛 − 1)𝐿w − 𝑧e]2

∞

𝑛=1

} 

(S7) 

 

(v) Case 5: Electron is in the right barrier, hole is inside the well 

In this case, the interaction is symmetrical with the previous case, with the electron’s and hole’s 

positions are flipped. The potential is therefore given by the following: 

 

𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝑒2

2𝜋𝜖0(𝜖1 + 𝜖2) {∑
𝛼|𝑛|

√𝑟2 + [𝑧e + (2𝑛 − 1)𝐿w + 𝑧h]2

∞

𝑛=1

+ ∑
𝛼|𝑛−1|

√𝑟2 + [𝑧e + 2(𝑛 − 1)𝐿w − 𝑧h]2

∞

𝑛=1

} 

(S8) 

 

(vi) Case 6: Electron is inside the well, hole is in the left barrier 

Similar to case 4, the medium can be assumed to be filled with ϵ1, with the charge 𝑞1
′ = 2𝜖1

𝜖1+𝜖2
𝑒 

located at zh < 0. The position of the image charges are given by: 𝑧𝑛
′′ = 𝑧h − 2(𝑛 − 1)𝐿w for 

interaction with interface at − 𝐿w 2⁄ ; and 𝑧𝑛
′ = −𝑧h + (2𝑛 − 1)𝐿w  for interaction with 

interface at + 𝐿w 2⁄ . The potential is therefore given by the following: 

 

𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝑒2

2𝜋𝜖0(𝜖1 + 𝜖2) {∑
𝛼|𝑛|

√𝑟2 + [𝑧h − (2𝑛 − 1)𝐿w + 𝑧e]2

∞

𝑛=1

+ ∑
𝛼|𝑛−1|

√𝑟2 + [𝑧h − 2(𝑛 − 1)𝐿w − 𝑧e]2

∞

𝑛=1

} 

(S9) 

 

(vii) Case 7: Electron is in the left barrier, hole is inside the well 
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In this case, the interaction is symmetrical with the previous case, with the electron’s and hole’s 

positions are flipped. The potential is therefore given by the following: 

 

𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝑒2

2𝜋𝜖0(𝜖1 + 𝜖2) {∑
𝛼|𝑛|

√𝑟2 + [𝑧e − (2𝑛 − 1)𝐿w + 𝑧h]2

∞

𝑛=1

+ ∑
𝛼|𝑛−1|

√𝑟2 + [𝑧e − 2(𝑛 − 1)𝐿w − 𝑧h]2

∞

𝑛=1

} 

(S10) 

 

(viii) Case 8: Electron is in the left barrier, hole is in the right barrier 

In the region − [𝐿b + 𝐿w

2
] ≤ 𝑧𝑒 ≤ − 𝐿w

2
, the hole will be seen as charge at 𝑧 = 𝑧h with total 

charge of 
4𝜖1𝜖2

(𝜖1+𝜖2)2 𝑒 , and medium filled with ϵ2. In our approximation, we ignored the 

interaction between interface at − 𝐿w

2
 and + 𝐿𝑤

2
; but focus only on the interaction between 

interface at − 𝐿w

2
 and − [𝐿b + 𝐿w

2
]. The position of the image charges are given by: 𝑧𝑛

′ = 𝑧h +

2(𝑛 − 1)𝐿b from interaction with the interface at − 𝐿w

2
; and 𝑧𝑛

′′ = −[2𝑛𝐿b + 𝐿w + 𝑧h] from 

the interaction with the interface at − [𝐿b + 𝐿w

2
] . The potential is therefore given by the 

following: 

 

𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝜖1𝑒2

𝜋𝜖0(𝜖1 + 𝜖2)2  {∑
𝛼|𝑛−1|

√𝑟2 + [𝑧h + 2(𝑛 − 1)𝐿b − 𝑧e]2

∞

𝑛=1

+ ∑
𝛼 |𝑛|

√𝑟2 + [2𝑛𝐿b + 𝐿w + 𝑧h + 𝑧e]2

∞

𝑛=1

} 

(S11) 

 

(ix) Case 9: Electron is in the right barrier, hole is in the left barrier 

In this case, the interaction is symmetrical with the previous case, with the electron’s and hole’s 

positions are flipped. The potential is therefore given by: 
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𝑉𝐶(𝑟, 𝑧e, 𝑧h) =
−𝜖1𝑒2

𝜋𝜖0(𝜖1 + 𝜖2)2  {∑
𝛼|𝑛−1|

√𝑟2 + [𝑧e + 2(𝑛 − 1)𝐿b − 𝑧h]2

∞

𝑛=1

+ ∑
𝛼 |𝑛|

√𝑟2 + [2𝑛𝐿b + 𝐿w + 𝑧e + 𝑧h]2

∞

𝑛=1

} 

(S12) 
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3. Discussion on Exciton-phonon coupling 

A direct modelling of exciton-lattice interaction is currently beyond our capability. However, 

there are several possible contributions of exciton-phonon coupling to the optical properties of 

perovskites, which we could discuss in framework of our model. Firstly, such coupling could 

lead to electronic decoherence. In our model, all the possible sources of decoherence, including 

of exciton-phonon interaction (through site energy fluctuations), is summarized by the 

additional phenomenological factor exp(− 𝑡 𝑇2⁄ )  in the non-diagonal elements of the 

Hamiltonian. 

 

Another contribution from exciton-phonon coupling is on the exciton peak broadening. To 

estimate this effect, we consider the interaction with phonon changing the width of the 

QW/barrier layers of the perovskite superlattice. Based on the equipartition theorem, the 𝑁 

oscillators along the stacking axis would contain 2𝑁 degree-of-freedoms, which result in an 

average energy of 𝑁𝑘B𝑇. Estimating the amplitude (𝐴) of 1 oscillator: 

Here, 𝜔0 is the LO-phonon frequency, and 𝑚 is the ion mass. For 𝑁 oscillators, the broadening 

can be estimated by the deviation of the well/barrier width from the equilibrium, by the root-

mean-square value, i.e., 𝐿RMS = 𝐴√𝑁 2⁄ . Such perturbation of the QW/barrier width due to 

oscillation leads to fluctuation in exciton resonance energies, and thus, broadening of the 

excitonic resonance lineshape. 

 

In RPP, linewidth broadening is assigned mainly due to interaction of excitons with LO 

phonons1-2, whose energy lies in the range 10-17 meV, corresponding to the Pb-I stretching 

mode. This translates to an oscillation with 𝐿RMS ranging from 7 to 11 pm at 300 K, for a single 

 
1
2

𝑚𝜔0
2𝐴2 = 𝑘B𝑇 → 𝐴 = √

2𝑘𝐵𝑇
𝑚𝜔0

2 . (S13) 
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oscillator. Herein, we set 𝑚  = 78.7u, which is the reduced mass of Pb and I atoms. This 

deviation scales with the number of oscillators (i.e., the perovskite phase n) by √𝑛. We simulate 

the effect of such stretching by calculating the exciton resonance energies for a system with 

perturbation of well width (∆𝐿𝑤) due to LO phonon-induced oscillation. 

 

 

Figure S1 | Lattice perturbation effect on exciton resonance energy. (a) Exciton resonance energies for n = 1-5 

RPP phases calculated by the model for lattice displacements for well width 𝐿𝑤. (b) Comparison of broadening of 

resonance energy predicted by the model to the experimentally observed broadening. 

 

The results are shown in Figure S1a for different RPP phases from n = 1 to 5. From the result, 

we estimate the lineshape broadening for n = 1 to 3 RPP phases and compare them to the 

extracted experimental FWHM of exciton PB peak from TA spectroscopy (Figure S1b). Our 

results describe the contribution of exciton-LO phonon interaction to the spectral linewidth 

broadening of these RPP phases to be about 10-15 meV, which is lower than the experimentally 

observed broadening. This is expected, as additional phenomena such as inhomogeneous 

broadening and impurity scattering would also contribute to the experimentally observed total 

broadening in Figure S1b. 
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The fact that exciton-LO phonon interaction induced broadening of exciton resonance energies 

predicted by our model compares well within the experimentally observed broadening implies 

that our model is robust and valid in presence of phonon-mode induced perturbations while our 

key results stand unaffected. It is indeed worthwhile to further pursue this subject with a more 

formal formulation of the exciton-phonon interaction Hamiltonian, as there might be other 

interesting effects (e.g. polarons, etc.). However, such formulation is not necessary to support 

the main conclusion of our current work. 
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4. Numerical solution to confinement Hamiltonian of the quantum-well superlattice 

For the QW superlattice and assuming the periodic boundary condition Ψ(𝑧 + [𝐿w + 𝐿b]) =

Ψ(𝑧), the ground state wavefunction is given by Eq. (4) and Eq. (5) in the Main Text. The two 

wavevectors 𝑘1 and 𝑘2 as a function of energy, are embedded inside the wavefunction, and are 

numerically solved to obtain the ground state eigenenergy. The wavefunction continuity at 𝑧 =

± 𝐿w 2⁄  leads to: 

 tan (𝑘1
𝐿w

2
) =

𝑘2

𝑘1
tanh (𝑘2

𝐿b

2
) (S14) 

To solve for such equation, and defining 𝑥 ≡ 𝑘1, we rewrite Eq. (S14): 

 𝑓(𝑥) = tan (𝑥
𝐿w

2
) − (

2𝑚𝑉0

ℏ2𝑥2 − 1)
1 2⁄

tanh [𝑥 (
2𝑚𝑉0

ℏ2𝑥2 − 1)
1 2⁄ 𝐿b

2
 ] (S15) 

where V0 is the potential barrier height and m is the mass. Solving the root of 𝑓(𝑥) = 0, the 

Newton-Raphson method can be employed. The root of the equation is given by: 

 𝑥𝑖+1 = 𝑥𝑖 −
𝑓(𝑥𝑖)
𝑓′(𝑥𝑖)

. (S16) 

Here, i refers to the number of iterations for the algorithm to be performed; and 𝑓′(𝑥) refers to 

the first derivative of 𝑓(𝑥) with respect to 𝑥. The iteration is stopped when the root converges 

within 0.1% tolerance. The ground state energy is therefore given by: 

 𝐸(0) =
ℏ2𝑥2

2𝑚
. (S17) 
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5. Variational method for the exciton envelope 

The third part of the wavefunction is the exciton envelope 𝜓x
(0)

. Here, the trial wavefunction 

used is the normalized 2D 1s hydrogen wavefunction: 

 𝜓x
(0)(𝑟) =

1
𝑎B

√2
𝜋

𝑒− 𝑟
𝑎B . (S18) 

Here, 𝑎B is the exciton Bohr radius of the system. Using 𝜇 as the exciton reduced mass, and 𝑎B 

as the sole variational parameters, the exciton binding energy (𝐸b, positive value for bound 

state): 

 

𝐸b = − ⟨Ψ(0)|− ℏ
2𝜇 ∇2 + 𝐻𝐶|Ψ(0)⟩ . 

= − ⟨𝜓x
(0)|− ℏ

2𝜇 ∇2|𝜓x
(0)⟩ − ⟨Ψ(0)|𝐻𝐶|Ψ(0)⟩ 

𝐸b = −
ℏ2

2𝜇𝑎B
2 − ⟨Ψ(0)|𝐻𝐶|Ψ(0)⟩. 

(S19) 

The first term here represents the kinetic energy of the two-dimensional exciton. By 

maximizing the binding energy as a function of 𝑎B, the optimum solution for the Schrodinger 

equation is obtained. The exciton resonance energy is therefore given by: 

 𝐸 = 𝐸G
3D + ⟨𝜓e

(0)|𝐻e|𝜓e
(0)⟩ + ⟨𝜓h

(0)|𝐻h|𝜓h
(0)⟩ − 𝐸b. (S20) 
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6. Absorption spectrum of two-dimensional system 

Here, we construct a simple model to simulate the absorption spectrum of 2D perovskite 

system. For 2D semiconductors with parabolic band dispersion, a constant density of state 

(independent of energy) is expected. Since the absorption spectrum 𝐴(ℏ𝜔) is proportional to 

the density of state, we model the continuum contribution with an error function, with the 

contribution from excitonic absorption modelled with a Gaussian function; that is: 

 𝐴(ℏ𝜔) ∝
𝐴x

√2𝜋𝜎2
exp (−

(ℏ𝜔 − 𝐸g + 𝐸b)
2

2𝜎2 ) +
𝐴c

2
[1 + erf (

ℏ𝜔 − 𝐸g

𝜎
)]. (S21) 

Here, the first and the second terms refer to the excitonic and continuum absorption spectra, 

respectively; while Ax and Ac refers to the relative contribution between them; and σ refers to 

the linewidth broadening of the system. For n = 1, strong longitudinal-transverse (LT) exciton 

splitting ΔLT ~ 35 meV is observed in the absorption spectrum (Fig. 2b – Main Text), which 

has also been previously reported in 2D perovskites3-5. Given their 1:2 strength ratio6, we 

modified the excitonic absorption function to take account of the LT-splitting: 

 

𝐴Exciton(ℏ𝜔) →
𝐴x

√2𝜋𝜎2
[
2
3

exp (−
(ℏ𝜔 − 𝐸g + 𝐸b)

2

2𝜎2 )

+
1
3

exp (−
(ℏ𝜔 − 𝐸g + 𝐸b − ΔLT)

2

2𝜎2 )]. 

(S22) 

The fitting result for the absorption spectrum, together with the deconvolved contribution from 

each phase, is shown in Figure S2a. Here, contribution up to n = 5 is considered. The exciton 

binding energy parameters were fixed based on our model result (Fig. 2e – Main Text), while 

the contributions (Ax and Ac) and linewidth broadenings (σ) for each phase are left as fitting 

parameters. The relative contribution of each phase to the absorption spectrum is plotted in 

Figure S2b – this is directly related with how much of each phase is formed during the film 
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synthesis; their linewidth broadening is plotted in Figure S3c; and their continuum-to-total 

absorption contribution ratio (f), which is defined as: 

 𝑓 =
𝐴c

𝐴x + 𝐴c
, (S23) 

is plotted in Figure S3d. Such parameter measures the contribution strength of the continuum 

absorption to the total absorption spectrum; conversely, the contribution of excitonic 

absorption as well. An increasing trend of  𝑓  with increasing n is observed here, which is 

expected with the increase of dimensionality and reduction exciton binding energy and 

oscillator strength with increasing n. 

 

 

Figure S2 | Deconvolution of absorption spectrum of multi-phase Ruddlesden-Popper 

perovskite. (a) The fitting of linear absorption spectrum with the contribution from each phase. 

(b) The relative amplitude of each phase contribution. (c) The linewidth broadening of each 

phase. (d) The continuum-to-total absorption contribution ratio of each phase. 
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7. Model applied to common alkylamine-based RPP systems 

To test the universality of our model, we applied our model to two other alkylamine-based 

RPPs: (C4H9NH3)2(CH3NH3)n-1PbnI3n+1 (or BAMAPI) and (C8H17NH3)2(CH3NH3)n-1PbnI3n+1 

(or OAMAPI). The exciton resonances and binding energies of these systems are available in 

the literature7. The dielectric constants for these two large cations are set to be 2.18. The result 

is shown in Figure S3 and Table S1. Our results show an excellent agreement with the reported 

values (with R2 = 0.981 and R2 = 0.984 for BAMAPI and OAMAPI, respectively) – thus 

validating the universality of our model. 

 

 

Figure S3 | Application of our model to other RPP systems. Fitting result on the exciton 

resonance based on our model on other RPP systems found in the literature: (a) 

butylammonium methylammonium lead iodide (BAMAPI) and (b) octylammonium 

methylammonium lead iodide (OAMAPI). The large cation barrier molecules are illustrated. 

The data for BAMAPI was obtained from Blancon et al. (2017)9 and (2018)10, while the data 

for OAMAPI was obtained from Hua et al. (2019)7. 
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Table S1 | Model parameters for alkylamine-based RPP. The fitting parameters (first 3 

rows) are shown. The HOMO-LUMO gaps of the large cations derived from the fitting 

parameters are also shown. 

Parameters BAMAPI OAMAPI 

𝑉0
e 1.22 ± 0.05 eV 1.05 ± 0.05 eV 

𝑉0
h 0.81 ± 0.05 eV 0.69 ± 0.05 eV 

𝐸g
3D 1.82 ± 0.05 eV 1.74 ± 0.05 eV 

Note: 

𝑉0
e = Electron barrier height 

𝑉0
h = Hole barrier height 

𝐸g
3D = Bandgap of the 3D phase (n = ∞) 
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8. Subband states in RPP 

As proof of the presence of subband states, we performed current-voltage (IV) measurement 

on the pure n = 1 RPP: (PEA)2PbI4 (or PEPI) sample along the stacking axis. We fabricated a 

device with a the following sandwich structure: Au/PEPI (140 nm)/ITO, where the PEPI QW 

layers are parallel to the substrate11. We combined results from ultraviolet photoemission 

spectroscopy (UPS, Figure S4a) measurement and our modelling to deduce the energy 

alignment of such structure (Figure S4b). The measured band alignment suggests that holes are 

the dominant type of the injected carriers. Figure S4c-d illustrates the hole energy landscape 

when these layers are placed in contact with each other, with and without applied external 

voltage V. Positive current refers to holes flowing from the Au to the ITO electrode. 

 

 

Figure S4 | Band alignment and energy landscape of Au/PEPI/ITO device. (a) UPS 

measurement of PEPI with 21.2 eV source. (b) The corresponding band alignment deduced 

from UPS measurement. The confinement energies are extracted from our model. The energy 

landscape for the hole when all layers are in contact (c) without and (d) with applied external 
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field. Here, 𝐵0 refers the barrier offset from Au fermi level to the 3D bandgap; 𝑉0
(h)

 refers to 

the organic barrier height for the hole. 

 

We consider several possible origins of conductivity: (1) space charge limited current (SCLC) 

injection followed by sub-band transport; (2) inter-QW Poole-Frenkel (PF) conduction; (3) 

hopping conduction; (4) direct tunnelling from the electrodes. These mechanisms are 

summarized in Figure S5a. Each mechanism will have different dependence of current density 

with respect to applied voltage12. For case (1) of SCLC and sub-band transport, the dependence 

will be ohmic (linear) at low voltage; and quadratic at higher applied voltage (i.e., trap-filling 

region). Around the transition voltage 𝑉tr , it could be written as a combination of both 

components: 

 𝐽 =
𝑒𝑛0𝜇

𝑑
 𝑉 +

9𝜇𝜖0𝜖𝑟𝜃
8𝑑3 𝑉2, (S24) 

where 𝜖r ≈ 6.5 is the relative dielectric constant of the inorganic layer; 𝑑 = 140 nm is the 

perovskite thickness;  𝜇 is the mobility; and 𝜃 ≤ 1 is the ratio between free and total carriers. 

For case (2) of inter-QW PF mechanism, the conduction originates from thermally activated 

carriers which jump over the energy barrier. In this case, the dependence on the applied voltage 

is given by: 

 𝐽 ∝ 𝑉 exp (
2𝑒

𝑘B𝑇
[

𝑒𝑉
4𝜋𝜖0𝜖r𝑑

]
1 2⁄

−
𝑒𝜙B

𝑘B𝑇
) ∝ 𝑉 exp(𝛼𝑉1 2⁄ ), (S25) 

where 𝛼 = 2𝑒3 2⁄ [(4𝜋𝜖0𝜖r𝑑)1 2⁄ 𝑘B𝑇]⁄ ≈ 3.1 Volt−1 2⁄ . Meanwhile, for case (3) of hopping 

mechanism, the conduction originates from tunneling of carriers in the QW through the 

barriers. In this case, the dependence on the applied voltage is given by: 

 𝐽 ∝ exp (
𝑒𝑎 𝑉 𝑑⁄ − 𝐸𝑎

𝑘B𝑇
) ∝ exp(𝛽𝑉), (S26) 
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where 𝐸a  is the activation energy, which is the difference between barrier height and 

confinement energy; 𝛽 = 𝑒𝑎 (𝑘B𝑇𝑑)⁄ ≈ 0.44 Volt−1; with 𝑎 = 1.6 nm is the spacing between 

QW. Lastly, for case (4) of the direct tunnelling, carriers directly tunnel from 1 electrode 

directly to another, across the perovskite layer. In this case, the current can be calculated 

directly, using the WKB approximation. Here, we calculated the tunnelling current for 𝐵0 = 

0.7 eV, based on our UPS measurement, and 𝑉0 = 0.5 eV, based on our model. 

 

 

Figure S5 | Mechanism of current transport across perovskite quantum wells. (a) There are 4 

different possible transport mechanisms across the MQW, including (1) space-charge injection 

followed by subband conduction , (2) Poole-Frenkel conduction, (3) Hopping conduction, and 

(4) direct tunnelling.(b) The I-V measurement on Au/PEPI/ITO device, fitted with these 

mechanisms. The result from direct tunnelling is not shown, as it gives too small current (i.e., 

~10-14 mA/cm2 at 1 V). 

 

The result of our I-V measurement is shown in Figure S5b, where these 4 different possible 

cases were fitted to evaluate the most probable conduction mechanisms in our device. From 
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the figure, it is clear that the transport along the stacking layer is dominated by SCLC injection 

and subband transport. From the fitting with SCLC model, and we elucidated the carrier density 

𝑛0 ≤ 2 × 1016 cm-3 and mobility 𝜇 ≈ 10−7 cm2/(V s). Self-consistently, the transition voltage 

between the ohmic and quadratic region is given by  𝑉tr = 8𝑒𝑛0𝑑2 (9𝜖0𝜖r𝜃)⁄ ≈ 1 Volt, which 

is in agreement with our observation. Thus, it corroborates our model on the presence of 

subband states in RP perovskites. 

 

It is also noteworthy that such experimental observation could not be explained with common 

DFT calculations, which predict a flat band dispersion along the stacking axis with infinite 

carrier masses, which theoretically could not sustain any electrical current at all. In fact, 

observations of  non-zero out-of-plane conductivity have also been reported previously in 2D 

perovskites13-14. All of these observations imply the existence of sub-band states in RP 

perovskites. However, further investigation on the detailed insights into sub-bands are beyond 

the scope of our current work. 
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9. Numerical method for transcendental Schrodinger equation 

To see the time-evolution of the wavefunction in a two-quantum well system, we construct a 

spatial domain of two quantum wells interspersed by finite potential barriers of height 

𝑉e,h
 (𝑧) = 𝑉0

e,h
 for electron and hole. The width of the well is given by (0.63 × 𝑛) nm, where 

n = 1, 2, 3, ... is the index of the RP phase, or the number of inorganic layers. The width of the 

barrier is 1.0 nm, which is the width of PEAI molecular barrier in RP perovskite system3. A 

particle is assumed to be confined within this domain, and the domain boundaries at 𝑧 = 0 and 

𝑧 = 𝐿w1 + 𝐿w2 + 3𝐿b  considered to be of infinite height or infinite potential. The total 

Hamiltonian for this system is given by:  

 𝐻e,h ≡ 𝐻e,h(𝑧) = −
ℏ2

2𝑚e,h
∗

𝑑2

𝑑𝑧2 + 𝑉𝑒,ℎ
 (𝑧) (S27) 

Here, the potential landscape is given by 𝑉𝑒,ℎ
 (𝑧) = 𝑉0

𝑒,ℎ
 at barrier region, is modelled to be a 

constant, whose values are derived from the exciton resonance energy (see Main Text). 

Meanwhile, in the well region, 𝑉𝑒,ℎ
 (𝑧) = 0. The 1-dimensional time-independent Schrodinger 

equation for wavefunction ψ(z) with the energy 𝐸 is then expressed as: 

 −
ℏ2

2𝑚e,h
∗

d2𝜓(𝑧)
d𝑧2 + 𝑉e,h

 (𝑧)𝜓(𝑧) = 𝐸𝜓(𝑧). (S28) 

The eigenstates and energies of the system can be calculated by solving the Schrodinger 

equation and applying the required boundary conditions. For the purpose of cross-checking our 

result, we solved the equation and obtain accurate eigenstates using two independent numerical 

methods. Note that for both methods, the eigenstates we are interested are for the bound states; 

that is 𝐸 < 𝑉0. 

 

a. Numerov’s Method to calculate the eigenstates 

The time-independent Schrodinger can be re-expressed as: 
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 𝑓(𝑧) ≡
𝑑2𝜓(𝑧)

𝑑𝑧2 =
2𝑚
ℏ2 [𝑉(𝑧) − 𝐸]𝜓(𝑧). (S29) 

This equation can be solved numerically in an N-point discrete domain using a second-order 

ordinary-differential-equation (ODE) solving algorithm. Here, we use the Numerov’s method 

to generate the wavefunction at each point in space based on the energy of the state 𝐸 and the 

calculated potential 𝑉0(𝑧). In the region consisting of a set of points {𝑧0, 𝑧1, … 𝑧𝑁−1}, the 

eigenstates of the system are determined by finding the states that satisfy the boundary 

condition 𝜓(𝑧𝑁−1) = 0. At the point 𝑧𝑘+1, the wavefunction 𝜓(𝑧𝑘+1) is related to that at points 

𝑧𝑘−1, 𝑧𝑘 (where k is an index number from 1 to N – 1 as: 

 

𝜓(𝑧𝑘+1)

=
2𝜓(𝑧𝑘) [1 + 5

12 (Δ𝑧)2𝑓(𝑧𝑘)] − 𝜓(𝑧𝑘−1) [1 − 1
12 (Δ𝑧)2𝑓(𝑧𝑘−1)]

1 − 1
12 (Δ𝑧)2𝑓(𝑧𝑘+1)

. 
(S30) 

Here, Δz is the discrete spacing between 𝑧𝑘 and 𝑧𝑘+1. The initial condition is set to 𝜓(𝑧0) = 0 

and 𝜓(𝑧1) = 1. 

 

From the initial condition and Eq. (S30) we calculate the entire wavefunction of a state. We 

generate wavefunctions for energies at intervals of 0.001 meV and examine their respective 

𝜓(𝑧𝑁−1) . A pair of consecutive energies 𝐸𝑛  and 𝐸𝑛+1  where the sign flip condition, 

(i.e., 𝜓𝐸𝑛
(𝑧𝑁−1) 𝜓𝐸𝑛+1

(𝑧𝑁−1) =  −1) follows is found, and the eigenstate that lies in between 

these two states (where 𝜓(𝑧𝑁−1) = 0) is calculated by the method of bisection. In this method 

we iteratively bisect the interval (𝐸𝑛, 𝐸𝑛+1) according to the sign flip condition until we find a 

 𝜓𝐸𝑛
(𝑧𝑁−1) that converges to 0 up to a tolerance value of 10-6, i.e. | 𝜓𝐸𝑛

(𝑧𝑁−1)| < 10-6. This 

energy 𝐸𝑛  corresponds to an eigenstate of the system. All such bound eigenstates are 

determined.  
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b. Continuous-function method to calculate the eigenstates 

Another method for calculating the eigenstates of the system is to construct the wavefunction 

based on the known analytical solution of the time-independent Schrodinger equation. The 

solutions in the well and barrier regions are given by: 

 𝜓well(𝑧) = 𝐴 sin(𝑘1𝑧) + 𝐵 cos(𝑘1𝑧), (S31) 

 𝜓barrier(𝑧) = 𝐶 exp(𝑘2𝑧) + 𝐷 exp(−𝑘2𝑧). (S32) 

Here, 𝑘1 = √2𝑚∗𝐸 ℏ2⁄  and 𝑘2 = √2𝑚∗(𝑉0 − 𝐸) ℏ2⁄  are the wavevectors. The parameters A, 

B, C, and D are obtained by satisfying the wavefunction-continuity boundary-condition of the 

wavefunction and its first derivative, across each well-barrier interface position 𝑧𝑛 (i.e. total of 

4 interfaces in our case): 

 𝐴𝑛 sin(𝑘1𝑧𝑛) + 𝐵𝑛 cos(𝑘1𝑧𝑛) = 𝐶𝑛′e𝑘2𝑧𝑛 + 𝐷𝑛′e−𝑘2𝑧𝑛 , (S33) 

 𝑘1[𝐴1 cos(𝑘1𝑧𝑛) − 𝐵1 sin(𝑘1𝑧𝑛)] = 𝑘2[𝐶𝑛′e𝑘2𝑧𝑛 − 𝐷𝑛′e−𝑘2𝑧𝑛]. (S34) 

The index n refers to the regions divided by the interfaces from left (𝑧 = 0) to the right (i.e. 

total of 5 regions). This linear equation can be written in matrix notation: 

  (
sin(𝑘1𝑧𝑛) cos(𝑘1𝑧𝑛)

𝑘1 cos(𝑘1𝑧𝑛) −𝑘1 sin(𝑘1𝑧𝑛)) (𝐴𝑛+1
𝐵𝑛+1

) = (
𝐶𝑛e𝑘2𝑧𝑛 + 𝐷𝑛e−𝑘2𝑧𝑛

𝑘2[𝐶𝑛e𝑘2𝑧𝑛 − 𝐷𝑛e−𝑘2𝑧𝑛]
) (S35) 

for barrier/well interface, i.e. to solve for 𝐴𝑛+1 and 𝐵𝑛+1, and: 

 ( e𝑘2𝑧𝑛 e−𝑘2𝑧𝑛

𝑘2e𝑘2𝑧𝑛 −𝑘2e−𝑘2𝑧𝑛
) (𝐶𝑛+1

𝐷𝑛+1
) = (

𝐴𝑛 sin(𝑘1𝑧𝑛) + 𝐵𝑛 cos(𝑘1𝑧𝑛)
𝑘1[𝐴1 cos(𝑘1𝑧𝑛) − 𝐵1 sin(𝑘1𝑧𝑛)]) (S36) 

for well/barrier interface, i.e. to solve for 𝐶𝑛+1 and 𝐷𝑛+1. At 𝑧 = 0, we have boundary condition 

of 𝜓(0) = 𝐶1 + 𝐷1 = 0. By solving these coefficients (up to 𝐶5 and 𝐷5), the final boundary 

condition would be 𝜓(𝑧end ) = 𝐶5e𝑘2𝑧end + 𝐷5e−𝑘2𝑧end = 0; where 𝑧end = 𝐿w1 + 𝐿w2 + 3𝐿b. 

The eigenenergies are the set of energies which can fulfill this condition. 
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10. Effect of choices of initial condition 

Figure S6 | Funnelling dynamics in a two quantum-well system. (a) Domain consisting of two 

quantum wells and barriers; An example RPP two-QW system of n = 1 and n = 4 and initial 

excitation in well 1 with different lineshapes used for the initial condition: (b) Square (c) 

Lorentzian (d-e) Gaussian all resulting in similar funneling dynamics. (f) The plot of population 

of both wells with different initial conditions as function of time. 

 

For the initialization of the localized state in well 1 in the Main Text, we have chosen a 

Gaussian wavefunction. Herein, we showed that the choice of this initialization does not affect 

the estimated charge transfer efficiency. Due to the set of bound eigenstates for our system 

forming an incomplete basis, the initial state at t = 0 is an imperfect replica of the predefined 

initialization function. Such imperfect function confinement implies the delocalized nature of 
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the exciton inside such quantum well system, which is the main mechanism of the charge 

transfer efficiency defined in our study. 

 

Figure S6 shows multiple initialization functions used in the study, including a box function 

(Figure S6b), Lorentzian function (Figure S6c), and two Gaussian of different widths (Figure 

S6d-e). The resultants of all the cases show very similar temporal evolution of wavefunction 

as shown in Figure S6f. Hence, we can conclude that the choice of the initialization function 

does not affect the result of our interest. Ultimately, the charge transfer efficiency here 

measures the degree of delocalization of the eigenfunctions of the between the two wells. 
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11. GUI based on exciton delocalization model 

Based on our model, we have designed a simple GUI where user can input various tuning 

parameters such as width of QW, barrier cation length, barrier height and coherence dephasing 

time to see the difference in exciton delocalization and funneling efficiency for a system of 

upto 4 QWs. Please see Supplementary Movie S2 for a demo. 
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12. Dependence of Electron Transfer Efficiency on Phases Involved and Barrier Length 

The efficiency of electron transfer is estimated using Eq. (10) in the Main Text. Figure S7 

presents the calculated electron transfer efficiencies between different sets of ni and nf for the 

case of the PEAMAPI. Efficient downward energy funneling from a narrow QW to a wider 

QW is observed, while the inverse is much less efficient – shown by the darker shading of the 

lower diagonal region in Figure S7. Herein, based on the model we predict that depending on 

the energy matching of the QW modes, transfer efficiency can be higher for particular sets of 

ni and nf. For instance, our model predicts that the most efficient exciton funneling is between 

ni = 1 to nf = 4.  

 

Figure S7 | Electron transfer/funnelling efficiency for ni to nf pairs, calculated from the 

efficiency defined in Eq. (10) in the Main Text. 

 

Our model also predicts that transfer efficiency varies with changing dimensions of the barrier 

layer, i.e., its efficiency exponentially decreases with the increasing barrier thickness Lb. To 
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determine the effect of changing barrier dimensions, we changed the structure of the two-QW 

system to have the length of barrier layer varied, with all other system parameters remaining 

the same. We calculated the efficiency of funneling for these systems. The efficiency of transfer 

between wells decreases with increasing length of the barrier layer. The results of the modelling 

and fitting of exponential curve for an example system with two wells with initial population 

in n1 = 1 and transfer to n2 = 3 is depicted in Figure S8. 

 

 

Figure S8 | Dependence of transfer efficiency on length of the barrier layer: For a two-QW 

system of n1 = 1 to n2 = 3, the figure depicts the behavior of transfer efficiency decaying with 

increasing barrier length. Black dots are the results for transfer efficiency. Red line is an 

exponential decay curve fit to the result, yielding a good fit with adjusted R2 = 0.99. 
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13. Distinguishing Hole back-transfer and Coherent back-transfer in RPP 

To distinguish the coherent back-transfer that we studied from other reported phenomena of 

hole back-transfer from high-n to low-n phases in RPP, we studied our transient absorption 

measurement on PEAMAPI sample with 〈𝑛〉 = 2 with a pump energy of 2.07 eV (29 uJ/cm2), 

close to n = 3 resonance. At this energy, the n = 2 RPP excitons cannot be excited. Figure S9a 

shows the slices of TA spectra at different pump-probe delay times, where the n = 2 phase 

narrow photobleaching (PB) peak buried in the n = 3 broad negative photoinduced absorption 

(PA) background, could be observed. Such population in n = 2 phase could only originate from 

back-transfer processes. To elucidate the n = 2 population dynamics, we subtracted the kinetics 

at 2.19 eV (i.e., n = 2 resonance) to the n = 3 PA background kinetics at 2.14 eV. The resultant 

kinetics represents the population dynamics of n = 2 phase (Figure S9b). 

 

 

Figure S9 | TA of PEAMAPI 〈𝑛〉 = 2 thin film sample pumped near n = 3 resonance. (a) TA 

spectra at various probe delays, photoexcited at 2.07 eV (29 μJ/cm2). The arrow denotes the n 

= 2 PB peak buried in the negative PA background, originating from back-transfer processes. 

(b) The extracted n = 2 phase population dynamics. Two distinct back-transfer process was 

observed. 
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Here, two back-transfer dynamics are clearly observed: (1) coherent back-transfer process, 

whose process happens below 50 fs (limited by our instrument resolution); and (2) a slower 

back-transfer process with time constant of 6.5 ± 0.7 ps, which could be assigned to the hole 

transfer process from n ≥ 3 phases to n = 2 phase. The second process has been reported in in 

previous studies15-17. It is to be distinguished from the much faster coherent process, which is 

only observed at pump-probe delay < 1 ps, as described in Fig. 5 in our Main Text. This is also 

in line with a previous work from our group18, where the two different ultrafast transfer 

processes in other RPP system have also been reported. Herein, our work focuses on the faster 

coherent process, which is distinct from the aforementioned slower charge transfer processes 

reported in other works. 

 

 

Fig S10 Decay-assisted spectra from global fit of TA data with excitation resonant to (a) n =2 

and (b) n=3 respectively. The DAS with fast lifetime (𝑡1, red spectra) are associated with the 

sub-ps back transfer. Vertical lines indicate exciton resonance energies of RPP QWs n=1 to 5. 

 



32 

 

To provide more conclusive evidence for coherent back-transfer in our dataset, we performed 

a global analysis of the TA data presented in the Main Text (Figure 4d), to decipher the 

dynamics of 〈𝑛〉 = 2 sample at excitation energy resonant to n = 2 and 3 QWs. The decay-

associated spectra (DAS) for and the global fitting lifetimes for these datasets are presented in 

Figure S10. Both fits have sub-1 ps DAS (𝑡1, red color spectra) which are characterized by 

positive PB amplitudes (i.e. Δ𝑇 𝑇⁄  > 0) at the 𝑛 = 1 peak for  n = 2 resonant excitation (Figure 

S10a and b), and at both the 𝑛 = 1 and 2 peaks for n = 3 resonant excitation (Figure S10b). 

These are clear signatures of the coherent back-transfer processes that also happen in our 〈𝑛〉 

= 2 samples.  

 

 

 

  



33 

 

14. Statistical Method for Estimation of Exciton Population Change  

We assume that the electron and hole in an exciton are bound (i.e., electron transfer will result 

in hole transfer, and vice versa). The exciton transfer efficiency 𝜂𝑛→𝑚 from phase n to m, is 

therefore given by 𝜂n→m = 𝑃e + 𝑃h − 𝑃e𝑃h ; where 𝑃e  ( 𝑃h ) is the electron (hole) transfer 

efficiency derived from our isolated 2 QWs model (from Eq. (10) in the Main Text). The total 

loss from a phase n to other phases can be presented as: 

 

𝑓𝑛
Loss = 𝑃𝑛(0) [1 − ∏(1 − 𝜂n→m)

𝑁−1

𝑚
𝑚≠𝑛

] (S37) 

where 𝑃𝑛(0) is the initial population of phase n after photoexcitation; and N is the number of 

phases involved in the calculation (in our case N = 5). The gain of a phase n due to funnelling 

from other phases can be described as: 

 𝑓𝑛
Gain = ∑

𝜂𝑚→𝑛

∑ 𝜂𝑚→k𝑘
𝜂𝑛

Loss 
𝑚

𝑚≠𝑛

. 
(S38) 

The first term inside the summation describes the fraction of exciton loss from phase m that is 

transferred to phase n. The net change of exciton population in a phase n due to coherent 

funnelling process is therefore given by: 

 𝑓𝑛 = 𝜂𝑛
Gain − 𝜂𝑛

Loss. (S39) 

Note that the total number of excitons is conserved, i.e., ∑ 𝑓𝑛𝑛 = 0. 
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15. Contribution from the Optical Stark Effect (OSE) and Two Photon Absorption 

(TPA) 

We estimated the contribution from the OSE to the back-transfer signal. However, based on 

our previously reported parameters of OSE in the same 2D perovskites19, with given fluence 

and detuning parameter, OSE will contribute to < 15% of the currently observed signal. 

Specifically, we previously reported spin-dependent energy shift of 4.5 meV by 2.16 eV pump 

(detuning parameter Δ  = 230 meV) with fluence of 1.66 mJ/cm2, in n = 1 PEAMAPI 

perovskites due to OSE. The energy shift of OSE is proportional to pump fluence divided by 

detuning: 

Δ𝐸 ∝
Fluence

Δ
. 

Given the current parameters (Δ = 370 meV, Fluence = 137 μJ/cm2, with unpolarized light), 

we expected energy shift of ~0.1 meV, where another factor of 1/2 is added to consider of the 

polarization effect. Such energy shift is related to the linear absorption 𝐴(𝐸) and the transient 

absorption spectra due to OSE, Δ𝐴OSE(𝐸), by: 

Δ𝐴OSE(𝐸) = −
𝜕

𝜕𝐸
𝐴(𝐸) Δ𝐸. 

The simulated OSE spectrum is overlaid in Figure 5c in the Main Text, which shows a minor 

contribution to such process.  

 

We also exclude the possibility of TPA-induced filling of n=1 and 2 states since such 

excitation will generate excitons with longer lifetimes and therefore cannot explain the sub-ps 

decay of PB in Figure 5d in the Main Text. Moreover, from the previous study19, the 

contribution of two-photon absorption was found to be minor to the OSE effect itself. To 

further demonstrate that contribution of TPA to coherent back-transfer can be excluded, we 
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repeated our TA experiment on PEAMAPI with < 𝑛 >= 1.3 at a lower excitation fluence of 

10 𝜇J/cm2. The results are shown in Fig. S11. 

 

 

Fig S11. TA of PEAMAPI 〈𝑛〉  = 1.3  sample. The sample was photoexcited with 2.02 eV 

pulse at 10 𝜇J/cm2. (a) TA spectrum slice at 100 fs showing PB signal at 𝑛 = 1 resonance. The 

PB signal at 𝑛 = 2 resonance is weaker and buried in the photoinduced absorption background 

(b) PB kinetics probed at 𝑛 = 1 and 𝑛 = 2 resonances. 

 

Figure S11a shows the slice of TA spectrum at delay of 100 fs. The 𝑛 = 1 PB peak is 

obviously observed. Meanwhile, the 𝑛  = 2 PB peak is much weaker and is buried in the 

photoinduced absorption background. Figure S11b shows the kinetics extracted from the TA 

spectrum at the 𝑛 = 1  and 𝑛 = 2  exciton energies. Thus, our result unambiguously 

corroborates the presence of coherent uphill energy transfer in these films, which in this case, 

from a thicker well n = 3 to thinner well n = 1 and n = 2. 
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