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Abstract
The Internet of Things (IoT) is a global cyber network that consists of trillions of
smart objects, edge devices, fogs, and cloud computing systems. It is a fabrication
of data generation infrastructures and computing infrastructures. It is estimated
that there will be more than 50 billion edge devices connected to the IoT by 2025
[1]. Artificial intelligence (AI), on the other hand, is the driving force that un-
leashes the full potential of IoT. Recent advances in machine learning, especially in
deep learning, have inspired the development of deep neural network (DNN)-based
smart sensing applications in IoT. The integration of AI and IoT gives rise to the
paradigm of Artificial Intelligence of Things (AIoT). AIoT has paved its way in
reshaping smart wearables, smart homes, smart cities, and smart industries. The
effectiveness of DNN models hinges on the availability of large, labeled datasets
that can unveil valuable feature representations. The widespread use of DNN mod-
els in computer vision (CV), natural language processing (NLP), and voice sensing
can be attributed to the abundance of labeled training datasets. However, in the
domain of AIoT sensing, the availability of such high-quality datasets is limited.
The fundamental reason arises from two aspects of AIoT sensing data. Firstly,
the annotation of IoT sensing data by humans is a challenging task. Despite the
abundance of IoT sensing data, the human-uninterpretable nature of AIoT sensing
data makes it difficult for human assistants to understand the meaning behind it
if the labeling process is separated from the data collection. Consequently, con-
structing labeled datasets for AIoT applications demands significant human effort.
Secondly, the heterogeneity of IoT sensor hardware and/or the deployment envi-
ronments of DNN models introduce domain shifts. The domain shifts cause the
deviation in data distribution between the testing and training data. It leads to
label scarcity for the target-domain dataset, posing challenges for domain adapta-
tion. In summary, label scarcity stands out as a primary challenge in developing
effective AIoT sensing applications.

Existing solutions for addressing the label scarcity rely on machine learning tech-
niques, such as self-supervised learning, few-shot learning, or transfer learning.

xiii
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These approaches are data-driven and fall short of exploiting the underlying first
principles that govern data generation. This thesis proposes to utilize prior knowl-
edge governing data generation to address the label scarcity in the development of
machine learning algorithms for AIoT sensing applications. Specifically, it exploits
the sensor and process characteristics to develop efficient machine learning models
such that the demand for the labeled data can be reduced. The problems to be
addressed and the proposed approaches are presented in two studies forming the
main technical development of this thesis.

The first study targets the run-time domain shift phenomenon in AIoT sensing
applications. It utilizes both the sensor and process characteristics to address the
label scarcity for target domains where massive labeled datasets are not available.
In physics-rich AIoT, the domain shifts are often governed by certain physical laws.
For instance, the distribution of indoor temperature is governed by the fluid dy-
namics model and the microphone data received is determined by its frequency
response curve. A comprehension of these physical laws can aid in the creation of
more efficient and generalized machine learning models by incorporating physical
laws as additional information during the model training. This study proposes
an approach called physics-directed data augmentation (PhyAug) to address the
run-time domain shifts caused by the sensor and/or process characteristics. Dif-
ferent sensors can respond to the same excitation differently, which results in data
distribution deviations. The sensed data is often determined by the hardware
characteristics of the sensors and can be described by certain parametric models.
PhyAug leverages such parametric models for DNN model transfer. In addition,
the process of sensed data collection can exhibit certain characteristics. For exam-
ple, the sensor readings mounted on human bodies are often correlated with the
human body’s movement. PhyAug exploits the process characteristics to augment
the training data. PhyAug has the following two key features. First, PhyAug
augments the training data strategically by following the physical law to transfer
DNNs instead of using ad hoc perturbations or transformations like conventional
data augmentation does. Second, PhyAug only requires a small amount of target
domain data for law fitting. This data requirement is less than the competing
baselines that use transfer learning techniques. The study applies PhyAug to a se-
ries of case studies and compares its performance with other possible approaches.
The superior performance achieved by PhyAug highlights the potential of PhyAug
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in addressing a range of physics-governed domain shifts for various AIoT sensing
applications.

The second study utilizes the process characteristics of data collection to improve
the effectiveness of the machine learning algorithm. It addresses the label scarcity
in developing DNN-based systems for new AIoT applications. Despite the lim-
ited availability of labeled training data, AIoT sensing applications are featured in
a wealth of unlabeled data gathered by billions of devices. In machine learning,
self-supervised learning is a new technique that can effectively extract feature rep-
resentations from unlabeled sensing data. Self-supervised learning has found many
successful applications in the field of CV, NLP, voice sensing, etc. Nevertheless,
using machine learning techniques directly without taking into account the spe-
cific characteristics of the sensing data may result in the suboptimal performance
of DNN models. This study considers the process characteristics of the sensing
data collection and utilizes it to design customized machine learning algorithms.
Specifically, it designs ELF-SLAM, a smartphone-based simultaneous localization
and mapping (SLAM) system using the learned echoic location features (ELFs).
The following challenges are tackled during the design of the system. First, to
alleviate the data labeling effort, ELF-SLAM uses a smartphone to collect both
inertial moving unit (IMU) data and acoustic data simultaneously. The IMU data
is used to estimate user trajectory and provide label information for acoustic data.
Due to the long-run drifting issue of IMU data, acoustic echoes are used to de-
tect the loop closures for trajectory regularization. However, conventional acoustic
features are ineffective for loop closure detection. To overcome this challenge, this
study opts to learn an effective embedding using a DNN model. Second, to address
the ineffectiveness of the machine learning algorithm on unlabeled acoustic data,
this study exploits the process characteristics of acoustic data collection to design
a customized contrastive learning procedure to learn ELFs that can be used to
signal loop closures. The customization includes the use of the acoustic simulator
for model pre-training, an effective positive/negative data pairing approach based
on the spatial-temporal relationship of acoustic data and a new model finetuning
based on unlabeled data for target room adaptation. ELF-SLAM exhibits satis-
factory performance in both mapping and localization. This study demonstrates
the necessity and effectiveness of integrating process characteristics of sensing data
collection in machine learning algorithms for AIoT sensing applications.



xvi

In summary, this thesis targets the label scarcity challenge in developing machine
learning algorithms for AIoT sensing applications. It identifies the two fundamen-
tal factors contributing to this label scarcity, namely, uninterpretability of sensed
data and run-time domain shifts. This thesis proposes to exploit the sensor and
process characteristics to address the domain shifts and reduces the machine learn-
ing algorithm’s reliability on the labeled data. The effectiveness of the proposed
approach is demonstrated in a set of distinct AIoT applications. Future research
will continue to explore more approaches in combining prior knowledge with ma-
chine learning algorithms to develop more efficient DNN models for AIoT sensing
applications.
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Chapter 1

Introduction

The Internet of Things (IoT) is a global network consisting of trillions of edge
sensors. According to estimates, the number of IoT devices connected via the
internet is expected to reach 55 billion by 2025. These IoT devices continuously
collect data from their surroundings, generating an astounding 1 billion gigabytes
of data every day [1]. Artificial intelligence (AI), due to its capability in dealing
with big data, can transform the big data generated by IoT into actionable insights
and enhances the smart sensing capabilities of the IoT. The integration of AI with
IoT has given rise to the paradigm of Artificial Intelligence of Things (AIoT). AIoT
aims to create intelligent systems that can learn, reason, and make decisions based
on data collected from IoT devices. As AIoT technology advances, it is expected
to have a profound impact on different aspects of human daily lives. First, AIoT
will enable more intelligent, efficient, and autonomous systems in various fields,
including healthcare, transportation, manufacturing, and smart cities. Second,
AIoT can help organizations and businesses to optimize their operations, improve
customer experiences, and reduce costs by providing insights and predictions based
on data analysis.

1.1 Label Scarcity in AIoT

However, developing machine learning algorithms in the field of AIoT sensing faces
the label scarcity challenge, which is explained as follows.

1
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Deep neural networks (DNNs), due to their remarkable performance in feature
learning, have been widely used to handle complex and unstructured data. The
performance of the DNN model is proportional to the depth of the model and
the total number of neurons. The state-of-the-art DNN models contain billions of
neurons. For example, ChatGPT is estimated to consist of more than 170 billion
neurons. To achieve optimal performance, the DNN model must be trained with a
vast amount of data to find the best possible parameters. During the training, the
DNN model is presented with labeled examples and it learns to identify patterns
and relationships in the input data that are associated with specific output labels.
The model is adjusted iteratively using the gradient descent optimization algorithm
until it can make accurate predictions on new and unseen data. A basic require-
ment for DNN model training is the availability of extensive training datasets.
The success of DNNs in CV, NLP, and voice sensing can be attributed to the mas-
sively available labeled training datasets. For example, ImageNet [2] contains more
than 1.4 million labeled images from over 1,000 categories; LibriSpeech corpus [3]
contains more than 1,000 hours of audio recordings with transcriptions.

Despite the abundance of unlabeled AIoT sensing data, the label scarcity hinders
the development of DNN models for AIoT sensing applications. The fundamental
difficulty arises from two aspects of AIoT sensing applications.

First, uninterpretable nature of most IoT sensing data renders it challenging
to construct semantic labels for DNN model training. Fig. 1.1 uses a simple ex-
ample to illustrate this challenge. The left part depicts the conventional approach
for creating labeled training datasets in the field of CV and NLP. The media data,
such as images, audio, and texts, are interpretable by humans. Thus, human assis-
tants can be involved in annotating the data after the data collection is completed.
The separable collection and labeling nature of media data allows the construction
of large amounts of labeled datasets such as ImageNet. Multiple platforms, such
as Amazon Mechanical Turk [4] are established to facilitate this process. On the
contrary, as shown in the right part of Fig. 1.1, the human-uninterpretable nature
of IoT sensing data makes it difficult for labeled dataset construction. Human as-
sistants cannot interpret the data if the data annotation process is performed after
the data collection and therefore the context has been lost. In general, IoT data
collection and labeling must be performed in tandem, which will incur much more
manual effort. While the above example involves semantic labels, for the AIoT



Chapter 1. Introduction 3

data 

collection

“Hello…”

“Husky”

“Hello”

“你好…”

Human-interpretable data

human-assisted 

data labelling

vs

??? What activity 

is it?

data 

collection

separate data 

labelling

Human-uninterpretable data

Figure 1.1: Left: human-interpretable media data. Right: human-
uninterpretable IoT sensing data. The uninterpretability of IoT sensing data
makes it difficult for human assistants to annotate data if the labeling process
is separated from data collection.

applications with quantitative labels, e.g., patients’ height, blood pressure, choles-
terol level, and real-time positions, etc, obtaining such quantitative labels often
require dedicated equipment thus incurring extra overhead. The above difficulties
in annotating IoT data with either semantic or quantitative labels result in the
scarcity of extensive and labeled training data in the field of AIoT sensing.

Second, run-time domain shifts are common in AIoT sensing applications. The
domain shifts result in distribution deviations between the collected sensor data
at the inference stage and the standard training data. A pre-trained DNN model
on a standard training dataset will have degraded performance if evaluated on the
collected sensor data. In the field of AIoT sensing, the cause of domain shifts
can stem from differences in the sensors’ hardware or the changing ambient envi-
ronment where the DNN model is deployed. Domain shift can pose a significant
challenge in real-world AIoT sensing applications, especially when DNN models
often operate in dynamic environments where the underlying data distribution can
shift over time. As a result, the run-time domain shifts need to be carefully ad-
dressed while developing DNN models for AIoT sensing applications. Addressing
domain shift requires techniques such as domain adaptation or transfer learning
using labeled/unlabeled data from the target domain. Data centralization ap-
proaches, such as constructing datasets for training generalized DNN models are
infeasible in the field of AIoT sensing. Run-time domain shifts exacerbate the label
scarcity challenge for AIoT sensing.
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Table 1.1: Summary of used sensor and physical characteristics.

Used char- Study Prior Application Used Label
acteristics knowledge technique types

Sensor PhyAug

Frequency Voice sensing

Data augmentation

Semanticresponse
curve Room recognition Quantitative

Fisheye model Computer vision Semantic

Process Slowness model Location QuantitativeELF-SLAM Kinetic relationship sensing Contrastive learning

1.2 Methodology

In physics-rich IoT sensing, the data generation or domain shifts are governed
by certain first principles. For instance, the distribution of indoor temperature
is governed by the fluid dynamics model and the microphone data received is
determined by its frequency response curve. A comprehension of the first principles
can aid in the creation of more efficient machine learning models while reducing the
demand for labeled data. In machine learning, physics-informed machine learning
(PIML) [5, 6] is recently proposed to leverage the physical knowledge obtained from
the observational data to enhance the performance of machine learning models.
PIML-based DNN models can outperform conventional models and require fewer
training data in modeling multi-physics and multi-scale systems.

Inspired by the success of PIML, this thesis leverages two common AIoT sens-
ing characteristics, i.e., the sensor and process characteristics to address the label
scarcity challenge in AIoT sensing. First, sensor characteristic variation often
causes domain shifts between the sensor data collected in the wild and the stan-
dard training data. It is a common phenomenon in the field of AIoT sensing and
can lead to degraded performance of pre-trained DNN models when evaluated on
the collected sensor data. The prevalent transfer learning techniques addressing
the domain shifts can reduce the amount of training data needed in the target
domain compared with training from scratch. However, they still require a sub-
stantial amount of data to achieve satisfactory performance. This thesis proposes
to leverage sensor characteristics causing the domain shift to guide the adaptation
of DNN models. Specifically, it uses a minimum amount of data collected by the
target sensor to estimate the parameters of identified sensor models, then uses
the parametric models to generate augmented target sensor data. The augmented
target-sensor data are used to transfer the source-domain DNN. Compared with
the conventional transfer learning approaches, the proposed approach can pinpoint
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the source of domain shift and only require a small amount of the target domain
data to estimate the sensor characteristics. Second, the processes of IoT sensing
data generation/collection have specific characteristics and can aid in the creation
of more efficient machine learning algorithms by integrating process characteristics
during model training. The proposed usage of process characteristics in this thesis
can be divided into two categories. (1) The process characteristics of data gener-
ation are used to augment data samples for DNN model transfer. For example,
a slowness model governing seismic wave propagation in a heterogeneous medium
can be described using a parametric model. The unknown parameters can be fit-
ted using a small amount of genuine data and then the fitted model is used to
generate augmented data to adapt a DNN model that is trained on homogeneous
medium data. The data augmentation using a fitted model allows a reduction of
demand for target domain data. (2) The process characteristics of data collection
are used in the design of machine learning algorithms. This thesis exploits the
unique characteristics of acoustic data collection to design customized contrastive
learning procedures for acoustic feature learning. This feature learning process does
not require label information and only requires a few minutes of unlabeled data.
Table 1.1 gives a detailed summary of the used sensor and process characteristics,
the label types, the used techniques, and their corresponding applications in this
thesis.

The following two sections in this chapter introduce the details of exploiting sensor
and process characteristics to tackle label scarcity in AIoT sensing applications.

1.3 PhyAug: Physics-Directed Data Augmenta-
tion for Deep Sensing Model Transfer in Cyber-
Physical Systems

Recent advances in deep learning have attracted great interest in applying it in
various embedded sensing systems. The deep neural networks (DNNs), albeit ca-
pable of capturing sophisticated patterns, require significant amounts of labeled
training data to realize the capability. A sensing DNN trained on a design dataset
is often observed run-time performance degradations, due to domain shifts [7]. The
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shifts can be caused by the sensor and process characteristics deviations in the real
deployments from those captured by the design dataset.

Transfer learning [8] has received increasing attention for addressing domain shifts.
It is a cluster of approaches aiming at storing knowledge learned from one task and
applying it to a different but related task. Under the transfer learning scheme, ide-
ally, with little new training data, a DNN trained from the source domain (i.e., the
design dataset) can be transferred to the target domain (i.e., data captured by a
specific sensor in real deployment). Prevalent transfer learning techniques, includ-
ing freeze-and-train [9] and domain adaptation [8], require substantial training data
collected in the target domain. The freeze-and-train approach retrains selected lay-
ers of a DNN with new target-domain samples to implement the model transfer.
Domain adaptation trains a new DNN to transform the target-domain inference
data back to the source domain. For instance, the Mic2Mic [10] trains a cycle-
consistent generative adversarial network (CycleGAN) to perform the translation
between two microphones with distinct characteristics. The training of CycleGAN
requires about 20 minutes of microphone recording from both domains for a key-
word spotting task [10]. In summary, although the prevalent transfer learning
techniques reduce the demands on the target-domain training data in compari-
son with learning from scratch in the target domain, they still need substantial
target-domain data to implement the model transfer. This thesis exploits the first
principles governing the domain shifts to reduce the demand on target-domain data
for model transfer, vis-à-vis the physics-regardless approaches [8–10].

Recent studies attempt to incorporate prior knowledge in the form of commonsense
[11] or physical laws [12, 13] to increase learning efficiency. The presentation of the
prior knowledge to learning algorithms is the core problem of physics-constrained
machine learning. In [12, 13], the closed-form physical laws are incorporated into
the loss function of DNN training. The improved learning efficiency of physics-
constrained machine learning encourages exploiting first principles to address do-
main shifts more efficiently. However, physics-constrained machine learning re-
quires new DNN architectures and/or training algorithms; it is not to exploit first
principles in transferring existing DNNs to address the domain shift problems.

In the domain of physics-rich AIoT, the domain shifts caused by sensors or process
characteristics are often governed by first principles. For example, the perfor-
mance of a microphone is often characterized by the frequency response curve [7];
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a fisheye camera is characterized by the polynomial function [14], etc. This thesis
proposes a new approach called physics-directed data augmentation (PhyAug) to
use a minimum amount of data collected from the target sensor to estimate the
parameters of the first principle governing the domain shift caused by a specific sen-
sor, then use the parametric first principle to generate augmented target-domain
training data. The augmented target-domain data samples are used to transfer
or retrain the source-domain DNN. PhyAug has the following two key features.
First, different from the conventional data augmentations that apply unguided ad
hoc perturbations (e.g., noise injection) and transformations (e.g., scaling, rotation,
etc) on existing training data to improve the DNNs’ robustness against variations,
PhyAug augments the training data strategically by following first principles to
transfer DNNs. Second, PhyAug uses augmented data to represent the domain
shifts and thus requires no modifications to the legacy DNN architectures and
training algorithms. In contrast, recently proposed domain adaptation approaches
based on adversarial learning [10, 15–17] update the DNNs under new adversarial
training architectures that need extensive hyperparameter optimization and even
application-specific redesigns. Such needs largely weaken their readiness, espe-
cially when the original DNNs are sophisticated such as the DeepSpeech2 [18] for
automatic speech recognition.

This thesis applies PhyAug to five case studies and quantifies the performance gains
compared with other possible approaches. The first two case studies aim to adopt
DNNs for keyword spotting (KWS) and automatic speech recognition (ASR) re-
spectively to individual microphones. KWS and ASR differ in DNN model depth
and complexity. The domain shifts are from the microphone’s hardware char-
acteristics. PhyAug profiles the source and the target microphones by playing
a 5-second white noise, then augmenting the source-domain data to re-train the
DNN for the target domain. PhyAug recovers the microphone-induced accuracy
loss by 53%-72% and 37%-70% in KWS and ASR, respectively. The third case
study is acoustics-based room recognition (ARR). The experiment shows that the
room recognition accuracy drop can be up to 80% if the pre-trained model is eval-
uated using the data collected from a specific smartphone microphone. PhyAug
profiles the source and the target smartphones by recording 1-minute acoustic
background spectrograms in any room simultaneously, then augmenting the source
smartphone’s data to train the DNN for the target smartphone. PhyAug recov-
ers the accuracy loss by 33%-80% for the target smartphone. The fourth case
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study focuses on fisheye image recognition (FIR). PhyAug adapts a ResNet-50
DNN designed for pinhole cameras to a specific fisheye camera using the estimated
parameters. The parameters estimation for a fisheye camera only requires around
20 image samples taken on a checkerboard picture. PhyAug recovers the camera-
induced object recognition accuracy loss by 72% and avoids the compute-intensive
image rectification. In the last case study of seismic source localization with TDoA
fingerprints, by exploiting the first principle of signal propagation in uneven media,
PhyAug only requires 3% to 8% of labeled TDoA measurements used by the vanilla
fingerprinting approach in achieving the same localization accuracy.

1.4 Indoor Smartphone SLAM with Learned Echoic
Location Features

Lack of labeled training data is often the biggest obstacle that hinders the design
of machine learning algorithms for a new AIoT sensing application. To address
the scarcity of labeled training data, this study exploits the process characteristics
of data collection to design customized contrastive learning procedures and learn
a new acoustic feature using limited unlabeled data to enable a smartphone-based
simultaneous localization and mapping (SLAM) system.

Location sensing is a fundamental service of mobile operating systems. More than
73% of the top 100 free Android apps on Google Play [19] require location in-
formation. In the last two decades, research has exploited various smartphone’s
built-in sensing modalities for indoor location sensing, which include Wi-Fi [20, 21],
GSM [22], FM radio [23], visible light [24], imaging [25], acoustic background [26],
and geomagnetism [27]. However, these sensing modalities have their own limiting
factors. For instance, radio frequency (RF) signals are susceptible to electromag-
netic noises and transceivers’ automatic gain controls. Visible light sensing suffers
blockage. Visual imaging may generate privacy concerns in certain spaces and
times. The acoustic background only gives room-level granularity. Hence, identi-
fying new modalities from smartphones’ common built-in hardware to enrich the
location sensing toolbox has been an interest of research.

Exploiting smartphone’s built-in audio hardware for active location sensing receives
increasing research [28–33]. The active sensing uses smartphone’s loudspeaker to



Chapter 1. Introduction 9

emit excitation sounds in the target indoor space and microphone to capture the
echoes from the surroundings. The echoes carry information that depicts how a
sound emitted from a specific location reverberates in the indoor space. The ex-
isting approaches can be classified into two categories. The first category, namely,
analytic approach [31–33], estimates the smartphone’s location by analyzing the
processes of the sound reflections by nearby surfaces (e.g., walls). The image source
modeling (ISM) is a prevailing analysis technique. However, when the surroundings
are complex (e.g., irregular surfaces, many nearby objects with complex 3D struc-
tures, etc), accurate ISM becomes intractable. Thus, the existing studies following
the analytic approach often make simplifying assumptions that the major reflectors
are at most two nearby walls [31–33]. The second category, namely, fingerprint
approach [28–30], uses the echoes captured by the smartphone at a certain location
as the fingerprint of the location and then applies supervised learning to build a
location recognition model. However, the blanket process of collecting labeled fin-
gerprints at spatially fine-grained locations to form the training dataset imposes a
high overhead. Thus, existing studies only target room-level localization [28, 30]
or recognize a limited number of locations (11 closed locations in [29]).

Nevertheless, the fingerprint approach has the potential in offering good general-
izability because it does not make specific assumptions about the surroundings.
Moreover, the high spatial resolution achieved in [29] encourages further investi-
gation of whether satisfactory resolutions can be maintained when the number of
fingerprinted locations increases. To develop a preliminary understanding, in this
thesis, a blanket process of fingerprinting 128 locations using excitation chirps with
near-inaudible frequencies is conducted in a 16 × 28m2 space hosting tens of cu-
bicles and several meeting areas. The analysis by applying supervised learning to
the collected data shows that the fingerprint approach can maintain sub-meter lo-
calization accuracy. The results suggest that acoustic echo is a promising modality
for designing useful indoor localization services for off-the-shelf smartphones.

To unleash the fingerprint approach from the blanket labeled training data collec-
tion process, this thesis aims to design a simultaneous localization and mapping
(SLAM) system based on the smartphone’s inertial measurement unit (IMU) data
and the acoustic echoes. Specifically, when the user carrying the smartphone moves
in the space, both IMU data and acoustic echo data are collected. When the user re-
turns to a location visited earlier, the movement trajectory produces a loop closure.
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If the loop closures can be accurately detected using the echo data, the IMU-based
dead reckoning result, which is deviation-prone, can be rectified to yield a more
accurate trajectory reconstruction. Accordingly, the reconstructed trajectory and
the associated echo fingerprints form a trajectory map. The trajectory map only
contains the echoes from the space covered by the trajectory. The extension to the
whole indoor space relies on the map superimposition of many trajectory maps.

As a key to SLAM, loop closure detection requires an effective embedding such
that any two acoustic echo samples captured at the same location are close in the
embedded space, while those collected at different locations are apart. However,
finding an effective embedding by which a certain similarity metric can effectively
signal loop closures is challenging. The tests show that the generic acoustic features,
e.g., power spectral density, spectrogram, and principal component analysis, cannot
effectively discriminate locations. Thus, an alternative approach is learning an
effective embedding. A straw-man proposal is to train a DNN using labeled echo
data collected at sparse locations and use the output of a hidden layer as the
embedding. However, such embedding for recognizing the pre-defined locations
generally becomes ineffective for the locations out of the training dataset such
as the arbitrary locations on the user’s trajectory in SLAM. Contrastive learning
(CL), on the other hand, exploits the self-supervised learning technique to learn
effective representations from unlabeled data. Applied to the SLAM problem,
it can learn from the unlabeled echo data collected on the user’s trajectory and
only requires the information of whether two echo samples are collected at close
locations. Such coarse proximity information can be easily derived using heuristics.
Thus, this thesis applies CL with a cosine similarity-based contrastive loss function
to train an embedding DNN that outputs a representation called echoic location
feature (ELF). As such, the cosine similarity between any two echo samples’ ELFs
effectively signals whether the two samples are collected at the same/close locations
(i.e., loop closure).

To realize the ELF-based SLAM, this thesis makes the following three designs.
First, a trajectory-level CL procedure is designed to learn the trajectory-specific
ELFs for loop closure detection. It consists of the pre-training step, which uses
extensive synthetic echoes to build a basic ELF extractor, and the fine-tuning
step, which adapts the basic extractor to a target indoor space using unlabeled
echoes collected on the user trajectory. Second, a clustering-based approach is
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designed to curate the loop closures. This is because, although the similarity
values among the ELFs can signal most of the true positive loop closures, they
can also cause false positives. The curation exploits prior knowledge about the
user’s movement to effectively remove the false positives. Third, a floor-level CL
procedure is designed to superimpose the trajectory maps from many users to form
a single floor map. The procedure reconciles the differences among the ELFs from
different trajectory maps at the same location due to the non-negligible impact of
smartphone orientation on echo data. Lastly, the echoes are used to estimate the
wall distances and then the estimated distances and the rectified user trajectory
are leveraged for room geometry reconstruction.

Extensive experiments show that ELF-based SLAM achieves median localization
errors of 0.1m, 0.53m, and 0.4m on the reconstructed trajectories in a living room,
an office, and a shopping mall, and outperforms the Wi-Fi and geomagnetic SLAM
systems.

1.5 Summary of Contributions

The contributions of this thesis are summarized as follows:

• Label scarcity is identified as the main challenge for developing machine
learning algorithms for AIoT sensing applications. This thesis proposes to
exploit the sensor and process characteristics to address the label scarcity
challenge.

• This thesis proposes PhyAug to use first principles to address the run-time
domain shifts in AIoT sensing. Specifically, it exploits both the sensor and
process characteristics to generate augmented target-domain data to transfer
a DNN model. This approach is more efficient than the physics-regardless
transfer learning in terms of target-domain data sampling complexity. By
using a small amount of data for first principle fitting, this thesis can avoid
collecting substantial training data from an individual target domain. The
data and source code for the case studies are made publicly available.1

1https://github.com/jiegev5/PhyAug

https://github.com/jiegev5/PhyAug
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• This thesis presents ELF-SLAM, a smartphone-based SLAM system based
on the learned echoic location features (ELFs). To address the label scarcity
challenge, this thesis exploits the process characteristics of data collection
and designs a customized contrastive learning procedure to learn ELFs. The
learning of ELFs does not require information but a few minutes of echo data.
Extensive experiments conducted in a living room, an office, and a shopping
mall show that ELF-SLAM achieves sub-meter mapping and localization ac-
curacy and outperforms WiFi and geomagnetic SLAM.

• This thesis further discusses the potential approaches of integrating known
prior knowledge to improve the efficiency of machine learning algorithms in
the field of AIoT sensing. The future works of this thesis include (1) exploring
methods based on learning and/or inductive bias for knowledge integration,
(2) exploring the approach of using DNN to model intricate physical laws, and
(3) exploring physics-informed parameter tuning for online model transfer.

1.6 Outline of the Thesis

The rest of this thesis is organized as follows. Chapter 2 presents PhyAug that ex-
ploits the sensor and process characteristics to address the run-time domain shifts
in AIoT sensing applications. First, it presents the approach overview and related
work. Then, the chapter presents the effectiveness of the proposed approach us-
ing five case studies with distinct objectives. Chapter 3 presents ELF-SLAM, a
smartphone-based indoor SLAM system based on learned ELFs. First, it presents
the preliminary study of using acoustic echo for indoor location sensing. Then,
the overview of ELF-SLAM is presented. The design of contrastive learning proce-
dures to learn ELFs is further discussed. Lastly, the performance of ELF-SLAM is
evaluated in three different indoor environments. Chapter 4 concludes the thesis
and discusses future work directions.



Chapter 2

PhyAug: Physics-Directed Data
Augmentation for Deep Sensing
Model Transfer in Cyber-Physical
Systems

This chapter presents PhyAug: Physics-directed data augmentation for deep sens-
ing model transfer in cyber-physical systems 1. The organization of this chapter
is as follows. §2.1 overviews the PhyAug approach. §2.2 reviews related work.
§2.4 presents the case study of keyword spotting, §2.5 presents the case study of
automatic speech recognition, §2.6 presents the case study of acoustic room recog-
nition, §2.7 present the case study of fisheye image recognition, and §2.8 present
the case study of seismic localization, §2.9 discusses several issues of PhyAug. §2.10
summaries this chapter.

2.1 Approach Overview

The design of the DNN used for a sensing task is often driven by a training dataset
that is either publicly available or collected by the system designer. However,
when the DNN is deployed, the actual distribution of the inference data samples

1This chapter is partially published in [34, 35]

13
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Figure 2.1: PhyAug workflow.

may be different from that of the training dataset. For instance, the sensors used
for collecting the training and inference data samples can have different charac-
teristics caused by hardware model differences and manufacturing imperfections
across sensors of the same model. The basic principle of PhyAug is to obtain the
sensor characteristics using low-overhead approaches and then learn the mapping
from the source-domain sensor to the target-domain sensor. After the mapping is
learned, one may convert the training data collected by the source-domain sensor
to augmented data that are consistent with the target-domain sensor. As a result,
the deep model retrained using the augmented data can work effectively on the
data collected by the target-domain sensor.

Fig. 2.1 illustrates PhyAug’s workflow using a simple example, where the DNN
performs two-class classification based on two-dimensional data samples and the
first principle governing the domain shift is a nonlinear polynomial transform. Such
transform can be used to characterize camera lens distortion [36]. To simplify
the discussion, this example considers class-independent domain shift, i.e., the
transform is identical across all the classes. Note that PhyAug can deal with
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class-dependent domain shifts, which will be discussed later. The general transfer
learning approaches regardless of the first principles need to draw substantial data
samples from both the source and target domains. Then, they apply domain shift
learning techniques to update the existing source-domain DNN or construct a prefix
DNN [10] to address the domain shift. Extensive data collection in the target
domain often incurs undesirable overhead in practice.

Differently, as shown in Fig. 2.1, PhyAug applies the following four steps to avoid
extensive data collection in the target domain. (1) The system designer identifies
the parametric first principle governing the domain shift. For the current exam-
ple, the parametric first principle is x′ = a1x + a2y + a3xy + a4x

2 + a5y
2 and

y′ = b1x + b2y + b3xy + b4x
2 + b5y

2, where (x, y) and (x′, y′) are a pair of data
samples in the source and target domains, respectively, and ai, bi are unknown pa-
rameters. (2) A small amount of unlabeled data pairs are collected from the source
and target sensors to estimate the parameters of the first principle. For this ex-
ample, if the domain shift is perturbation-free, the minimum number of data pairs
needed is the number of unknown parameters of the polynomial transform. If the
domain shift is also affected by other unmodeled perturbations, more data pairs
can be drawn to improve the accuracy of estimating the parameters under a least
squares formulation. If the domain shift is class-dependent, the data pair sampling
and parameter estimation should be performed for each class separately. (3) All
the existing source-domain training data samples are transformed to the target
domain using the fitted first principle, forming an augmented training dataset in
the target domain. (4) With the augmented training dataset, various techniques
can be employed to transfer the existing DNN built in the source domain to the
target domain. For instance, the DNN model can be retrained with augmented
data. The retraining can use the existing DNN as the starting point to speed up
the process. For instance, for the DeepSpeech2 [18] which is a large-scale ASR
model used in §2.5, the retraining only requires half of the training time compared
with the training from scratch using the augmented data.

For sensing DNN design, the source domain is in general the design dataset. In
such a case, the source domain cannot be excited anymore for data pair sampling in
both domains simultaneously. However, the excitation can be recreated to collect
the corresponding target-domain samples. For instance, a speaker can be used to
play voice samples from the source-domain dataset and collect the corresponding
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samples from a target-domain microphone. Similarly, image samples from the
source-domain dataset can be displayed and the corresponding samples can be
collected using a target-domain camera that may have optical distortions.

2.2 Related Work

The applications of deep learning in embedded sensing systems have obtained supe-
rior inference accuracy compared with heuristics and conventional machine learn-
ing. Various approaches have been proposed to address the domain shift problems
in embedded sensing [7, 10, 17, 37] and image recognition [15, 16, 39]. Table 2.1
summarizes the categorization, used techniques, and requirements of these ap-
proaches. In what follows, the important details of these approaches and their
differences from PhyAug are discussed.

■ Domain adaptation: Few-shot Adversarial Domain Adaptation (FADA) [15]
transfers the model with a limited amount of target-domain training data. It uses
the supervised adversarial learning technique to find a shared subspace of the data
distributions in the source and target domains. FADA requires labeled and paired
data samples from both the source and target domains. Adversarial Discriminative
Domain Adaptation (ADDA) [16] uses unsupervised adversarial learning to learn a
feature encoder for the target domain. Although ADDA requires neither class labels
nor data pairing, it demands substantial unlabeled target-domain data. TransAct
in [17] considers sensor heterogeneity in human activity recognition and uses un-
supervised adversarial learning to learn stochastic features for both domains. It
requires hundreds of unlabeled target-domain data samples. Mic2Mic [10] applies
CycleGAN, which is also an adversarial learning technique, to map the target-
domain audio recorded by a microphone “in the wild” back to the source-domain
microphone for which the DNN is trained. Mic2Mic requires about 20 minutes of
speech recording from both microphones, which represents an overhead. It performs
one-to-one translations. Experiment results in §2.4 and §2.5 show that CycleGAN
may underperform when the source domains are publicly available speech datasets
collected using numerous microphones in diverse environments. Cross-domain con-
trastive learning (CDCL) exploits contrastive self-supervised learning for domain
adaptation. Specifically, it minimizes the distance of the cross-domain data samples
from the same classes via contrastive loss, such that the trained model is invariant
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DNN

(a) Data augmentation for model robustness
(e.g.,[7]).

(b) Data augmentation for model transfer
(PhyAug).

Figure 2.2: Different purposes of data augmentation illustrated using voice
sensing. Note that the source domain may contain many microphones used to
collect training samples.

to the domain difference. As shown in the §2.4, this approach requires a significant
amount of target domain data to achieve a satisfactory result. PhyAug is a domain
adaptation approach. Compared with ADDA [16], TransAct [17], and Mic2Mic [10]
that are based on unsupervised adversarial learning and thus require substantial
target-domain training data, PhyAug exploits the first principle governing the do-
main shift to reduce the demand on target-domain data. Although FADA [15]
aims at reducing the demand for target-domain data, it requires extensive other
information such as class labels in both domains. In contrast, PhyAug requires
unlabeled data only. Different from Mic2Mic [10] that requires the source domain
to be a single microphone, PhyAug admits a source-domain dataset collected via
many (and even unknown) microphones in the KWS and ASR case studies. This
enlarges the application scope because the datasets used to drive the design of
DNNs for real-world applications often consist of recordings from diverse sources.

MetaSense [37] and Onefi [38] employ meta-learning technique [40–43] to rapidly
adapt a model to the target user’s condition with few shots. Specifically, MetaSense
uses data collected from multiple source domains to train a base model that can
adapt to a target domain related to the source domains. However, it requires
substantial training data from both domains and class labels from each source
domain. For voice sensing, MetaSense cannot use unlabeled source-domain datasets
collected via many microphones. But PhyAug can.
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■ Model robustness via data augmentation: Data augmentation has been
widely adopted for enhancing model robustness. As illustrated in Fig. 2.2a, a con-
ventional scheme presumes a number of domain shifts (e.g., scaling, rotation, noise
injection, etc) and follows them to generate augmented training samples. Then,
the original and the augmented data samples are used to train a single DNN. Dur-
ing the serving phase, this DNN remains robust to the domain shift resembling
the presumption. However, should the actual domain shift be out of the presump-
tion, the robustness is lost. The study [7] adopts the above conventional data
augmentation (CDA) approach to mitigate the impact of sensor heterogeneity on
DNN’s accuracy. Specifically, it estimates the probability distribution of sensors’
heterogeneity characteristics from a heterogeneity dataset and then uses the char-
acteristics sampled from the estimated distribution to generate augmented training
data. As the dataset needs to cover heterogeneity characteristics, its collection in
practice incurs a considerable overhead. The heterogeneity dataset in [7] consists
of 2-hour recordings of 20 different microphones placed equidistant from an audio
speaker. If the characteristic of a microphone “in the wild” is out of the estimated
characteristic distribution (i.e., a missed catch), the enhanced DNN may not per-
form well. Since CDA uses sensor characteristics, it can be viewed as an approach
directed by first principles. Different from CDA’s objective of enhancing model
robustness, PhyAug uses data augmentation to transfer a model to a specific tar-
get domain (i.e., sensor). Fig. 2.2b illustrates this in the context of voice sensing,
where microphones’ unique characteristics create domains. PhyAug constructs a
dedicated DNN for each target domain. Thus, PhyAug is free of the missed catch
problem.

2.3 Methodology

As this thesis proposes PhyAug which is a domain adaptation approach, it is desir-
able to show PhyAug’s applicability to multiple applications and its scalability to
address different levels of pattern sophistication. Therefore, PhyAug is applied
to different applications, i.e., KWS, ASR, ARR, FIR and seismic localization.
Although KWS and ASR are two specific human voice sensing tasks, they have
significantly different complexities. ARR is a mobile sensing application. The
benchmark results presented in this thesis show that ARR performance is greatly
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affected by smartphone heterogeneity. FIR is a visual sensing application where
the fisheye camera produces non-linear distortion on the captured images, causing
domain shift from the pinhole camera. Different from the aforementioned case
studies where domain shifts are mainly caused by sensor characteristics, seismic
event localization concerns the domain shift caused by variations of the monitored
physical process. For each case study, PhyAug is compared with multiple existing
approaches to show the advantages and performance gains of PhyAug.

2.4 Case Study 1: Keyword Spotting (KWS)

Human voice sensing is important for human-computer interactions in many In-
ternet of Things (IoT) applications. At present, the DNN for a specific human
voice sensing task is often trained based on a standard dataset. However, as IoT
microphones are often of small form factors and low cost, their recordings often suf-
fer degraded and varied voice qualities. In addition, the environment that an IoT
microphone resides in can also affect its recording. For instance, the echo patterns
in indoor spaces of different sizes can be distinct. Such run-time variations may
be poorly captured by the standard dataset. As a result, the DNN yields reduced
accuracy after the deployment.

In this thesis, two human voice sensing functions are considered: KWS and ASR.
PhyAug is applied to address the domain shift problem. Specifically, it starts with
a swift process of profiling the IoT microphone’s frequency response curve (FRC)
with the help of a smartphone. Then, the FRC is used to transform the standard
dataset. Finally, the DNN is retrained using the transformed dataset to obtain a
personalized DNN for the IoT microphone.

In the case studies of KWS (§2.4) and ASR (§2.5), source domain is the standard
dataset originally used to train the DNN; target domain is the dataset of voice
samples captured by a specific deployed microphone; first principle is the micro-
phone’s FRC induced by the microphone hardware and its ambient environment.



Chapter 2. Physics-Directed Data Augmentation 21

MFCC

... ......
...

101 x 40

64@8 x 20

64@2 x 2

64@4 x 20

64@1 x 1

Convolution

Max pooling

Convolution

Max pooling

Dense layer

Figure 2.3: CNN structure used in KWS case study.

Figure 2.4: Microphones & experiment setup.

2.4.1 Problem Description

A set of preliminary experiments is conducted to investigate the impact of diverse
microphones on KWS accuracy. Based on the results, the problem is stated.

2.4.1.1 Standard dataset and DNN

Google Speech Commands Dataset [44] is used as the standard dataset in this case
study. It contains 65,000 one-second utterances of 30 keywords collected from thou-
sands of people. Audio files are sampled at 16-kilo samples per second (ksps). The
voice samples are pre-processed as follows. First, a low-pass filter (LPF) is applied
with a cutoff frequency of 4 kHz on each voice sample, because the human voice’s
frequency band ranges from approximately 0.3 kHz to 3.4 kHz. Then, for each fil-
tered voice sample, 40-dimensional Mel-Frequency Cepstral Coefficients (MFCC)
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frames are generated using a 30-millisecond window size and a 10-millisecond win-
dow shift. The z-score normalization is applied on each MFCC frame. Eventually,
each voice sample is converted to a 101×40MFCC tensor. The dataset is randomly
split into training, validation, and testing sets following an 8:1:1 ratio.

A CNN is implemented to recognize 10 keywords, i.e., “yes”, “no”, “left”, “right”,
“up”, “down”, “stop”, “go”, “on”, and “off”. Two more classes are also added to
represent silence and unknown keyword. Fig. 2.3 shows the structure of the CNN.
It achieves 90% test accuracy, which is similar to that in [45] and referred to as the
oracle test accuracy.
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2.4.1.2 Impact of microphone on KWS performance

This section demonstrates that the CNN has performance degradation as a result of
microphone heterogeneity. The CNN is tested on samples captured by five different
microphones named M1, M2, M3, M4, and M5 as shown in Fig. 2.4 that have
list prices from high ($80) to low ($3.5). M1 and M2 are two high-end desktop
cardioid condenser microphones, supporting sampling rates of 192 ksps at 24-bit
depth and 48 ksps at 16-bit depth, effective frequency responses of [30Hz, 16 kHz]
and [30Hz, 15 kHz], respectively. M3 is a portable clip-on microphone with an
effective frequency response range of [20Hz, 16 kHz]. M4 and M5 are two low-cost
mini microphones without detailed specifications. Fig. 2.4 shows the placement of
the microphones. For fair comparison and result reproducibility, An Apple iPhone
7 is used to play the original samples of the test dataset through its loudspeaker,
with all microphones placed at equal distances away.

The samples recorded by each microphone are fed into the KWS CNN for infer-
ence. Fig. 2.5 shows the test accuracy for each microphone. Compared with the
oracle test accuracy of 90%, there are 14% to 19% absolute accuracy drops due to
domain shifts. By inspecting the spectrograms of the original test sample and the
corresponding ones captured by the microphones, the differences can be observed.
This explains the distinct accuracy drops among microphones. From the above
experiment results, the research questions addressed in this case study are as fol-
lows. First, how to profile the characteristics of individual microphones with low
overhead? Second, how to exploit the profile of a particular microphone to recover
KWS’s accuracy?

2.4.2 PhyAug for Keyword Spotting

PhyAug for KWS consists of two procedures: fast microphone profiling and model
transfer via data augmentation.
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2.4.2.1 Fast microphone profiling

A microphone can be characterized by its frequency response consisting of mag-
nitude and phase. Only the magnitude component is considered, because the in-
formation of a voice signal is largely represented by the energy distribution over
frequencies, with little/no impact from the phase of the voice signal in the time
domain. Let X(f) and Y (f) denote the frequency-domain representations of the
considered microphone’s input and output. The FRC to characterize the micro-
phone is H(f) = |Y (f)|

|X(f)| , where |· | represents the magnitude.

A fast microphone profiling approach that estimates H(f) in a short time is pro-
posed. It can be performed through a factory calibration process or by the user
after the microphone is deployed. Specifically, a loudspeaker placed close to the
target microphone emits a band-limited acoustic white noise n(t) for a certain
time duration. The frequency band of the white noise generator is set to be the
band that is desired to be profiled. Meanwhile, the target microphone records the
received acoustic signal yn(t). Thus, the FRC is estimated as H(f) = |F [yn(t)]|

|F [n(t)]| ,
where F [· ] represents the Fourier transform. As n(t) has a nearly constant power
spectral density (PSD), this approach profiles the microphone’s response at all fre-
quencies in the given band. In experiments, the iPhone 7 shown in Fig. 2.4 is
used to emit the white noise. The frequency band of the noise generator is set to
be [0, 8 kHz], which is the Nyquist frequency of the microphone. Fig. 2.6 shows
the measured FRCs of the five microphones used in experiments. Each FRC is
normalized to [0, 1]. The microphones exhibit distinct FRCs. In addition, the two
low-end microphones M4 and M5 are observed to have lower sensitivities to the
higher frequency band, i.e., 5 kHz to 8 kHz, compared with the microphones M1,
M2, and M3.

2.4.2.2 Model transfer via data augmentation

Training samples are augmented in the target microphone’s domain by transform-
ing the original training samples using FRC. The procedure for transforming a
sample x(t) is as follows: (1) Apply the pre-processing LPF on x(t) to produce
x′(t); (2) Conduct short-time Fourier transform using 30-millisecond sliding win-
dows with an offset of 10 milliseconds on x′(t) to produce 101 Fourier frames, i.e.,
Xi(f), i = 1, 2, . . . 100; (3) Multiply the magnitude of each Fourier frame with the
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FRC to produce |Yi(f)| = H(f)· |Xi(f)|; (4) Generate the MFCC frame from each
PSD |Yi(f)|2; (5) Concatenate all 101 MFCC frames to form the MFCC tensor.
Lastly, PhyAug retrains the CNN with augmented data samples for the microphone
using the pre-trained CNN as the starting point.

2.4.3 Performance Evaluation

2.4.3.1 Alternative approaches

The performance evaluation employs the following alternative approaches.

■ Data calibration: At run time, it uses the measured FRC to convert the target-
domain data back to the source-domain data and then applies the pre-trained
CNN on the converted data. Specifically, let Yi(f) denote the ith Fourier frame
after the microphone applies the LPF and short-time Fourier transform on the
captured raw data. Then, it estimates the corresponding source-domain PSD as
|Xi(f)|2 =

(
|Yi(f)|
H(f)

)2

and generates the MFCC frame from |Xi(f)|2. The MFCC
tensor concatenated from the MFCC frames over time is fed to the pre-trained
CNN.

■ Conventional data augmentation (CDA) [7]: This alternative captures
the essence of the approach in [7] following the conventional data augmentation
scheme illustrated in Fig. 2.2a. Specifically, one out of the five microphones, e.g.,
M1, is designated as the testing microphone. The remaining four, e.g., M2 to
M5, are used to generate a heterogeneity dataset [7]. The heterogeneity generator
[7] is constructed as follows. For each microphone in the heterogeneity dataset,
FRC is measured multiple times with the fast profiling process. At any frequency
f , the FRC value is modeled by a Gaussian distribution. A Gaussian mixture is
formed by the four heterogeneity-dataset microphones’ Gaussian distributions with
equal weights. The Gaussian mixtures for all frequencies form the heterogeneity
generator. Then, each source-domain training sample is transformed by an FRC
sampled from the heterogeneity generator into an augmented sample. Lastly, the
DNN is retrained with the augmented training samples and tested with the samples
captured by the testing microphone.

■ CycleGAN (essence of [10]): Mic2Mic [10] trains a CycleGAN using unla-
beled and unpaired data samples collected from two microphones A and B. Then,
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CycleGAN can translate a sample captured by A to the domain of B, or vice versa.
Following [10], a CycleGAN is trained to translate the samples captured by a tar-
get microphone to the source domain of Google Speech Commands Dataset. To
measure the test accuracy, a test sample collected by a microphone is converted
by the corresponding CycleGAN to the source domain and fed into the pre-trained
CNN.

Compared with PhyAug that requires a single 5-second profiling data collection
process for each microphone, CDA repeats the profiling process many times for each
heterogeneity microphone to construct the heterogeneity generator; the training of
CycleGAN requires 15 minutes of data collected from each target microphone.
Thus, both alternative approaches have higher overheads.

■ FADA [15]: It trains a feature encoder and classifier in the source domain.
Then, it combines source-domain and target-domain data to train a domain-class
discriminator. Finally, the weights of the feature encoder and classifier are up-
dated to the target domain through adversarial learning using the domain-class
discriminator. To apply FADA for KWS, the architecture in [15] is used and the
KWS model in Fig. 2.3 is modified by adding a fully-connected layer before the last
dense layer. Thus, the model has a feature encoder (CNN layers) and a classifier
(fully-connected layers).

■ CDCL [39]: CDCL comprises three steps for domain adaptation. First, a
domain-invariant feature encoder is trained to minimize the distance between the
source-domain data and the target-domain data via the contrastive learning. The
procedure in [39] is followed and the positive and negative data samples are con-
structed as follows. The data samples from the different domains but in the same
class are viewed as positive samples. The data samples that are in different classes
from the same or different domains are viewed as negative samples. Second, the
trained feature encoder is freezed and applied to the labeled source-domain data
to train a classifier. Third, the trained feature encoder and the classifier are ap-
plied to the target-domain data to evaluate the domain adaptation performance.
In this paper, the used feature encoder is a ResNet-18 model and the classifier is
a multi-layer perceptron (MLP) consisting of 4 layers. The numbers of neurons in
the four layers of the MLP are 512, 1024, 1024 and 12.
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Figure 2.7: KWS test accuracy using various approaches on tested micro-
phones. Compared with the unmodified baseline, PhyAug recovers the accuracy
losses by 64%, 67%, 72%, 53%, and 56% respectively for the five microphones
toward the oracle test accuracy.

The MetaSense, ADDA and TransAct reviewed in §2.2 are excluded from the base-
lines for the following reasons. MetaSense cannot be applied to the unlabeled
source-domain dataset collected via many microphones. Unsatisfactory results are
obtained for ADDA in the adversarial training with hours of target-domain train-
ing data and extensive hyperparameter tuning. It is suspected that the amount of
target-domain training data is still insufficient for ADDA. Note that PhyAug only
requires five seconds of unlabeled target-domain data as shown shortly. TransAct
is customized for activity recognition that differs from human voice sensing.

2.4.3.2 Evaluation results

PhyAug and the alternatives are applied for the five microphones in Fig. 2.4. The
test accuracies are shown in Fig. 2.7. The bars labeled “unmodified” are the results
from Fig. 2.5, for which no domain adaptation technique is applied. They are
included as the baseline. The results are explained in detail as follows.

■ Data calibration: It brings test accuracy improvements for M1, M2, and M3.
The average test accuracy gain is about 4%. For the cheap microphones M4 and
M5, it results in test accuracy deteriorations. The reason is as follows. Its back
mapping uses the reciprocal of the measured FRC (i.e., 1/H(f)), which contains
large elements due to the near-zero elements of H(f). The larger noises produced
by the low-end microphones M4 and M5 are further amplified by the large elements
of 1/H(f), resulting in performance deteriorations. Thus, although this approach
may bring performance improvements, it is susceptible to noises.
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Figure 2.8: CycleGAN translation results (mid column). (a) Translation from
M5 to M1. High similarity between first and second columns shows effective-
ness of CycleGAN. (b) Translation from M5 to the domain of Google Speech
Commands Dataset. Dissimilarity between first and second columns shows inef-
fectiveness of CycleGAN.

■ PhyAug: The black bars in Fig. 2.7 show PhyAug’s results. Compared with
the unmodified baseline, PhyAug recovers the test accuracy losses by 64%, 67%,
72%, 53%, and 56% for the five microphones. PhyAug cannot fully recover the
test accuracy losses. This is because PhyAug only addresses the deterministic
distortions due to microphones; it does not address the other stochastic factors
such as the environmental noises and the microphones’ thermal noises.

■ CDA: It recovers certain test accuracy losses for all microphones. This is because
for any target microphone, there is at least one heterogeneity dataset microphone
giving a similar FRC as the target microphone. Specifically, from Fig. 2.6, M1, M2,
and M3 exhibit similar FRCs; M4 and M5 exhibit similar FRCs (i.e., they have
good responses in lower frequencies). However, PhyAug consistently outperforms
CDA. In addition, CDA introduces larger overhead than PhyAug as discussed in
§2.4.3.1.

■ CycleGAN: It leads to test accuracy deteriorations for all five target micro-
phones. Although CycleGAN is effective in translating the domain of a microphone
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to that of another microphone, which is the basis of Mic2Mic [10]. Howerver, Cy-
cleGAN is ineffective in translating a certain microphone to the source domain
of a dataset that consists of recordings captured by many microphones. This is
illustrated using an example of CycleGAN translated audio spectrogram. First,
a CycleGAN is trained to translate M5 to M1. The first and the third columns
of Fig. 2.8a show the spectrograms captured by M1 and M5 for the same sample
played by the smartphone in the setup shown in the paper. It is observed that there
are discernible differences. The mid column shows the output of the CycleGAN,
which is very similar to the first column. This result suggests that CycleGAN is
effective for device-to-device domain translation. Then, the same approach is ap-
plied to train a different CycleGAN to translate M5 to the domain of the Google
Speech Commands Dataset. Fig. 2.8b shows the results. The third column is the
spectrogram captured by M5 when a dataset sample shown in the first column
is played by the smartphone in the setup shown in the paper. The mid column
is CycleGAN’s translation result, which has discernible differences from the first
column, suggesting the ineffectiveness of CycleGAN. An intuitive explanation is
that the CycleGAN shown with samples captured by many microphones during
the training phase is confused and caters into no single microphone. Due to the
discrepancy between CycleGAN’s output and the dataset, the pre-trained CNN fed
with CycleGAN’s outputs yields low test accuracy.

■ FADA: When the number of labeled target-domain samples per class (LTS/C) is
set to 10 for FADA training, it recovers the accuracy loss for the five microphones by
56%, 38%, 47%, 47%, and 37%, respectively, as shown in Fig. 2.7. The performance
of FADA increases with LTS/C. When LTS/C is increased to 20, PhyAug still
outperforms FADA. Note that PhyAug requires a single unlabeled target-domain
sample only. In addition, from the experience, FADA is sensitive to hyperparameter
setting.

■ CDCL: The amount of the used target-domain data per class for contrastive
learning is 200. As shown in Fig. 2.7, CDCL recovers the accuracy loss for the
five microphones by 50%, 25%, 56%, 53%, and 27%, respectively. However, the
performance of CDCL is sensitive to the amount of target-domain data used for
contrastive feature learning. PhyAug outperforms CDCL even when number of the
used target-domain data samples per class increases up to 400.
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Figure 2.9: t-SNE visualization of different domain data. The r value reported
in the sub-figure caption characterizes the effectiveness of the approach. It is the
ratio of the source-translation and target-translation distances.

2.4.4 In-depth Analysis

2.4.4.1 Data translation performance of different approaches

The data translation performance is investigated for each approach using the T-
distributed Stochastic Neighbor Embedding (t-SNE) [46]. t-SNE is a dimension-
ality reduction technique to effectively visualize the high-dimensional data in the
low-dimensional feature space. As shown in Fig. 2.9, the red dots labeled “Source”
represent the source-domain data, i.e., the original keyword spotting data. The
green dots labeled “Target” represent the target-domain data. The target-domain
data presented is collected by the microphone M4. The blue dots in each subplot
represent the translated data using different approaches. Ideally, the data sam-
ples of the same color should cluster together. Moreover, the data translated by
an approach from the source-domain data should be close to the target-domain
data. To simplify the characterization of the translation effectiveness, a metric
r = ds

dt
is defined, where ds is the average distance between the source-domain data

points and the corresponding translated data points in the t-SNE space and dt is
the average distance between the target-domain data points and the corresponding
translated data points. If the value of r is less than 1, the translated data is closer
to the source-domain data; otherwise, the translated data is closer to the target
domain. Fig. 2.9d shows the data translation performance for PhyAug. PhyAug
applies the learned FRC to translate the source-domain data to the target domain.
Thus, the translated data via PhyAug is expected to be closer to the target-domain
data. The distance ratio r for PhyAug is 10, indicating that the translated data
via PhyAug is closer to the target-domain data. Thus, when the model trained
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using the translated data is applied to the target-domain data, performance im-
provement is obtained. Fig. 2.9a shows the data translation performance for the
Data calibration approach. Data calibration uses the learned FRC to calibrate
the target-domain data back to the source domain. Thus the translated data via
Data calibration is expected to be closer to the source domain. The distance ratio
r for Data calibration is 7, indicating that the calibrated data are closer to the
target-domain data. When the trained DNN from the source-domain data is ap-
plied to the calibrated data, the performance improvement is limited. Fig. 2.9b
shows the data translation performance for CDA. CDA uses a heterogeneity gen-
erator to construct the augmented data that can contain the target-domain data.
Thus the augmented data is expected to be close to the target-domain data. The
distance ratio r for CDA is 0.2, indicating that the augmented data are closer to
the source-domain data. When the DNN trained using the augmented dataset is
applied to the target-domain data, the improvement is limited. Fig. 2.9c shows
the data translation performance for CycleGAN. CycleGAN trains a data transla-
tion model that tries to map the data between the source domain and the target
domain. As the data is translated from the target domain, the translated data is
expected to be closer to the source domain. However, it is observed that the trans-
lated data are far from both the source-domain and the target-domain data. Thus,
CycleGAN is observed the performance drop on microphone M4 in the KWS case
study. Fig. 2.9e shows the data translation performance for CDCL. This approach
applies the contrastive learning to learn the feature representation such that the
domain distance between the source-domain data and the target-domain data is
minimized. The translated data is expected to be close to the source-domain data.
The distance ratio r for CDCL is 0.4, indicating that the translated data is closer
to the source-domain data. Thus, the learned feature representation can reduce
the domain difference to a certain extent. However, CDCL requires substantial
target-domain data in order to train the DNN model. In summary, PhyAug out-
performs the competing baselines in terms of the data translation quality, and it
achieves the best results for domain adaptation.

2.4.4.2 Amount of target-domain data needed by each approach

In this section, the amount of target-domain data needed by each approach in order
to achieve satisfactory performance is investigated.
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Figure 2.10: The impact of white noise emission time on the effectiveness of
PhyAug.
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Figure 2.11: Evaluation of the amount of the target-domain data needed for
CDCL and FADA.

CDA, Data calibration and PhyAug use white noise to profile the microphones.
They do not require target-domain data. In the previous experiments, the micro-
phone profiling uses a 5-minute noise. Experiments are conducted to investigate
the impact of shorter noise emission durations on the performance of CDA, Data
calibration and PhyAug. Since they use the same FRC to perform data translation,
a specific microphone, M1 is used. Fig. 2.10 shows the test accuracy of PhyAug
using the M1’s FRCs measured with various noise emission times. It is observed
that a noise emission time of five seconds is sufficient. This result shows that a
minimum of 5-second white noise is sufficient to profile a microphone. Thus, Data
calibration and PhyAug incur little overhead. CDA is different from Data calibra-
tion and PhyAug as it requires a heterogeneity generator to generate augmented
training data. The construction of the heterogeneity generator requires 10-minute
white noise from each microphone.
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CDCL, FADA and CycleGAN require both the source-domain and the target-
domain data for model training. The performance of CDCL and FADA is inves-
tigated when the amount of used target-domain data varies. The plot labeled
“CDCL” in Fig. 2.11 shows the CDCL’s test accuracy with respect to the used
target-domain data. The horizontal axis represents the number of the target-
domain data samples used per class; the vertical axis shows the test accuracy. It
is observed that CDCL’s performance increases when the used target-domain data
amount increases. Its performance stabilizes when the number of used data sam-
ples per class in the target domain is greater than 200, which is around 5% of the
available training data. The plot labeled “FADA” in Fig. 2.11 shows the FADA’s
test accuracy with respect to the used target-domain data. It is observed that
FADA achieves good performance with 20 data samples used in each class, which
is around 0.5% of the available training data. Despite that CDCL and FADA only
require a small portion of target-domain data to achieve good results. PhyAug is
preferred for model transfer as it only requires a short noise emission time and does
not require the target-domain data.

2.4.5 Application Considerations

From the above results, PhyAug is desirable for KWS on virtual assistant systems.
It is envisaged that more home IoT devices (e.g., smart lights and smart kitchen
appliances, etc.) will support KWS. To apply PhyAug, the appliance manufacturer
can offer the microphone profiling function as a mobile app and the model transfer
function as a cloud service. Thus, the end user can use the app to obtain the FRC,
transmit it to the cloud, and receive the customized KWS DNN. As the KWS
DNN is not very deep and PhyAug is a one-time effort for each device, the model
retraining in the cloud is an acceptable overhead to trade for better KWS accuracy
over the entire device lifetime.



34 2.5. Case Study 2: Automatic Speech Recognition (ASR)

2.5 Case Study 2: Automatic Speech Recogni-
tion (ASR)

ASR models often have performance degradation after deployments. This section
shows the impact of the microphone on ASR and applies PhyAug to mitigate the
impact.

2.5.1 Impact of Microphone on ASR

LibriSpeech [47] is used as the standard dataset in this case study. It contains
approximately 1,000 hours of English speech corpus sampled at 16 ksps. Each
sample is an utterance for four to five seconds. An implementation [18] of Baidu
DeepSpeech2 is used, which is a DNN-based end-to-end ASR system exceeding
the accuracy of Amazon Mechanical Turk human workers on several benchmarks.
The used DeepSpeech2 model is pre-trained with LibriSpeech training dataset and
achieves 8.25% word error rate (WER) on LibriSpeech test dataset. This 8.25%
WER is referred to as oracle WER. Note that the input to DeepSpeech2 is the
spectrogram of a LibriSpeech sample, which is constructed from the Fourier frames
using 20-millisecond window size and 10-millisecond window shift.

DeepSpeech2 has 11 hidden layers with 86.6 million weights. It is far more compli-
cated than the KWS CNN. Specifically, DeepSpeech2 is 175 times larger than the
KWS CNN in terms of the weight amount. All the existing studies (e.g., Mic2Mic
[10], MetaSense [37], and CDA [7]) that aimed at addressing domain shift prob-
lems in voice sensing only focused on simple tasks like KWS and did not attempt
a sophisticated model such as DeepSpeech2.

The performance of the pre-trained DeepSpeech2 is tested on the five microphones
M1 to M5 used in §2.4. Same test methodology as presented in §2.4.1.2 is followed.
In Fig. 2.12, the histograms labeled “unmodified” represent the WERs of the pre-
trained DeepSpeech2 on the test samples recorded by the five microphones. The
horizontal line in the figure represents the oracle WER. It is observed that the
microphones introduce about 15% to 35% WER increases. In particular, the two
low-end microphones M4 and M5 incur the highest WER increases. This result is
consistent with the intuition. From the above test results, this section investigates
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Figure 2.12: WERs using various approaches on tested microphones. Com-
pared with the unmodified baseline, PhyAug reduces WER by 60%, 41%, 37%,
70%, and 42% respectively for the five microphones toward the oracle WER. As
CycleGAN gives high WERs (about 90%), it is not shown.

whether PhyAug described in §2.4 for KWS is also effective for ASR. Different
from the KWS CNN that takes MFCC tensors as the input, DeepSpeech2 takes
the spectrograms as the input. Thus, in this case study, PhyAug does not need to
convert spectrograms to MFCC tensors in the data augmentation.

2.5.2 Performance Evaluation

2.5.2.1 Comparison with alternative approaches

Data calibration, CDA [7], and CycleGAN (i.e., essence of [10]) described in §2.4.3.1
are used as the baselines. FADA [15] cannot be readily applied to DeepSpeech2,
because FADA requires class labels while DeepSpeech2 performs audio-to-text con-
version without the concept of class labels. Differently, PhyAug and the three used
baselines transform data without needing class labels.

■ Data calibration: Its results are shown by the histograms labeled “calibration”
in Fig. 2.12. Compared with the unmodified baseline, this approach reduces some
WERs.

■ PhyAug: Among all tested approaches, PhyAug achieves the lowest WERs for
all microphones. Compared with the unmodified baseline, PhyAug reduces WER
by 60%, 41%, 37%, 70%, and 42%, respectively, for the five microphones toward
the oracle WER.

■ CDA [7]: It performs better than the data calibration approach but worse than
PhyAug. As PhyAug is directed by the target microphone’s actual characteristics,
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it outperforms CDA that is based on the predicted characteristics that may be
inaccurate.

■ CycleGAN: A 3.5-hour speech dataset is recorded and used to train a Cycle-
GAN to translate samples captured by a target microphone to the source domain of
LibriSpeech dataset. Unfortunately, DeepSpeech2’s WERs on the data translated
by CycleGAN from the microphones’ samples are higher than 90%. A possible
reason is as follows. Unlike the KWS task studied in Mic2Mic [10] and §2.4 of this
thesis, which discriminates a few target classes only, end-to-end ASR is much more
complicated. CycleGAN may require much more training samples than required
to achieve good performance.

2.5.2.2 Impact of various factors on PhyAug

The impact of the following three factors is evaluated on PhyAug: the indoor
location of the microphone, the distance between the microphone and the sound
source, and the environment type. The evaluation methodology is adopted as
follows. When the impact of a factor is evaluated, the remaining two factors are
fixed. For a certain factor, let X and Y denote two different settings of the factor.
PhyAug(X,Y ) is used to denote the experiment in which the microphone profiling
is performed under the setting X and then the transferred model is tested under
the setting Y . Thus, PhyAug(X,X) evaluates in situ performance; PhyAug(X,Y )
evaluates the sensitivity to the factor.

■ Impact of microphone location: Microphones at different locations of an in-
door space may be subject to different acoustic reverberation effects. Experiments
are setup at three spots, namely, A, B, and C, in a 7× 4m2 meeting room. Spot B
is located at the room center; Spots A and C are located at two sides of B, about
1m apart from B along the room’s long dimension. Fig. 2.13 shows the results of
the unmodified baseline approach tested at three spots, as well as PhyAug’s in situ
performance and location sensitivity. PhyAug’s in situ WERs (i.e., PhyAug(A, A),
PhyAug(B, B), PhyAug(C, C)) are consistently lower than those of the unmodified
baseline. The WERs of PhyAug(A, B) and PhyAug(A, C) are slightly higher than
PhyAug(B, B) and PhyAug(C, C), respectively.

Similarly, the impact of the microphone locations is evaluated on CDA and Data
calibration approaches. Fig. 2.14 and Fig. 2.15 show the results of CDA and Data
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Figure 2.13: PhyAug’s in situ performance and location sensitivity evaluated
at three spots in a 7× 4m2 meeting room.
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Figure 2.14: CDA’s in situ performance and location sensitivity evaluated at
three spots in a 7× 4m2 meeting room.
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Figure 2.15: Data calibration’s in situ performance and location sensitivity
evaluated at three spots in a 7× 4m2 meeting room.

calibration, respectively. Similar to PhyAug, it is observed that the WERs are
consistently lower than the unmodified results at three tested locations for both
approaches, and the WERs of (A, B) and (A, C) are slightly higher than (B, B)
and (C, C). These results show that location affects the performance of a certain
ASR model transferred by all evaluated approaches, but not much. Thus, CDA
and Data calibration also exhibit a similar robustness trend as PhyAug.

■ Impact of microphone-speaker distance: The distance affects the signal-
to-noise ratio (SNR) received by the microphone and thus ASR performance. With
the setup at the aforementioned Spot C, the distance between the microphones and



38 2.5. Case Study 2: Automatic Speech Recognition (ASR)

0

10

20

30

40

50

M1 M2 M3 M4 M5

W
E

R
(%

)

Unmodified
PhyAug(D1,D1)

(a) 75 cm (D1)

0

10

20

30

40

50

M1 M2 M3 M4 M5

Unmodified
PhyAug(D2,D2)
PhyAug(D1,D2)

(b) 45 cm (D2)

0

10

20

30

40

50

M1 M2 M3 M4 M5

Unmodified
PhyAug(D3,D3)
PhyAug(D1,D3)

(c) 15 cm (D3)

Figure 2.16: PhyAug’s in situ performance and microphone-speaker distance
sensitivity evaluated with three distances.

the iPhone 7 used to play test samples is varied to be 75 cm, 45 cm, and 15 cm (re-
ferred to asD1, D2, andD3). Fig. 2.16 shows the results. The unmodified baseline’s
WERs become lower when the microphone-speaker distance is shorter, due to the
increased SNR. PhyAug’s in situ WERs (i.e., PhyAug(D1,D1), PhyAug(D2,D2),
and PhyAug(D3,D3)) are consistently lower than those of the unmodified baseline.
The performance gain is better exhibited when the distances are longer. This sug-
gests that in situ PhyAug improves the resilience of DeepSpeech2 against weak
signals. In most cases, the WERs of PhyAug(D1,D2) and PhyAug(D1,D3) are
slightly higher than those of PhyAug(D2,D2) and PhyAug(D3,D3), respectively.
This shows that the microphone-speaker distance affects the performance of a cer-
tain model transferred by PhyAug, but not much. Thus, PhyAug for DeepSpeech2
is insensitive to the microphone-speaker distance.

Another related factor is the speaker’s azimuth with respect to the microphone that
can affect the quality of the recorded signal due to the microphone’s polar-pattern
characteristic. For a certain microphone, the different azimuths of the speaker
create multiple target domains. If the speaker’s azimuth can be sensed (e.g., by a
microphone array), PhyAug can be applied. However, as the five microphones used
in this thesis lacks speaker azimuth sensing capability, the application of PhyAug
to address the domain shifts caused by the speaker’s azimuth is skipped.

■ Impact of environment: Different types of environments in general have dis-
tinct acoustic reverberation profiles, which may affect the microphone’s signal re-
ception. The experiment setup is deployed in three distinct types of environments:
a small tutorial room (T), a large lecture theatre (L), and an outdoor open area (O).
Fig. 2.17 shows the results. The unmodified baseline approach has similar results in
T and L. Its WERs become higher in O, because O has a higher level of background
noise. PhyAug’s in situ WERs in T, i.e., PhyAug(T,T), are consistently lower than
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Figure 2.17: PhyAug’s in situ performance and environment sensitivity eval-
uated in three types of environment, namely, small tutorial room (T), large
lecture theater (L), and outdoor open area (O).

those of the unmodified baseline. PhyAug(L,L) and PhyAug(O,O) reduce WERs
compared with the unmodified baseline, except for the low-quality microphone M5.
As M5 has higher noise levels, the microphone profiling process may not generate
fidelity FRCs for M5, leading to increased WERs. As shown in Figs. 2.17b and
2.17c, the WERs of PhyAug(T,L) and PhyAug(T,O) are higher than those of the
unmodified baseline. The above results show that PhyAug for DeepSpeech2 may
have degraded performance on low-quality microphones. In addition, PhyAug for
DeepSpeech2 is sensitive to various environments.

2.5.3 Application Considerations

From results presented in §2.5.2, PhyAug suits ASR systems deployed at fixed lo-
cations, such as residential and in-car voice assistance systems, as well as minutes
transcription systems installed in meeting rooms. PhyAug can also be applied to
the ad hoc deployment of ASR and automatic language translation for a multilin-
gual environment.

2.6 Case Study 3: Acoustics-based Room Recog-
nition (ARR)

Smartphone indoor localization without using extra sensors and infrastructure
is desirable. Recent studies exploit the smartphone’s built-in audio system for
infrastructure-free room-level indoor localization [26, 30]. Specifically, they use
a smartphone to sense a room’s acoustic background spectrogram (ABS) [26] or
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the room’s reverberation in response to a probe sound emitted by the smartphone
[30]. They follow supervised learning to train a model using labeled data samples
collected from multiple rooms. Then, the smartphone with the model can recog-
nize which room it is located in using the ABS or room reverberation sensed by the
smartphone. Different from the previous two case studies (KWS, ASR) that aim at
interpreting the voices, ARR uses acoustic signals to sense the environment. Since
ARR uses a smartphone microphone as the sensor, presumably, its performance
can be affected by the heterogeneity of the smartphones’ microphones. Specifi-
cally, if the target smartphone deployed with the trained ARR model is different
from the smartphones or specialized acoustic devices used to collect the training
data samples, the performance of the ARR model may drop. Conventional data
augmentation approaches [7] may fail to capture such device variability because
of a lack of target sensors’ domain knowledge. Data translation approaches, e.g.,
mic2mic [10] only address the single device-to-device data translation. In addition,
it requires a translation module installed on each device, hindering the generality
of the approach.

In this section, it is validated that the main cause of the ARR model performance
drop is microphone variability. To address this issue, PhyAug is applied to recover
the performance degradation of the ABS-based ARR model when being applied
on a specific smartphone. Specifically, the smartphone’s ABS profile is exploited
to perform data translation from a source smartphone to the target smartphone.
Then, the transfer learning technique is applied to obtain a domain-adapted ARR
model for the target smartphone.

In this case study, source domain is the dataset collected from the smartphone’s
microphone used to train the ARR model; target domain is the dataset captured
from a different smartphone; first principle is the microphone’s FRC.

2.6.1 Problem Description

In this section, the procedures for ABS feature extraction and the DNN model used
for room recognition are described. Then, the impact of smartphone microphone
variability on the pre-trained ARR model’s accuracy is measured. Finally, PhyAug
is applied to recover the model accuracy loss and compare PhyAug with baseline
approaches.
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2.6.1.1 ABS feature extraction and DNN model design

The acoustic signal preprocessing steps described in [26] are followed to extract ABS
features. An ABS feature is extracted as follows: First, the smartphone records
a 1-second long background sound within a room at a sampling rate of 44.1 kHz.
Second, short-time Fourier transform (STFT) is applied to the signal by sliding a
1,024-point hamming window with 512 points of overlap to obtain the ABS. Third,
the frequencies that are greater than 7kHz are discarded and the values in each
frequency bin are sorted. Lastly, the 5th percentile of the sorted values in each
frequency bin is selected to form a one-dimensional vector with 163 elements as
the ABS feature. The sorting and selection make sure the feature characterizes the
background sound, rather than the transient foreground sound.

Different from the ABS-based ARR system in [26] that uses nearest-neighbor clas-
sification, a 5-layer MLP model that takes the ABS feature as input is adopted to
perform room recognition. The number of neurons in the five layers is 163, 256,
512, 1024, and N , where N represents the number of rooms. During training, a
0.4 dropout rate is adopted between any two hidden layers to prevent overfitting.
The model is implemented using Pytorch [48].

2.6.1.2 Impact of smartphone microphone variability on ARR

The impact of smartphone microphone on a pre-trained ARR model is investi-
gated. Three smartphones of different models (Samsung Galaxy S7, Motorola
Moto Z, and Google Pixel 4) are used to collect 20 rooms’ ABS features. For each
room, 10-minute training data and 2-minute testing data are collected using each
smartphone. The DNN model is trained with data collected using a specific smart-
phone and then test the trained model with data collected using all smartphones.
The results are shown by the histograms labeled “Unmodified” in Fig. 2.18a, 2.18b,
and 2.18c, respectively. Taking Fig. 2.18a as an illustration, the source device used
to train the DNN model is Galaxy S7. The oracle accuracy numbers reported in
the sub figure captions are obtained by training and testing the model on the data
collected from the same smartphone, which are 98% for Galaxy S7 and Pixel 4,
and 99% for Moto Z. Thus, the ABS-based ARR can achieve high accuracy on
recognizing different rooms if the source and target devices are identical. However,
from Fig. 2.18a, when applying the model trained on Galaxy S7 to Pixel 4 and
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Figure 2.18: Impact of smartphone microphone variability on ABS-based ARR
and comparison of different approaches.

Moto Z, the DNN model’s accuracy drops to 17% and 16%, respectively. Similar
substantial accuracy drops can be observed when the source smartphone is Pixel
4 or Moto Z. These results show that the ABS-based ARR is highly sensitive to
smartphone microphone variability.

To visualize the differences between the acoustic traces collected from different
smartphones in the same room, Fig. 2.18d plots the spectrograms of the phones’ 1-
second data traces collected at the same time. It shows that different smartphones
record different ABSes, which is caused by the microphone heterogeneity. From this
observation, the research question is how to exploit the microphone characteristics
to recover the ARR DNN’s accuracy loss?

2.6.2 PhyAug for Acoustics-based Room Recognition

Similar to §2.4.2, PhyAug for ARR consists of fast microphone profiling and model
transfer via data augmentation.
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For fast microphone profiling, a new approach that is different from but related
to that in §2.4.2 is adopted. Specifically, instead of using a speaker to playback
the white noise, the smartphone is placed in a profiling room to record a 1-minute
ABS for phone characterization. The profiling room can be different from those
to be recognized. The procedure in §2.6.1.1 is followed to obtain the spectrogram
over a 1-minute window. Then, the values in each frequency bin are sorted and the
average of the values is computed from the first percentile to the 20th percentile.
The resulting averages for all the frequency bins form the smartphone’s ABS profile
that is specific to the profiling room. The ABS profiles of the source smartphone
and the target phone are obtained, which are denoted by ABSs(f) and ABSt(f),
respectively.

For model transfer via data augmentation, the source-domain training data is trans-
formed into the target domain. The source-target transfer function is H(f) =
ABSt(f)
ABSs(f)

. Then, the labeled source-domain ABS features are multiplied with H(f)

to generate augmented target-domain ABS features. Finally, the ARR model is
re-trained with the augmented data.

2.6.3 Performance Evaluation

PhyAug is compared with two alternative approaches: data calibration and CDA.
The evaluation results are shown in Fig. 2.18a, 2.18b and 2.18c, which use Galaxy
S7, Pixel 4, and Moto Z as the source device, respectively.

■ Data calibration: This approach converts the target domain data back to
the source domain, then applies the pre-trained model on the converted data. The
histograms labeled “Calibration” show the results of this approach. Compared with
the “Unmodified” results, this approach recovers certain amount of the accuracy
loss for most source-target phone combinations. However, it leads to lower accuracy
when the source and target phones are Pixel 4 and Moto Z. The accuracy drops
from 62% to 60%.

■ CDA: The scheme presented in §2.4.3.1 is followed and target smartphones’ ABS
profiles are used to generate a heterogeneity dataset. A DNN model is trained on
this dataset and evaluated on target smartphones. The histograms labeled “CDA”
show the results. Compared with the “Unmodified” results, considerable accuracy
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recovery is observed when transferring from Pixel 4 to Galaxy S7 and from Moto
Z to Galaxy S7. However, CDA underperforms when transferring between Pixel 4
and Moto Z. The reason is as follows. From the “Unmodified” results, any source-
target pair involving Galaxy S7 has poor result. For example, the DNN model’s
absolute accuracy drops between Pixel 4 with Moto Z is around 30% - 40%, whereas
the accuracy drops between Galaxy S7 with Pixel 4 or Galaxy S7 with Moto Z are
more than 70%. This implies that Galaxy S7’s ABS profile is significantly different
from those of Pixel 4 and Moto Z. Under the CDA approach, when the transfer
is between Pixel 4 and Moto Z, the Galaxy S7 is used as one of the two phones
in the heterogeneity dataset. As a result, the heterogeneity dataset has a complex
pattern, which adversely affects the dataset’s representativeness.

■ PhyAug: PhyAug can recover the accuracy loss for any source-target smart-
phone pair. In addition, PhyAug achieves the best performance recovery among all
evaluated approaches. Specifically, PhyAug recovers 24% to 72% absolute accuracy
degradations on different smartphone pairs. In particular, when the source device
is Galaxy S7, the “unmodified” accuracies on Pixel 4 and Moto Z are 17% and
16%. PhyAug can recover 52% and 68% absolute accuracy losses, outperforming
significantly over the data calibration and CDA approaches.

2.6.4 Summary

The DNN based mobile application generally suffers from performance degrada-
tion due to the heterogeneity of mobile sensors. This case study applies PhyAug
to recover the ARR performance loss caused by smartphone microphone varia-
tions. PhyAug only requires smartphones to record 1-minute ABS profiles in a
certain room and achieves significant accuracy recovery. This case study shows
that PhyAug can be used to address the sensor heterogeneity issue in DNN-based
mobile sensing applications.

2.7 Case Study 4: Fisheye Image Recognition

DNN-based visual sensing can be found in many IoT applications, including video
surveillance [49], augmented reality [50], and autonomous driving [51]. Many such
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applications use fisheye cameras. The fisheye camera is different from the normal
pinhole camera with rectilinear mapping. The fisheye camera produces images with
a wide field of view (FOV) while creating strong distortions due to the non-linear
mapping of optical lens systems.

Prevalent image datasets consist of samples obtained using pinhole cameras. Stan-
dard DNNs that achieve state-of-the-art performance are also trained and tested
on such pinhole camera datasets [52, 53]. They may not perform well on the images
collected by fisheye cameras. Image rectification is a conventional approach that
applies inverted fisheye models to fix distorted images. However, image rectifica-
tion has two main limitations [53]. First, as fisheye images contain greatly distorted
peripheries, mapping the limited pixels from the image periphery to a larger re-
gion leads to information loss. Second, the image rectification requires additional
processing time for every image before the image classification. The processing
time grows drastically as the image resolution increases. Thus, the image recti-
fication approach is not suitable for applications that impose both deadline and
high-resolution requirements, e.g., visual sensing-based pedestrian detection on a
moving vehicle.

In this section, PhyAug is applied to recover DNN’s performance degradation
caused by fisheye camera distortion without performing image rectification. First,
a non-linear polynomial model is used to augment the original dataset to the images
with fisheye distortions. Then, a transfer learning technique is applied to obtain a
domain-adapted DNN model for fisheye images.

In this case study, source domain is the image dataset that is captured by pinhole
cameras and used to train the DNN; target domain is the fisheye camera dataset
for specific IoT applications; first principle is the fisheye camera model described
by a non-linear polynomial function.

2.7.1 Problem Description

First, the original dataset captured by pinhole cameras is introduced. Then, the
camera model used to generate synthesized fisheye images is described. Finally, the
performance of PhyAug, CDA, and the image rectification approach is compared.
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(a) Original (b) Synthesized (c) Rectified

Figure 2.19: Fisheye image construction and rectification using the parame-
terized model. (a) original image; (b) synthesized fisheye image; (c) rectified
image.

2.7.1.1 Fisheye camera model

For a given camera, distortions occur when the scenes deviate from the rectilinear
projection. The most common source of image distortion is the radial distortion
caused by the camera’s optical lens system. Fisheye cameras produce strong radial
distortions on images. Several models have been proposed to characterize a fisheye
camera [54]. In this thesis, a generic fisheye model [14] is adopted, which is a
fourth-order polynomial function:

Rsrc = r·
(
A· r3 +B· r2 + C · r +D

)
, (2.1)

where r is the destination image radius and Rsrc is the source pixel. In this model,
image radius is normalized, so that r = 1 refers to the half minimum width or
height of the input image. A,B,C represent the distortion of the image. When
the three values are positive, the image contains barrel distortion. When they
are negative, pincushion distortion occurs in the image. D describes the linear
scaling of the image. The values of A,B,C,D are fixed for a given camera and
different across camera models. In this thesis, the fisheye model is applied with
various parameters to a public dataset, enabling the construction of data collected
by different camera models. Subsequently, the domain adaptation performance of
different approaches is evaluated.
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2.7.1.2 Dataset and deep neural network model

In this case study, experiments use Caltech-101 dataset [55]. It consists of image
objects in 101 classes. Each class contains 40 to 800 images, with a total of around
9,000 images. The dataset is split into training, validation, and testing sets at 70%,
10% and 20% ratios.

The ResNet-50 CNNmodel [56] is used to perform multi-class classification. ResNet-
50 consists of 48 convolutional layers along with one max-pooling and one average-
pooling layer. The base model is pre-trained on the ImageNet dataset [2]. The
model is customized by reducing the output layer size from 1,000 neurons to 101
neurons, to align with Caltech-101’s class number. The freeze-and-train is used to
transfer the pre-trained base model for Caltech-101 dataset. In particular, weights
in feature encoders are frozen and weights in the fully connected layers are up-
dated. In this case study, the model training and evaluation are implemented
using PyTorch.

2.7.1.3 Impact of image distortion on DNN model

The performance of a DNN model trained on a standard dataset captured by
pinhole cameras is investigated on images captured by fisheye cameras. Due to
the lack of publicly available fisheye image datasets, a synthetic dataset is used
for experiments. The images are distorted using the model depicted in Eq. (2.1).
Fig. 2.19 shows a sample. Fig. 2.19(a) is the original image. Fig. 2.19(b) is the
corresponding distorted image with a positive parameter set of A = 0.2, B =

0.2, C = 0.01, D = 0.59, where a strong radial distortion effect can be observed.
The same parameters set are applied on Caltech-101 to generate the synthetic
fisheye image dataset. The fisheye model is implemented using the Wand package
[57] in Python. The pre-trained model is tested on both the original and distorted
datasets. As shown in Fig. 2.20, the pre-trained ResNet-50 model achieves 90%
oracle accuracy on the original test set. The accuracy on the distorted dataset
is 72%. Thus, there is an 18% absolute accuracy drop. Many fisheye cameras
can produce images with FOV greater than 180◦, resulting in stronger non-linear
distortions. Hence, significant accuracy drops can be observed. Based on the
experiment results, the research question for this case study is: how to exploit the
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first principle of fisheye camera models to recover the image classification DNN’s
accuracy loss?

2.7.2 PhyAug for Fisheye Image Recognition

A generic fisheye model is used, which is described by a fourth-order polynomial
function (cf. Eq. (2.1)). Note that a fourth-order polynomial function can well
represent the model of fisheye cameras, while higher orders provide no additional
benefit in terms of accuracy [53]. A system designer can reconstruct the camera
model based on lens parameters stored in the image’s metadata. In case that the
metadata is missing, a standard calibration procedure can be applied to estimate
a camera’s intrinsic parameters [58]. Specifically, the camera can capture photos
of a printed image with a known pattern, e.g., a chessboard, at different angles. In
general, 20 to 30 pictures from a fisheye camera are sufficient to obtain distortion
parameters. Such calibration tools are available in OpenCV [59] and Matlab [58].

PhyAug for FIR has the following two steps. First, the parameters of Eq. (2.1)
for a specific fisheye camera are estimated and the fisheye model is applied to the
original images to generate augmented samples in the target domain. Then, the
DNN model is trained with the augmented data for the fisheye camera. In this
case study, it is assumed that the parameters of the target camera are known.
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2.7.3 Performance Evaluation

2.7.3.1 Baseline approaches.

PhyAug performance is evaluated against the following baseline approaches.

■ CDA: This approach follows the conventional data augmentation scheme to
build a DNN model robust to camera lens distortions. Specifically, it randomly
generates a set of potential fisheye camera models using Eq. (2.1). Subsequently,
CDA applies these camera models to augment the training dataset. In the eval-
uation, 10 sets of parameters are randomly generated and used to augment the
Caltech-101 training dataset.

■ FADA: This approach follows the adversarial domain adaptation as presented
in §2.4 to train a domain-invariant feature encoder using paired source-domain
and target-domain images. The feature encoder used is a ResNet-50 model and
the discriminator used is a 4-layer MLP with the neurons in the four layers are
1024, 1024, 1024 and 101. The number of images in each class used for feature
encoder training is set to 100 due to the relatively complex feature space for this
case study.

■ CDCL: This approach aims to train a domain-invariant feature encoder by
applying contrastive learning. Similar procedures as presented in §2.4 are followed
to construct the positive and negative samples for training. The number of images
in each class used for contrastive feature training is 400.

■ Image rectification: This approach follows the conventional image rectification
scheme to correct image distortions. Once the camera lens distortion parameters
are determined, one can tune the same model as in Eq. (2.1) to rectify the image.
Fig. 2.19(c) shows the rectified result by applying the inverted parameters on the
distorted image. In the evaluation, the estimated parameters are applied to rectify
distorted images and then evaluate the pre-trained model on rectified images.

2.7.3.2 Evaluation results.

PhyAug and the baseline approaches are applied to Caltech-101 dataset. The
results are presented as follows:
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■ CDA: As shown in Fig. 2.20, CDA achieves 79% accuracy on the target fisheye
dataset. This approach achieves higher accuracy than the unmodified result, which
directly applies the pre-trained model to the target test data. However, there is
still an 11% accuracy gap towards the oracle accuracy. The result shows that the
model trained with CDA mitigates the impact of fisheye camera distortion.

■ FADA: As shown in Fig. 2.20, FADA achieves 76% accuracy on the fisheye
images. It only gives 4% absolute accuracy gain compared with the unmodified
result. The performance increase is subtle even the used target-domain images are
increased for model training. FADA does not perform well on FIR compared to
the KWS. The reasons are two-fold. First, the data complexity of FIR dataset is
higher than KWS dataset. The size of a fisheye image is 3 × 224 × 224, whereas
the size of KWS MFCC is 1 × 101 × 40. Second, the model complexity used is
much higher. The ResNet-50 model is used for FIR and the ResNet-18 is used for
KWS. Thus, it is more difficult to adapt the DNN for FIR using limited data. It
is concluded that FADA does not generalize well on the complex tasks for domain
adaptation.

■ CDCL: As shown in Fig. 2.20, CDCL achieves 82% test accuracy on the fisheye
images, representing a 10% absolute accuracy increase. The result shows that
CDCL can effectively learn a feature embedding for both the source-domain and
the target-domain data. However, the performance of CDCL is sensitive to the
number of the target-domain data used for contrastive feature training.

■ Image Rectification: The pre-defined fisheye model in Eq. (2.1) is used to
rectify the fisheye image, then apply the pre-trained model on rectified images.
As shown in Fig. 2.20, image rectification achieves 85% test accuracy. This shows
that image rectification can effectively recover information loss caused by Eq. (2.1).
However, as the image rectification algorithm is applied on every image, thus
will incur extra computing time. The evaluation of image rectification time on
a resource-constrained device is presented in the next section.

■ PhyAug: The re-trained model is applied to the distorted image dataset. The
test accuracy is 85%. PhyAug can effectively recover the accuracy loss caused by
camera distortions. However, there is still a 5% gap compared with the oracle test
accuracy. This is because of the information loss when applying the fisheye camera
distortion model on the original image data. As shown in Fig. 2.19, the occupied
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region of the distorted image (b) is smaller than the original image (a). The gray
area in image (b) represents the amount of lost content caused by the distortion.
Therefore, a certain amount of accuracy loss is expected.

The execution time of image rectification and DNN inference are evaluated on an
NVIDIA Jetson Nano that can execute DNN models. It is equipped with a quad-
core Cortex-A57 CPU, a 128 core Maxwell GPU and 4GB RAM. Results are shown
in Fig. 2.21. The curve labeled “Rectify” is the time taken to rectify an image with
respect to the image resolution. The horizontal axis represents the length of a
squared image in pixels, e.g., point 224 refers to a 224×224 RGB image. The solid
line in Fig. 2.21 shows that image rectification requires more processing time when
the resolution increases. It takes around 18ms to rectify an image of size 224×224.
When processing an image of 1414 × 1414 pixels, the rectification time increases
up to 688ms. The curve labeled “DNN” is DNN inference time on images with
different resolutions. Note that The image rectification algorithm is run on CPU as
there is a lack of GPU version. In practice, there will incur overhead to create GPU
compilable program for every edge device. The dotted line in Fig. 2.21 shows that
the inference time is consistent across all tested images, which is around 36ms. This
is because the floating-point operation for a pre-defined neural network is generally
fixed and regardless of input image size. The experiment shows that ResNet-50
network can work effectively on images with different input sizes. In time-critical
applications like autonomous driving, large delays are unacceptable. As PhyAug
directly adapts the DNN model to the target domain, it has the advantage of
avoiding the time-consuming rectification on resource-constrained devices.

2.7.4 Summary

This case study applies PhyAug to a visual sensing application. Applying DNNs
trained using standard pinhole camera image datasets on fisheye images suffers
performance degradation. Despite the prevalent use scenarios of fisheye cameras in
visual sensing applications, few publicly fisheye datasets are available for training
customized DNNs. It is identified that the main contributor to the performance
drop is the non-linear mapping of the fisheye camera. The parameterized fisheye
model is applied to transfer existing DNNs to a specific fisheye camera via guided
data augmentation. The results show that PhyAug can significantly recover the
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accuracy loss, while requiring no data collection effort in the target domain of
the fisheye camera. The experiment on NVIDIA Jetson Nano shows that PhyAug
requires less computational overhead than the conventional image rectification ap-
proach.

2.8 Case Study 5: Seismic Source Localization

Estimating the location of a seismic event source using distributed sensors finds
applications in earthquake detection [60], volcano monitoring [61], footstep local-
ization [62], and fall detection [63]. TDoA-based localization approaches have been
widely employed in these applications. The TDoA measurement of a sensor is the
difference between the time instants at which the signal from the same event ar-
rives at the sensor and a reference sensor. In the source domain where the medium
density is spatially homogeneous, the seismic signal propagation velocity is also
spatially homogeneous. To address measurement noises, the TDoA-based multi-
lateration problem is often solved under a least squares formulation. However,
in practice, the medium density is often spatially heterogeneous. This case study
aims to deal with the target domain where the medium density is unknown and
uneven. For instance, the density of the magma beneath an active volcano varies
with depth. As such, seismologists need a slowness model that depicts the seismic
wave propagation speeds at different depths before hypocenter estimation can be
performed [64]. In footstep localization and fall detection, the heterogeneity of
the floor materials affects the seismic wave propagation speed and degrades the
performance of the simplistic multilateration formulation. Unfortunately, directly
measuring the slowness model is tedious or even unfeasible in many cases.

To cope with heterogeneous media, the fingerprinting approach can be employed.
Specifically, when a seismic event with a known location is triggered, the TDoA
measurements by the sensors form a fingerprint of the known location. With the
fingerprints of many locations, a seismic event with an unknown location can be lo-
calized by comparing the sensors’ TDoA measurements with the fingerprints. The
fingerprints can be collected by triggering controlled events at different locations,
e.g., controlled explosions in seismology [65] and hammer excitations in structure
health monitoring [66]. Under the fingerprinting approach, determining the loca-
tion of an event source can be formulated as a classification problem, in which the
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Figure 2.22: The 1 × 1 km2 2D field considered in the seismic source local-
ization case study. (a) The ground-truth slowness model with 100 × 100 grids.
(b) Seismic event source locations and their ray paths to sensors. (c)-(e) The
estimated slowness models with 25, 50, and 100 seismic events that occur at
random positions in the 2D field as the training samples, respectively.

fingerprint is the input data and the corresponding location is the class label. To
achieve a high localization accuracy, a laborious blanket process of fingerprinting
many/all locations is generally required. In this case study, it is shown that by
exploiting the first principle of seismic wave propagation in an uneven medium,
the number of fingerprints can be significantly reduced whereas achieving a certain
level of localization accuracy. Note that, from §2.8.3.2, even with a homogeneous
medium, the fingerprinting approach outperforms the least squares approach in
terms of response time, while offering comparable localization accuracy.

In this case study, source domain is the homogeneous medium for seismic signals;
target domain is the heterogeneous medium for seismic signals; first principle
is the slowness model characterizing seismic signal propagations in heterogeneous
media.

2.8.1 Problem Description

Consider a 2D field divided into W1 × W2 grids, where W1 and W2 are integers.
Thus, the field has a total of N = W1 ·W2 grids. Each grid is associated with
a slowness value in seconds per kilometer (s/km), which is the reciprocal of the
seismic wave propagation speed in the grid. It is assumed that the slowness at any
position in a grid is constant, while the slowness in different grids can be distinct.
Thus, the slowness model is a matrix (denoted by S ∈ RW1×W2) with the grids’
slowness values as the elements. In this case study, a slowness model from [67] as
shown in Fig. 2.22(a) is adopted, which is a 1 × 1 km2 square field with a wavy
pattern and a barrier stripe in the middle. The pattern and the barrier create
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challenges to the event localization and will also better exhibit the effectiveness of
PhyAug in addressing heterogeneous medium.

There are a total of M seismic sensors deployed in the field. When there is an event
occurring in the field, the propagation path of the seismic wave front from the event
source to any sensor follows a straight ray path. For instance, Fig. 2.22(b) shows
the ray paths for the eight sensors considered in this case study. Note that this
case study can be also extended to address the refraction of the seismic wave at
the boundary of any two grids by using a ray tracing algorithm [64] to determine
the signal propagation path. In Fig. 2.22(b), the deployment of the sensors at the
field boundary is consistent with the practices of floor event monitoring [62] and
volcano activity monitoring [61]. The seismic event locations follow a Gaussian
distribution centered at the field center.

In what follows, the seismic signal propagation process for the lth event is modeled.
For the mth sensor, denote the propagation ray path by pl,m; denote the ray tracing
matrix by Al,m ∈ RW1×W2 , where its (i, j)th element is the length of pl,m in the
(i, j)th grid. If pl,m does not go through the (i, j)th grid, the corresponding element
of Al,m is zero. Let al,m ∈ R1×N denote a row vector flattened from Al,m in a row-
wise way. Therefore, the ray tracing matrix for all sensors in the lth event, denoted
by Al ∈ RM×N , is Al = [al,1; al,2; . . . ; al,M ]. Let tl,m denote the time for the seismic
wave front to propagate from the lth event’s source to the mth sensor. Denote
tl = [tl,1; tl,2; . . . ; tl,M ] ∈ RM×1. Let s ∈ RN×1 denote a column vector transposed
from the row vector that is the row-wise flattening of the slowness model S. Thus,
the first principle governing the propagation times is

tl = Als. (2.2)

Note that the flattened slowness model s is identical for all events. Denote by
t̃l = [t̃l,1; t̃l,2; . . . ; t̃l,M ] the measurements of the propagation times. t̃l = tl + ϵ is
assumed, where the measurement noise ϵ ∈ RM is a random variable following an
M -dimensional Gaussian distributionN (0M , σ2

ϵ IM). In the numerical experiments,
σϵ = ξ· t̄l is set, where ξ is called noise level and t̄l is the average value of the
elements in tl. In the evaluation experiments, the default noise level is ξ = 2%.
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In the TDoA-based fingerprinting approach, a target-domain training data sample
consists of the position of the triggered event as the label and the TDoA measure-
ments as the feature. Specifically, if the first sensor is chosen to be the reference,
the feature of the lth event is

fl = [t̃l,2 − t̃l,1; t̃l,3 − t̃l,1; . . . ; t̃l,M − t̃l,1] ∈ R(M−1)×1. (2.3)

A support vector machine (SVM) or DNN can be trained based on a training
dataset and then used to localize an event at run time. The research questions
addressed in this case study are as follows. First, how to exploit the first principle
in Eq. (2.2) to augment the training dataset? Second, to what extent the demand
on actual training data samples can be reduced by applying PhyAug?

2.8.2 PhyAug for Seismic Source Localization

To use the first principle in Eq. (2.2) to augment the training dataset, the flat-
tened slowness model s needs to be estimated using some training data samples.
This tomography problem can be solved by the Bayesian Algebraic Reconstruction
Technique (BART) or Least Squares with QR-factorization (LSQR) algorithm [68].
In this work, BART is applied to generate an estimated slowness model denoted
by ŝ based on a total of L training samples collected by triggering events with
known positions in the field. The details of BART are omitted here due to space
constraint and can be found in [69]. Figs. 2.22(c)-(e) show ŝ when L = 25, L = 50,
and L = 100, respectively. It is observed that when more seismic events are used,
the ŝ is closer to the ground truth shown in Fig. 2.22(a). The above tomography
process uses L labeled target-domain data samples. Thus, PhyAug for this case
study requires target-domain class labels as indicated in Table 2.1. As PhyAug can
significantly reduce the amount of needed target-domain data samples as shown
shortly, the related overhead is largely mitigated.

With the estimated slowness model ŝ, a large amount of augmented fingerprints
can be generated to extend the training dataset. Specifically, to generate the xth
augmented fingerprint denoted by tx, a position is randomly and uniformly drawn
from the 2D field as the event source location and then computes the ray tracing
matrix Ax and the fingerprint tx = Axŝ. Lastly, the SVM or DNN is trained using
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Figure 2.23: Impact of PhyAug on SVM/MLP-based fingerprinting approaches
(number of grids: 400; ξ = 2%).

the extended training dataset consisting of the L genuine training samples and X

augmented training samples.

With the above approach, any number of augmented training samples can be gen-
erated. In this case study, the following approach is adopted to decide the volume
of augmented training samples. Initially, X = 100×N is set, where N is the num-
ber of grids, and the SVM/DNN is trained with the augmented training dataset.
The volume of the augmented training samples is doubled (i.e., X = 2×X) until
the validation accuracy of the trained SVM/DNN saturates.

2.8.3 Performance Evaluation

Both SVM and multilayer perceptron (MLP) are used for finger-print-based source
localization. SVM is implemented using LIBSVM 3.24 [70]. It uses a radial basis
function kernel with two configurable parameters C and γ. During training, grid
search is applied to optimize the settings of C and γ. In addition, a 5-layer MLP is
constructed. The numbers of neurons in the layers are M , 1024, 1024, 512, and N ,
respectively. For training, a 0.2 dropout rate is used between any two hidden layers
to prevent overfitting. Cross-entropy is used as the loss function at the output layer
as the training feedback.
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2.8.3.1 Advantages brought by PhyAug to SVM/MLP-based finger-
printing approach

N = 20 × 20 is set. The grid-wise inference accuracy is used as the evaluation
metric. Fig. 2.23a shows the inference accuracy of SVM and MLP, without and
with PhyAug, versus the training data volume L. First, the results of SVM and
MLP without PhyAug are discussed. It is observed that the inference accuracy of
SVM and MLP increases with L. When more than 8,000 training samples are pro-
vided, SVM and MLP achieve more than 92% inference accuracy. When less than
11,000 training samples are provided, SVM outperforms MLP; otherwise, MLP
outperforms SVM. This observation is consistent with the general understanding
that deep learning with “big data” outperforms the traditional machine learning
approaches. Second, the results of SVM and MLP with PhyAug are discussed.
The inference accuracy of SVM-PhyAug and MLP-PhyAug also increases with L.
With more training samples, the estimated slowness model ŝ is more accurate.
As a result, the augmented data samples will be of higher quality, thus helping
the SVM/MLP achieve higher test accuracy. From Fig. 2.23a, it is observed that
PhyAug boosts the inference accuracy of SVM and MLP when the training data
volume is limited. Fig. 2.23b shows the ratio of the training data volumes required
by a classifier with/without PhyAug to achieve a specified inference accuracy. With
PhyAug, only less than 3% training samples are needed. This shows that PhyAug
is very effective in reducing the demand on training data.

2.8.3.2 SVM/DNN vs. Least Squares Method for Seismic Source Lo-
calization

The estimated slowness model ŝ can be directly used to estimate the source location
at run time by a least squares method. In the least squares method, Differential
evolution (DE) is applied, which is a population-based metaheuristic search algo-
rithm, to perform grid-granular search and iteratively improve a candidate solution
p with ∥f − f (Apŝ) ∥2ℓ2 as the error metric. In the above error metric, the f is the
feature vector of TDoA measurements given by Eq. (2.3) for the run-time event;
the Ap is the ray tracing matrix of the candidate position p; the f(· ) is a function
converting the seismic propagation times to the feature vector of TDoA measure-
ments. Fig. 2.24 compares the performance of DE, SVM, and MLP in terms of
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Figure 2.24: Performance comparison of differential evolution (DE), SVM, and
MLP.

average execution time over 100 events. In the evaluation, the number of grids
N is increased for finer inference granularity. Fig.2.24a shows the execution time
versus N . From a regression analysis on the results, DE has a time complexity
of O(N0.45). It’s execution time is several orders of SVM and MLP. For instance,
when N = 22500, DE’s execution time is 50.73 s, which is about 23x and 12,500x
longer than SVM’s and MLP’s, respectively. The long response delays make DE
unsuitable for a range of time-critical applications such as earthquake early warn-
ing [60]. From Fig. 2.24a, the execution time of ML is within 10ms when N is up
to 22,500. Fig. 2.24b shows the average localization error in terms of Euclidean
distance versus N . It is observed that three approaches give comparable localiza-
tion accuracy. From the above results, SVM and MLP are superior to DE due
primarily to response times.

2.8.3.3 Impact of noise level

This section contains experiment results on the impact of noise level ξ on the
performance of PhyAug for seismic source localization. As defined in §2.8.1, the
TDoA measurement contains a random noise following N (0M , (ξt̄l)

2IM). The
histograms in Fig. 2.25 show the grid-wise localization accuracy of SVM, MLP,
and their PhyAug-assisted variants when ξ increases from 0% to 8%. The dashed
curve in Figs. 2.25a and 2.25b shows the ratio between the volumes of actual
training data required by SVM/MLP with and without PhyAug. The SVM/MLP
approach uses the same amount of training data for all ξ settings, whereas the
amount of the actual training data used for the PhyAug-assisted variant is adjusted
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Figure 2.25: Impact of TDoA measurement noise level on PhyAug’s effective-
ness.

to achieve the same grid-wise localization accuracy as the SVM/MLP approach.
From the figure, the localization accuracy decreases with ξ. This is consistent with
intuition because larger noise levels lead to more classification errors. In addition,
the ratio of the actual training data amounts required by SVM/MLP with and
without PhyAug increases with ξ. For example, MLP-PhyAug only requires about
1% of the training data needed by MLP without PhyAug to achieve the same 96%
accuracy when ξ = 0%; this ratio increases to about 8% to achieve the same 77%
accuracy when ξ = 8%. This is because PhyAug needs more actual training data
to estimate a good slowness model when the noise level is higher. Nevertheless,
PhyAug reduces the demand for actual training data by a factor of more than 10
when ξ is up to 8%.

2.8.3.4 Summary

Different from the KWS and ASR case studies that use PhyAug to recover recog-
nition accuracy loss mainly caused by sensor hardware characteristics, this case
study uses PhyAug to reduce the demand for actual training data in dealing with
the complexity of the sensed physical process. Although this case study is primar-
ily based on numerical experiments, the results provide a baseline understanding
of the advantages brought by PhyAug.
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2.9 Discussions

In many sensing systems, the domain shifts are often governed by first principles.
The illustrating case studies have demonstrated the advantages of exploiting the
first principles in dealing with domain shifts that are often experienced by deployed
sensing systems. In practice, the complexity of the identified first principles and
the amount of data available for first principle fitting vary from application to
application. The quality of the fitted models affects the performance of the domain
adaptation. Though it is desirable to develop the theoretical analysis to describe
how much the fitted first principle can capture the true relations between the
source-domain data and the target-domain data, such analysis will need to be
based on certain assumptions that are application-specific. Intuitively, the first
principle described with a more complex parametric model will require more data
for fitting. The focus of this thesis is to establish the steps to exploit the physics
governing the domain shifts for domain adaptation and show its applicability to a
number of case studies.

For applications that lack useful first principles, one may fall back to the exist-
ing physics-regardless transfer learning approaches. However, the fallback option
should not discourage us from being discerning on the exploitable first principles
in the pursuit of advancing and customizing deep learning-based sensing in the
domain of physics-rich cyber-physical systems.

2.10 Summary

This chapter describes PhyAug, an efficient data augmentation approach to deal
with domain shifts governed by first principles. The applications of PhyAug to
five case studies are presented. They have distinct task objectives and require deep
models with quite different architectures and scales. The extensive and compara-
tive experiments showed that PhyAug can recover significant portions of accuracy
losses caused by sensors’ characteristics and reduce target-domain training data
sampling complexity in dealing with the domain shifts caused by the variations of
the dynamics of the sensed physical process.



Chapter 3

Indoor Smartphone SLAM with
Learned Echoic Location Features

This chapter presents ELF-SLAM 1, a smartphone-based SLAM system based on
the learned echoic location features (ELFs) using contrastive learning. The or-
ganization of this chapter is as follows. §3.1 reviews related work. §3.2 presents
preliminaries. §3.3 presents the measurement study. §3.4 presents the design of
ELF-SLAM. §3.6 presents the evaluation results. §3.7 discusses several issues. §3.8
summarizes this chapter.

3.1 Related Work

■ Acoustics-based indoor localization and mapping: The ubiquity of audio
speakers and microphones on consumer electronics has attracted research interest
in acoustics-based indoor localization. The infrastructure-based approaches de-
ploy dedicated sound beacons or receivers to localize a mobile receiver or beacon.
However, the overhead of deploying the infrastructure is undesirable. The review
focuses on infrastructure-free approaches, which are summarized in Table 3.1. The
analytic approach analyzes the acoustic signal propagation processes. It passively
senses the sounds from the source or actively emits acoustic signals and analyzes
the echoes. VoLoc [73] uses a smart speaker to localize a user based on the angle-
of-arrival (AoA) of the user’s voice and the wall reflection. In EchoSpot [33], a

1This chapter is partially published in [71, 72]
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device emits near-inaudible acoustic signals and analyzes the times of flight of the
signals reflected off the human body and a nearby wall for user spotting. These
studies [33, 73] require presumption on the sound reflectors for triangulation.

The analytic approach can be also applied for indoor mapping by estimating the
distances of the smartphone to the nearby surfaces (e.g., sidewalls, ceilings, and
floors) [31, 32]. To build the wall contour map, the studies [31, 32] require the user
to walk straight along the walls. They detect up to two walls simultaneously. In this
work, maps are aimed to be built on arbitrary trajectories with loop closures and
complete floor maps in indoor spaces. In addition, it is expected to address complex
spaces such as a lab with dense cubicles and a shopping mall with dense stores.
The work [75] considers collated omnidirectional speaker and microphone mounted
on a robot and analyzes echoes’ arrival times for indoor mapping. The evaluation
in [75] is only based on simulations. In the real world, complex surroundings (e.g.,
many nearby objects) may bring challenges to echo arrival identification.

Vis-à-vis analytic approach, the fingerprint approach collects training samples from
different indoor locations and trains a machine learning model for online location
inference [26, 28–30, 74]. Early studies [26, 28, 74] apply shallow learning and
require either long recording times that may cause privacy concerns or full-spectrum
recording that is susceptible to interference like human voice [30]. The work [30]
applies deep learning to reduce the requirements on recording time and spectrum
usage. These studies [26, 28, 30, 74] address semantic or room-level localization.
The work [29] uses echoic fingerprints to tag up to 11 locations with centimeters
resolution. When the fingerprint approach is applied for the whole indoor space,
the blanket process of collecting labeled fingerprints at many locations causes high
overhead.

Acoustic sensing has also been used for other applications like inter-smartphone
ranging [76, 77], finger [78, 79] and body [80] tracking, gesture recognition [81],
speaker authentication [82], breathing rate estimation [83], and lung function mon-
itoring [84].

■ SLAM: SLAM constructs the map of an environment in terms of a certain
signal and localizes the user device simultaneously. Any SLAM solution consists of
two components: front-end signal processing and back-end pose-graph optimization.
Here, existing SLAM solutions according to their used sensing modalities and the
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used loop closure detection methods are discussed. Radar SLAM [85] and Lidar
SLAM [86] are based on point clouds generated by radar and high-profile lidar,
which are unavailable on smartphones. Visual SLAM [87] uses the camera to
capture images for landmark detection and map construction. The imaging may
introduce privacy concerns. The imaging may introduce privacy concerns. Wi-Fi
SLAM [88, 89] employs the received signal strength indicators (RSSIs) from nearby
Wi-Fi access points. However, Wi-Fi RSSI can be time-varying. Geomagnetic
SLAM [90] exploits the spatially varying magnetic field. Electromagnetic radiation
(EMR) SLAM [91] can use the smartphone’s earphone as a side-channel sensor to
sense the EMR from the alternating current power network. However, the side-
channel sensing may experience weak signal strength when the earphone is away
from the powerlines. This thesis’s evaluation will employ geomagnetic, EMR, and
Wi-Fi SLAMs as the main baselines. Acoustic SLAM [92] constructs a map based
on the AoAs from multiple infrastructural sound sources. ELF-SLAM is a new
SLAM solution based on infrastructure-free acoustic echoes.

Different sensing modalities need specific loop closure detection methods. The
DNN-based loop closure detection on Lidar and Visual SLAM [93, 94] often out-
performs the hand-crafted solutions. Wi-Fi SLAM [88] applies the Gaussian process
latent variable model to determine the locations of the Wi-Fi RSSI signal. Both the
geomagnetic and the EMR SLAM systems employ dynamic time warping (DTW)
for loop closure detection. Different from these sensing modalities, generic acoustic
features are ineffective to determine locations. Thus, CL is applied to learn a new
acoustic feature embedding called ELF to effectively signal loop closures.

3.2 Preliminaries

■ Excitation signal: The commonly used excitation signals include single tone,
frequency hopping spectrum spread (FHSS), and chirp [95]. Single tone facilitates
detecting Doppler shift and is usually adopted in Doppler ranging and tracking
[81]. However, in this work, a multi-frequency excitation signal is preferred such
that the echoes carry richer information about the surroundings for location finger-
printing. FHSS signal has a rapid hopping frequency in a wide band. As it better
copes with self-interference, it is suitable for short-range active sensing [79]. When
exciting sizable indoor spaces, self-interference can be easily avoided by limiting
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Figure 3.1: (a) Excitation chirp’s spectrogram; (b) Received signal in time
domain; (c) Pearson correlation between received signal and excitation signal
template.

the excitation signal duration. Therefore, in this thesis, chirp with frequency vary-
ing with time continuously that can induce information-richer echoes is adopted,
compared with FHSS.

As commodity smartphones support audio sampling at 44.1 or 48 ksps, they can
capture acoustic frequencies up to 22.05 or 24 kHz. To reduce annoyance to human
users, the excitation signal should be in the inaudible or near-inaudible frequency
range. Although nominal audible frequency is up to 20 kHz, the audible limit of
average adults is usually 15 to 17 kHz [96]. Signals with frequencies higher than
20 kHz often suffer from drastic distortions due to the smartphone audio hardware’s
nonlinearity in the inaudible band [30]. In this thesis, a near-inaudible logarithmic
chirp sweeping the 15–20 kHz band within 10ms is adopted as the excitation signal.
Fig. 3.1a shows the spectrogram of the excitation chirp. The chirp uses a relatively
wide band (i.e., 5 kHz) for the benefit of pulse compression [97], which helps capture
fine-grained spatial features.

■ Echo extraction: A program is developed to use the smartphone’s loudspeaker
to emit the excitation signal and microphone to record the echo at 44.1 ksps for
100ms. It is assumed that the smartphone is held around 30 to 40 cm in front
of the chest. Note that the data collection cannot be unobtrusive, e.g., put the
smartphone in a pocket. In the received data, the first 10ms is discarded due to
the propagation via the direct path from the loudspeaker to the microphone. The
subsequent 1ms data is also discarded, which usually contains the first reflection
from the human body that is around 30− 40 cm away from the microphone. The
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subsequent 50ms data, which are collectively referred to as echo trace and illus-
trated in Fig. 3.1b, are used for SLAM. Fig. 3.1c shows the Pearson correlation
between the received signal shown in Fig. 3.1b and the chirp template. The peaks
in Fig. 3.1c indicate echoes.

3.3 Measurement Study

To gain insights into the system design, a set of measurement experiments is con-
ducted in a 16×28m2 lab space as shown in Fig. 3.2. A Google Pixel 4 smartphone
is used to excite the space at 128 spots indicated by red squares in Fig. 3.2 and
collect 1,700 echo traces at each spot. This section presents the analysis results for
these traces.

3.3.1 Spatial Distinctness of Echoes

The short-time Fourier transform (STFT) is applied to the echo data to extract
the spectrogram. Specifically, a 96-point Hann window with 48 points of overlap is
slided on echo data, resulting in a 49× 48 spectrogram. The frequency bins below
15 kHz are further discarded, yielding a 12× 48 image as the final result. Fig. 3.3
shows the echo spectrograms collected at three different spots. The frequency
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Figure 3.3: Echo spectrograms obtained at three locations. (a) center of the
room, (b) the left side of the room, and (c) the right side of the room. The color
bar indicates the normalized energy intensity at each frequency bin.
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Figure 3.4: The t-SNE features of the echo spectrograms at five locations.
Color represents locations.

dimension of a spectrogram is from 15 to 20 kHz. The differences among the spec-
trograms suggest that echoes vary across locations. The t-distributed stochastic
neighbor embedding (t-SNE) [46] is applied to reduce the dimension of the spectro-
grams collected at five spots with 1m separation in a linear topology. Fig. 3.4 shows
the results when chirp and single-tone excitation signals are used. With the t-SNE
features, spatial distinctness can be visualized. From the figure, compared with
single-tone excitation, the chirp excitation leads to more individually-compact and
mutually-separated t-SNE feature clusters. This suggests that the chirp excitation
brings more spatial distinctness of echo.

To understand the distinctness limit, the task of supervised learning-based local-
ization is used to investigate the achievable spatial resolution and scalability with
respect to the number of spots.

3.3.1.1 Spatial resolution.

For each location, the spectrograms of the 1,700 echo traces are divided into 1,500
training samples and 200 test samples. The ground truth labels correspond to
the spot’s location. To understand how the inter-spot distance affects localization
accuracy, 128 spots are divided into multiple groups with different densities. As
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Figure 3.5: Distinctness limit of acoustic echoes.

a result, the average inter-spot distances of the groups range from 0.25m to 3m.
For each group, echo spectrograms are used to train a ResNet-18 DNN to classify
the spots. Both the spot recognition accuracy and the mean localization error
are measured. Fig. 3.5a shows the measured results versus the average inter-spot
distance. For each group, the evaluation process is repeated 20 times and plot
the error bars. The recognition accuracy remains at around 90%. The mean
localization error increases with the inter-spot distance and remains at the sub-
meter level. The results suggest that the acoustic echoes can achieve sub-meter
spatial resolution.

3.3.1.2 Scalability.

The number of spots handled by a single ResNet-18 model (denoted by k) is in-
creased to understand the scalability. For each setting of k, k spots are randomly
drawn from the 128 spots to train and test a ResNet-18 model. Note that the
selected spots become denser for a larger k. The process is repeated 20 times for
each k setting. Fig. 3.5b shows the results. The recognition accuracy gradually
decreases with k and becomes flat when k exceeds 100. This result is consistent
with the intuition that the complexity of learning using a DNN increases with
the number of classes. The mean localization error increases with k but remains
under 1m and thus at the level of the spatial resolution limit shown in §3.3.1.1.
The above results suggest that the ResNet-18 model does not present a bottleneck
when the number of spots is up to 128.
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Figure 3.6: Power spectral densities (PSDs) of the acoustic echoes when several
factors vary.

3.3.2 Robustness of Acoustic Echoes

This section investigates the impacts of several potential affecting factors on acous-
tic echoes.

3.3.2.1 Altitude.

A researcher holds the phone at different altitudes to simulate the cases where
users of different heights hold the phone with natural arm gestures for indoor
navigation. As typical adult heights are within 150–194 cm [98], altitudes from
100 cm to 130 cm (i.e., two-thirds of user height) are tested. Fig. 3.6a shows the
power spectral densities (PSDs) of the acoustic echoes at different altitudes of the
same spot. It is observed that the altitude variations of less than 30 cm introduce
little impact. Hence, the acoustic echoes are insensitive to variations in user height
and hand altitude.

3.3.2.2 Phone orientation.

As a smartphone’s loudspeaker and microphone are not perfectly omnidirectional,
phone orientation may affect the received signal at a spot. The stability of the
received echoes when phone orientation varies is evaluated. Fig. 3.6b shows the
echo PSDs when the phone has an orientation deviation of −20◦ to 20◦ from a
certain direction. The results show that the echoes change slightly with less than
40◦ orientation deviation. When the orientation deviation is larger, the acoustic
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echoes exhibit larger differences. This suggests that the impact of phone orientation
needs to be properly dealt with when there are multiple echo traces collected at
the same spot but in different phone orientations. The solution to this issue will
be presented in §3.4.5.

3.3.2.3 Temporal stability.

A smartphone is placed at a fixed location to emit and receive the chirp signal in a
meeting room. 10 minutes of acoustic echoes are collected every day for one month.
During this period, the indoor layout has no significant changes. To compare the
echoes, FFT is applied to the raw echo data to extract PSDs, Fig. 3.6c shows the
PSDs on different days. It is observed that the echo PSDs are consistent over the
period. In practice, the constructed floor map can be updated whenever a user
contributes a trajectory map. The continuous update helps address the potential
aging issue over longer periods. In §3.3, the impact of significant changes in the
indoor space layout (e.g., furniture re-arrangement) will be evaluated on the system
and a mitigation approach beyond map update will be proposed.

3.4 Design of ELF-SLAM

From the measurement study, the acoustic echoes exhibit sub-meter spatial dis-
tinctness, which is the basis of the fingerprint approach. To unleash the finger-
print approach from laborious labeled training data collection, this section presents
the design of ELF-SLAM based on acoustic echoes and IMU data captured by a
smartphone during movements. In this section, §3.4.1 overviews the design of ELF-
SLAM. §3.4.2 presents the graph-based SLAM formulation. §3.4.3 introduces ELF
for loop closure detection. §3.4.4 presents a clustering-based approach for loop clo-
sure curation. §3.4.5 presents the trajectory map superimposition. §3.4.6 presents
ELF-based localization.

3.4.1 Approach Overview

As illustrated in Fig. 3.7, the mapping phase of ELF-SLAM consists of two ma-
jor components: trajectory map construction and trajectory map superimposition,
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Figure 3.7: Overview of the mapping phase of ELF-SLAM.

where the former focuses on a single trajectory and the latter combines all available
trajectories. The trajectories only cover a portion of the indoor space. However,
when sufficient trajectories are collected, the combined map can cover the popular
locations in the indoor space.

■ Trajectory map construction: A user holds a smartphone and moves within
the target indoor space to collect the acoustic echoes and IMU data simultaneously
on the movement trajectory. The IMU data is used to reconstruct the user’s trajec-
tory via dead reckoning, while the acoustic echo data is used to detect loop closures
on the user’s trajectory. The detected loop closures provide critical regulation for
the dead reckoning to deal with its long-run drifting problem. Since the generic
acoustic features, such as PSD, spectrogram, etc, are ineffective for loop closure
detection, ELF-SLAM applies CL to learn a custom and trajectory-specific ELF
for loop closure detection. This trajectory-level CL consists of model pre-training
using synthetic data from a room acoustics simulator and fine-tuning using real
data collected by the user from the target indoor space. ELF-SLAM detects loop
closures based on a custom similarity metric called echo sequence similarity (ESS)
between two sequences of ELF traces. Then, a clustering-based approach removes
the false positive detection results to curate the loop closures. Lastly, a graph-based
SLAM algorithm constructs an accurate trajectory map of ELFs for the user.

■ Trajectory map superimposition: When multiple trajectory maps are avail-
able (e.g., through crowdsensing), they are superimposed to generate a floor map.
The superimposition reconciles different trajectory maps’ ELFs that are collected
at the same spot but in different phone orientations. To achieve this, different
users’ trajectory maps are first aligned into a common coordinate system. The
alignment can be achieved based on known initial positions of the users’ trajecto-
ries (e.g., the entrance of the space) and/or prior knowledge about the accessible
passages of the target indoor space [99]. Then, the floor-level CL is applied to
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train a floor-wide ELF extractor using the acoustic data from all the trajectory
maps. The floor map consists of the floor-level ELFs at all spots covered by all the
trajectory maps, where each spot is associated with a single floor-level ELF.

Once a map is available, a smartphone can be localized based on its captured echoes
in response to a few chirps emitted by the phone. Specifically, the smartphone
extracts the ELFs of the echoes and compares them against the map to estimate
its location.

3.4.2 Graph-based SLAM Formulation

Graph-based SLAM [100] constructs a graph whose nodes represent the mobile’s
poses and edges represent the kinetic constraints relating two poses. When using
IMU data to establish the kinetic constraints, loop closure is a vital regulation in
combating the long-run drifting problem of IMU-based odometry [101]. In this pa-
per, by letting xk denote the node (i.e., location) corresponding to the kth detected
footstep, the acoustic echo trace captured between the kth and (k + 1)th footsteps
is the measurement associated with the node xk and used to detect whether xk

is at the same location as any previous node (i.e., loop closure detection). The
edge connecting two nodes is associated with the IMU-based odometry. The user
trajectory is estimated via the graph-based optimization after the loop closures
are identified. The estimation method is as follow. For a total of N detected
footsteps, let X = {x1, . . . ,xN} denote the sequence of nodes that describes the
user trajectory and ui,j denote the edge constraint between nodes xi and xj based
on the IMU data. Let C denote the set of footstep index pairs of the detected
loop closures. The essence of the trajectory reconstruction can be described by the
following optimization problem:

X∗ = argmin
X

∑
∀i∈[1,...,N−1]

∥f (xi,ui,i+1)− xi+1∥2 +
∑

∀⟨i,j⟩∈C

∥f (xi,ui,j)− xj∥2 ,

where ∥x − y∥ denotes the Euclidean distance between two locations x and y,
f(xi,ui,j) represents the prediction of xj based on xi and ui,j. In this paper, the
SLAM algorithm is implemented based on the general graph optimization frame-
work in [102], which also addresses the uncertainty of the prediction f(xi,ui,j).
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3.4.3 ELF For Loop Closure Detection

Identifying an effective feature for loop closure detection is critical to SLAM. In
this section, the ineffectiveness of the generic features is demonstrated. Then, using
CL to construct a learning-based feature is proposed.

3.4.3.1 Ineffectiveness of generic features.

A controlled experiment is conducted to evaluate several generic acoustic features.
A researcher walks four rounds by following 58 markers pasted on the floor of the
lab shown in Fig. 3.2 and uses a phone to collect acoustic data. As such, each
round consists of exactly the same 58 footsteps. The following features of the echo
data are computed: PSD, spectrogram, t-SNE, and principal component analysis
(PCA). Then, the similarity between the features collected at footstep i in the first
round with those at all footsteps in the four rounds is computed. The similarity is
measured by the echo sequence similarity (ESS), which is defined as follows. For
two footsteps i and j at which Ki and Kj features are collected, the ESS between
them is obtained by averaging the Ki ×Kj pair-wise cosine similarity among the
two sets of features. Fig. 3.8 shows the resulting ESS traces with footstep i (where
i = 4) in the first round and j being all footsteps of the four rounds sequentially. In
this controlled experiment, with respect to the footstep i, loop closures are formed
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Figure 3.9: Trajectory-level CL to learn trajectory-specific ELFs.

at the footsteps i + 58, i + 58× 2, and i + 58× 3. If the used feature is effective,
ESS peaks should be observed at these footsteps. However, from the plots in the
first five rows of Fig. 3.8, no salient peaks are observed at these footsteps. This
suggests that the raw data and the used generic feature extraction techniques are
ineffective for our loop closure detection problem. Note that although t-SNE is
effective for finding feature embeddings of clustered data [103], it is ineffective on
the echo samples collected in the spatial continuum that do not exhibit clustered
patterns. Note that the ESS peaks are also not observed under other similarity
metrics, e.g., those related to Euclidean and Manhattan distances, etc.

3.4.3.2 Learning-based ELF.

The ineffectiveness of generic features motivates us to apply CL to construct a
custom feature, i.e., ELF. In what follows, CL design to construct the ELF for
loop closure detection is presented. Fig. 3.9 depicts the workflow. It consists of
three steps: data pairing, model pre-training, and model fine-tuning.

Data pairing constructs positive/negative data pairs needed by CL. In image
recognition tasks, the positive samples are constructed by introducing spatial per-
turbations such as resizing, cropping, and blurring, which do not erase the infor-
mation needed for image recognition. However, such spatial perturbations are not
applicable to the echo data, because they destruct the subtle structural informa-
tion embedded in the echo signal that is related to the smartphone’s location. The
design of our data pairing approach is based on the observation that the echoes
are similar if collected at close locations and distinct if collected at locations apart.
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Thus, positive pairs are constructed using echoes collected at close locations and
negative pairs are constructed using echoes at locations apart. Specifically, two
consecutive echoes are treated as a positive pair. For each training step, a training
batch of 256 such positive pairs is randomly sampled from the entire sequence of
echoes collected by a certain user. According to our design in §3.3, the time gap
between two consecutive echoes is 0.1 s. As the average human walking speed is
5 km/h, the locations for collecting two consecutive echoes are separated by 0.14m
on average. This average separation is slightly lower than the achievable spatial
resolution of the echo modality as evaluated in §3.3. Thus, viewing two consecutive
echoes during the user’s movement as a positive pair is a good heuristic. Then,
the cross pairing of the members of the 256 positive pairs gives the negative pairs.
Note that the chance of wrongly forming a negative pair with two echo samples
collected at a loop closure is low. Such limited wrong forming of negative pairs will
not devastate the CL.

Model pre-training exploits self-supervised learning to build a basic ELF ex-
tractor, which will be specialized by the model fine-tuning step presented later.
Self-supervised learning often requires abundant unlabeled training data for fea-
ture representation learning. To reduce the overhead of data collection in real
environments, The pyroomacoustic [104] is used, which is a room acoustics simu-
lator, to generate abundant synthetic training data. The pyroomacoustic employs
the image source model [105], a widely used technique to simulate the sound propa-
gation for each microphone and speaker location in an indoor space. Specifically, a
smartphone is simulated by separating a speaker and a microphone by 15 cm. Mas-
sive echo data is generated at fine-grained grid points in various simulated rooms
with different shapes and sizes. The synthetic echoes are location discriminative
and can be used to train a feature extractor DNN by CL. The feature extractor
architecture from [106] is used, which consists of a ResNet-18 encoder and a 3-
layer projection head. The extractor maps the input spectrogram of an echo trace
to a 128-dimensional ELF. As the locations of the synthetic echoes are controlled
and thus known, the synthetic echoes collected at locations separated by less than
20 cm are treated as positive pairs and the rest as negative pairs. The following
contrastive loss adopted from [107] is minimized during the model pre-training:

ℓi,j = − log
exp (sim (zi, zj) /τ)∑2M

k=1 1[k ̸=i] exp (sim (zi, zk) /τ)
,



76 3.4. Design of ELF-SLAM

0.0

0.5

step 0

0.0

0.5

N
o
rm

al
iz
ed

P
S
D

step 58

0 50 100

PSD dimensions

0.0

0.5

step 30

(a) sim(0,58)=0.40, sim(0,30)=0.42

0.0

0.5

step 0

0.0

0.5

N
o
rm

al
iz
ed

E
L
F

step 58

0 50 100

ELF dimensions

0.0

0.5

step 30

(b) sim(0,58)=0.61, sim(0,30)=0.22

Figure 3.10: (a) PSDs (b) ELFs visualization at steps 0, 30, and 58.

where 1[k ̸=i] ∈ {0, 1} is evaluated to 1 if and only if k ̸= i, sim(· , · ) denotes
cosine similarity, z is the extracted feature vector, i and j indicate a positive pair,
M is batch size, and τ is the temperature parameter. With the above contrastive
loss, the pre-training increases the feature similarity for echoes at close locations
and decreases the feature similarity for those at locations apart. Thus, it builds a
feature extractor that discriminates the echoes’ locations under the cosine similarity
metric. As a result, the loop closure detection can be implemented by comparing
the ELFs produced by the feature extractor in terms of the cosine similarity. The
necessity of the model pre-training will be evaluated in §3.6.

Model fine-tuning uses a small amount of unlabeled data collected by users in
a specific target space to adapt the pre-trained model to capture the environment-
specific characteristics. The same self-supervised CL procedure described above
is followed to construct the data pairs to fine-tune the feature extractor. The
resulting feature extractor can generate trajectory-specific ELFs for loop closure
detection in the target space.

3.4.3.3 Loop closure detection using ELF.

The last row of Fig. 3.8 shows the ESS trace computed using ELF. It shows peaks
at footstep i+58, i+58×2, and i+58×3 as marked by the green arrows. Fig. 3.10
shows the cosine similarities using echo features from steps 0, 30 and 58. For PSD,
the cosine similarity between loop closure steps 0 and 58 is 0.4, and between the
non-loop closure steps 0 and 30 is 0.42. PSD cannot differentiate the loop closure
and non-loop closure data. Thus, PSD is ineffective for loop closure detection.
For ELF, the cosine similarity between loop closure steps 0 and 58 is 0.61, and
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between the non-loop closure steps 0 and 30 is 0.22. The ELFs can see significant
differences on the loop closure and non-loop closure data. Thus, ELF is effective
for loop closure detection.

However, an unexpected peak close to the footstep i + 58× 2 as marked by a red
arrow is also observed, which may lead to a false positive loop closure detection in
Fig. 3.8. Unfortunately, the SLAM is often sensitive to false positive loop closures –
some false positives can degrade the SLAM performance [91]. Thus, a loop closure
curation algorithm is needed to remove the false positives.

3.4.4 Loop Closure Curation

3.4.4.1 Approach design.

A clustering-based loop closure curation approach that is based on an ESS matrix
defined as follows is proposed.

ESS matrix: Consider a user’s trajectory consisting of N footsteps. The pair-
wise ESSs between any two footsteps form a (N − 1) × (N − 1) ESS matrix, where
the (i, j)th element is the ELF-based ESS between the footsteps i and j. Thus,
the ESS matrix is symmetric. A large ESS suggests a high similarity between the
two involved footsteps’ ELFs, signaling a potential loop closure. Our extensive
experiments show that a threshold value of 0.4 for ESS can identify most true
positive loop closures while capturing an acceptably low number of false positives
to be removed shortly. The ESS matrix is binarized using the threshold, where the
positive elements represent candidate loop closures. Fig. 3.11 shows an example of
the binarized ESS matrix constructed using the ELFs collected in a shopping mall.
The x- and y-axis represent the footstep index. The black dots in the ESS matrix
represent the positive elements.

Clustering-based approach for loop closure curation: The goal of loop
closure curation is to remove the false positives from the binarized ESS matrix.
Due to the user movement, the true positives in the binarized ESS matrix form
trend curves. For instance, consider an ideal case in which the user walks at a
constant speed, the true loop closures of footsteps 0, 1, ... , and 10 are footsteps
0+L, 1+L, ... , and 10+L, where L is the loop length. As a result, the (0, 0 + L)th,
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(1, 1 + L)th, ... , and (10, 10 + L)th elements of the binarized ESS matrix should
be positives and form a trend line. In contrast, the false positives tend to appear
at random positions in the ESS matrix, as shown in Fig. 3.11. Based on this
observation, a clustering-based approach is proposed to isolate the trend curves
formed by the true positives from the scattered false positives.

First, the binarized ESS matrix is divided into multiple slices, as illustrated in
Fig. 3.13a. With the slicing, it is easier to identify the true positive clusters in
each slice. In our implementation, the slice width is set to 16 footsteps. Then,
for the positives in each slice, the DBSCAN clustering algorithm [108] is applied
to identify the number of loops and divide the positives into multiple clusters.
This is illustrated by Fig. 3.13b, where the clusters are differentiated by colors.
Although some false positives are classified by DBSCAN as outliers, the remaining
false positives close to the trend curves are still in the clusters. To remove these re-
maining false positives, for the points in each cluster, the random sample consensus
(RANSAC) [109] linear regression algorithm is applied to detect a line approximat-
ing the trend curve segment. RANSAC is a preferred regression algorithm when
many outliers are present. Concatenation of the regressed line segments across all
slices gives the clean trend curves. Fig. 3.13c shows the concatenated results, in
which the trend curves formed by the positives are effectively isolated from the
scattered noises as shown in Fig. 3.13a. Lastly, the loop closure candidates are
further curated based on the ESS matrix’s symmetric property. Since the neg-
ative impact of a false positive on SLAM outweighs that of a false negative, a
strategy of only retaining the positives that conform to the symmetric property is
applied. Specifically, if the positive at the (i, j)th position of the ESS matrix has
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no counterpart positive at the (j, i)th position, the positive is viewed as false and
excluded.

3.4.4.2 Effectiveness of loop closure curation.

To demonstrate the impact of the false positives on SLAM, all positives in Fig. 3.11
are used as the loop closure information to construct the trajectory map. The plot
labeled ”w/o curation” in Fig. 3.12 shows the trajectory of the constructed map.
It is observed that the false positives devastate the trajectory reconstruction. The
plot labeled ”w/ curation” in Fig. 3.12 shows the reconstructed trajectory using the
curated loop closures. The new trajectory highly resembles the ground truth. The
result demonstrates the effectiveness of the proposed clustering-based loop closure
curation.

3.4.5 Trajectory Map Superimposition

The trajectory map constructed from a single user’s data only contains the echo
data on a specific trajectory. For real applications, it is desirable to combine many
trajectory maps to form a floor map that covers most/all accessible locations.
It is assumed that each trajectory map’s initial position relative to the indoor
space is known. For instance, the SLAM mobile app may prompt the user to
start the process from the entrance of the indoor space. When there are multiple
entrances, location tagging [29] can be used to recognize the actual entrance. With
the known initial position, the trajectory maps can be collated into a common
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coordinate system. However, the trajectory maps crossing a certain spot from
different entering directions may have different echo data for the spot, due to
the dependency of echo data on phone orientation as shown in §3.3. Thus, such
differences need to be reconciled.

A floor-level CL approach is proposed to train a unified feature extractor for map
superimposition. It shares the same model pre-training workflow as the trajectory-
level CL except the data pairing approach for model fine-tuning. Specifically, the
echo data collected at the same location regardless of the phone orientation are
treated as positive pairs, whereas those collected from different locations are treated
as negative pairs. The feature extractor trained via the floor-level CL generates
the floor-level ELFs covering all trajectory maps. As the quality of the floor map
is related to its spatial coverage, this floor-level CL approach needs to scale well
with the number of locations. In §3.6, this approach is evaluated in handling 4,000
different locations with four phone orientations at each location.

When falling back to the scheme of learning a location recognition model in a su-
pervised manner, a possible approach to mitigate the echo data’s sensitivity on
phone orientation is to form a training dataset with echo data and location labels
(regardless of orientation) from all the trajectory maps. In §3.6, the localization
performance of this supervised learning approach will be compared with the pro-
posed approach based on the floor map.

3.4.6 Localization

Once a map (either a trajectory map or floor map) is constructed, a smartphone’s
location can be determined after capturing the echoes in response to the chirps.
Two localization approaches are considered, i.e., one-shot localization and trajec-
tory localization, which are suitable for the scenarios where the user stands still
and moves, respectively. In the former, an ELF sequence containing multiple con-
secutive echoes collected at a spot is matched against the map in terms of the
ESS to determine the location. In the latter, both the ELF sequence and the IMU
data during the user’s movement over a short time period are used for localiza-
tion. Specifically, dead reckoning is applied to the IMU data to estimate the user’s
trajectory, and then apply a curve matching algorithm [110] to find the candidate
segments in the map that resemble the user’s trajectory. The candidate segment



Chapter 3. Indoor Smartphone SLAM with Learned ELFs 81

that has the largest average ESS from the captured ELF sequence is the output of
the trajectory localization.

3.5 Room Geometry Reconstruction

Accurate smartphone-based room geometry sensing is desirable for indoor naviga-
tion systems, virtual/augmented reality applications and network condition pre-
diction, etc. In this section, the reconstructed user trajectory and the collected
acoustic echoes are used to construct the contour of a polyhedron room with a
fixed height. Specifically, the user is required to walk along the sidewalls and form
a complete loop. After the IMU trajectory is rectified using the trajectory map
construction, the wall distances are estimated using the acoustic echoes. Next, the
room geometry is determined by the trajectory and the estimated wall distances.
In what follows, the room reconstruction procedures are presented.

3.5.1 Wall Distance Measurement

A measurement study is conducted to verify if the recorded echoes are effective
for measuring the phone-wall distances. A user is asked to hold a smartphone
and walk along a sidewall in a living room for a few meters. A total of 95 echo
traces are collected. Fig. 3.16a shows the layout of the tested environment, where
sofas, a table and a TV occupy the room. Fig. 3.14a shows the user’s distances to
the walls: the phone-floor, phone-sidewall, and phone-ceiling are 0.9m, 1.2m, and
1.6m, respectively. The room height is 2.8m.

Echoes extraction: The received signal is cross-correlated with the chirp tem-
plate to detect the echoes reflected by the main reflectors in a room (e.g., walls,
floor and ceiling). Fig. 3.15 shows an example, where the peaks represent the
echoes. To detect the echoes, the envelope detector is applied to the correlated
signals and searches for the local maximas. The reflectors’ distance to the smart-
phone is calculated by nc

2f
, where n is an echo’s index, c is the speed of sound in

air, f is the microphone’s sampling rate (i.e., 44, 100Hz).

Echo selection: The cross-correlated signals contain many echoes generated by
the nearby objects. It is difficult to associate each echo with its corresponding
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Figure 3.14: (A) The user holds a phone and moves along a side wall at 1.2m
away. (B) Constructed echo distance profile.

reflector. However, for room reconstruction, only echoes from the main reflectors
need to be identified, e.g., side walls, the ceiling, and the floor. The main reflectors
can generate echoes with large amplitudes compared with smaller objects since
they have larger reflecting surfaces. The correlated signals are normalized and an
empirically determined threshold of 0.15 is applied to select the candidate echoes.
In Fig. 3.15, the echoes marked by stars are selected and red crosses are discarded.
Note that only peaks within 4m range from the smartphone are considered. This
is based on the assumption that when a user walks along the sidewalls for data
collection, the smartphone’s distance to the sidewalls, ceiling, and floor can be
maintained within 4m. In addition, the peak candidates with a distance larger
than 4m are generally caused by the multi-path reflections, which are difficult for
object association.

Echo distance profile: In each echo trace, the extraction and selection proce-
dures described above are applied to generate the candidate echoes. Then, echoes
selected from all echo traces are stacked to form an echo distance profile (EDP)
as shown in Fig. 3.14b. The horizontal axis represents the echoes’ distance to the
smartphone and the vertical axis represents the echoes’ indexes. The grayscale
represents the echoes’ amplitude, which ranges from 0.15 to 1. A darker dot has a
higher amplitude. In Fig. 3.14b, four vertical lines are formed by the echoes. Lines
1, 2, and 3 located at the distances of 0.9m, 1.2m, and 1.6m, respectively. These
lines correspond to the distances of phone-floor, phone-sidewall, and phone-ceiling.
Note that line 4 located at 2.8m is also observed, whose distance is equal to the
room height. This line is generated by the echoes that travel a full round in the
vertical direction of a room (i.e., via smartphone → floor → ceiling → smartphone,
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Figure 3.15: Echo detection on the cross-correlated echo.

or smartphone → ceiling → floor → smartphone). The red line in Fig. 3.14b repre-
sents the summation of the echoes’ amplitude along the vertical axis. It is observed
that the peaks corresponding to the distances of the phone-floor, phone-sidewall,
phone-ceiling, and room height stand out in the EDP. The reason is that the walls’
distance to the phone remains constant while a user is walking along a sidewall,
while other objects’ distance changes (e.g., TV, sofas, etc). As shown in Fig. 3.14b,
although it is difficult to associate the peaks to the objects in a single echo trace,
aggregation of echoes collected along a specific wall renders echoes from main re-
flectors more salient than those of the furniture inside the room. Thus, the EDP
is effective to find the phone-wall distances along a sidewall.

3.5.2 Room Geometry Reconstruction Procedure

This section describes the room geometry reconstruction procedure. As shown in
Fig. 3.7, the room reconstruction consists of EDPs construction and echo associa-
tion.

EDPs construction: EDP is constructed for each sidewall to obtain wall dis-
tances. The wall numbers are determined based on the shape of constructed user
trajectory. Note that the rectified user trajectory is used to get a more accurate
approximation. The heading directions of the IMU data are tracked and the sheer
direction changes are recorded as the corners between walls within a complete loop.
The sidewall numbers are equal to the detected corners. Then, the echoes are split
into clusters based on the timestamps of the detected corners. Since the IMU data
and the echoes are collected simultaneously, each cluster contains the echo traces
collected while the user walks along a specific sidewall. Echo traces in each cluster
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Table 3.2: Mapping error statistics (error in meters).

Modality Living room Office Mall
x̃ 1 x̄ 2 Q3 3 x̃ x̄ Q3 x̃ x̄ Q3

ELF 0.10 0.10 0.14 0.63 0.63 0.80 0.45 0.53 0.69
ELF w/o 0.73 0.82 1.25 1.69 1.68 1.94 1.16 1.14 1.42pre-train
Wi-Fi 0.44 0.45 0.55 1.52 1.54 2.06 1.24 1.26 1.54
Geomag 0.56 0.55 0.64 1.14 1.24 1.82 0.79 0.81 1.05

1 Median error 2 Mean error 3 Third quartile of the error

are used to construct EDPs. If the echoes are correctly associated with the phone-
floor, phone-sidewall, phone-ceiling, and the room height distances in EDPs, the
room’s geometry is also determined.

Echo association: To correctly associate the phone-floor, phone-sidewall, phone-
ceiling, and the room height distances to the echoes in the constructed EDPs, the
knowledge that the room height equals to the summation of the phone-floor and
phone-ceiling distances is used. These three distances generally remain constant
while a user holds the phone and moves within the room. Thus, these three dis-
tances can be determined in each EDP and then the subsequent largest peak is
identified as the phone-sidewall distance. The procedure is as follows. First, EDPs
from all sidewalls are combined to form a unified EDP (u-EDP). Since the phone-
floor, phone-ceiling, and the room height distances remain consistent in each EDP,
their appearance will be more salient in the aggregated u-EDP. In u-EDP, the echo
with the largest peak is identified as phone-floor distance. This is because the used
bottom microphone for recording is closer to the floor when held by a user. Thus,
the peak amplitude at phone-floor distance generally has the largest value. Then,
the phone-ceiling distance and room height are associated by looking for peaks that
have the summation relationship with the identified phone-floor distance in the u-
EDP. To reduce ambiguity, it is assumed the phone-ceiling distance is larger than
phone-floor distance. Next, each EDP is visited and the echoes that are closest to
the identified phone-floor, phone-ceiling and room height distances are excluded.
The subsequent echo with the largest peak is identified as the phone-sidewall dis-
tance. Finally, the rectified trajectory and the estimated wall distances are used
to determine the vertexes of the polyhedron.
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Figure 3.16: (A) Floor plans and ground-truth trajectory in three evaluation
environments. (B) Trajectories estimated using IMU. (C)-(E) Rectified trajec-
tories using ELF, WiFi RSSI and geomagnetic field. The blue curves are the
ground truth trajectories and the red curves are the estimated trajectories.)

3.6 Performance Evaluation

3.6.1 Experiment Setup

Evaluation environments: ELF-SLAM is evaluated in three indoor environ-
ments: a living room (60m2), an office (360m2), and a shopping mall (2, 000m2).
The floor plans are shown in Fig. 3.16a. To conduct a comparative evaluation side
by side, the SLAM systems using two smartphone’s built-in sensing modalities are
employed, i.e., Wi-Fi RSSI and geomagnetism, as the baselines. This is the same
as the evaluation methodology adopted in [91] that studies powerline EMR SLAM.
Note that the results of ELF-SLAM and EMR SLAM are also compared. To imple-
ment Wi-Fi SLAM, five Wi-Fi access points (APs) are deployed in the living room
and office, as illustrated by the stars in Fig. 3.16a, that provide sufficient Wi-Fi
coverage. The large shopping mall has dense APs deployed by the tenants. The
number of Wi-Fi APs observable is around 5 to 10 when conducting experiments
in the mall. Random people are walking in the shopping mall during the data
collection.

Data collection: An Android app is developed and run on a Google Pixel 4
smartphone to collect acoustic echoes, Wi-Fi RSSI, geomagnetic field signals, and
IMU data. The app uses the WifiManager Android API to scan the surrounding
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Wi-Fi APs and collect RSSI data at a sampling rate of 0.8 sps. Wi-Fi channel state
information (CSI) is not sampled, because CSI sampling requires rooting a phone
[111]. The app also samples the phone’s built-in magnetometer at 50 sps. During
data collection, the user holds the phone with one hand around 30 to 40 cm in front
of the chest and walks on a marked trajectory for multiple rounds in each of the
evaluation environments. Note that the purpose of trajectory marking is to obtain
the location ground truth.

Loop closure detection for baseline modalities: For Wi-Fi SLAM, the Eu-
clidean distance between two Wi-Fi RSSI vectors is used for loop closure detection
[112]. For geomagnetic SLAM, the triaxial magnetic data is normalized and then
the dynamic time warping distance is used as the metric for loop closure detection
[90]. The loop closure curation and graph-based optimization algorithms described
in §3.4 are applied to the baseline SLAM systems.

3.6.2 Trajectory Map Construction Performance

Fig. 3.16a shows the floor plans and ground-truth trajectories. Fig. 3.16b shows
the trajectories reconstructed via IMU-based dead reckoning, which deviate heavily
from the ground truth due to the long-run drift problem. Fig. 3.16c, 3.16d,
and 3.16e show the trajectories reconstructed by the SLAM systems using ELF,
Wi-Fi RSSI, and geomagnetism. The trajectories reconstructed by ELF-SLAM
are the closest to the ground truth. Table 3.2 lists the detailed mapping error
statistics of the three modalities. ELF-SLAM achieves sub-meter mapping accuracy
in all three environments, whereas Wi-Fi SLAM and geomagnetic SLAM’s mapping
errors increase in the large indoor space, i.e., office and mall. In [91], EMR SLAM
using the smartphone earphone as the side-channel sensor yields about 1m to
2m median mapping errors in the evaluated office and lab spaces. Thus, ELF-
SLAM outperforms Wi-Fi SLAM, geomagnetic SLAM, and EMR SLAM in map
construction.

3.6.3 Effectiveness of CL Pre-training

The necessity of the CL pre-training is investigated by comparing the SLAM perfor-
mance using the ELF extractors learned with and without the model pre-training.
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The row “ELF w/o pre-train” in Table 3.2 shows the case without model pre-
training. Compared with the result with model pre-training (row “ELF”), the
median errors increase to 0.73m, 1.16m, and 1.69m, respectively. Fig. 3.17 shows
the fine-tuning loss. The fine-tuning loss on the pre-trained model converges more
quickly and is lower than that on the model without pre-training. The above results
show that the model pre-training improves the efficiency of CL.

The model pre-training’s requirement on data is also investigated. Two types of
data are used for the pre-training, i.e., the synthetic data generated by the room
acoustics simulator and real data collected from the different spaces. For the latter,
real echoes collected in the lab space, office, and shopping mall are used for model
pre-training. Then, the fine-tuning and evaluation are performed in the living room.
Fig. 3.18 shows the median mapping error versus the amount of pre-training data.
The mapping errors decrease with pre-training data volume for both types of data.
If real data is used for pre-training, the median mapping error converges to about
0.13m when data volume is more than 120K. If synthetic data is used, the error
converges to about 0.15m when data volume is more than 600K. This shows that
both the real data and synthetic data are useful for model pre-training. Although
real data shows better efficiency in supporting the pre-training, synthetic data can
be generated at massive scales and thus suffice for the pre-training.

3.6.4 Impact of Finetuning Data Volume

The impact of the fintuning data volume on the performance of trajectory map con-
struction is investigated. The used data volume for model finetuning is gradually
decreased and the trajectory map construction results are shown in Fig. 3.19. In
the living room, the median mapping error remains around 0.15m when the used
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Table 3.3: Localization error statistics (error in meters).

Modality Living room Office Mall
x̃ 1 x̄ 2 Q3 3 x̃ x̄ Q3 x̃ x̄ Q3

One-shot localization
ELF 0.10 0.29 0.14 0.54 0.60 0.80 0.42 0.79 0.67
Wi-Fi 1.67 2.17 3.30 3.44 4.27 6.16 3.04 3.86 5.22
Geomag 1.06 2.31 3.93 2.19 3.95 5.38 12.48 13.36 19.28

Trajectory localization
ELF 0.10 0.22 0.64 0.41 0.54 0.97 0.47 0.53 0.86
Wi-Fi 0.54 0.730 1.13 1.74 1.86 3.09 1.46 1.90 3.73
Mag 0.56 0.56 0.78 1.75 1.81 2.39 8.70 8.29 14.59

1 Median error 2 Mean error 3 Third quartile of the error

data volume decreases from 10min to 3min. The error increases to 0.56m when
the used data volume is 2min. The increased error is due to no loop closure formed
and the estimated trajectory cannot be corrected. Similarly, the mapping errors
remain low when the used data volume is larger than 7min and 10min where loop
closures can be detected via the ELFs in the office and the mall, respectively. The
results show that the ELF-SLAM only requires a few minutes of data for model
finetuning as long as there is loop closure formed during the walking.

3.6.5 Localization Performance

Both the one-shot localization and trajectory localization of the three sensing
modalities are evaluated. Table 3.3 lists the localization error statistics. For
one-shot localization, ELF-SLAM achieves sub-meter median error in the three
environments and outperforms both Wi-Fi SLAM and geomagnetic SLAM. For
trajectory localization, each short trajectory consists of 8 consecutive footsteps.
For Wi-Fi and geomagnetic SLAMs, the trajectory localization errors are less than
the one-shot localization errors. For ELF-SLAM, trajectory localization does not
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bring much accuracy improvement over the one-shot localization, because the lat-
ter has already achieved a high localization accuracy close to the modality’s spatial
resolution. However, it is shortly shown in §3.6.6 that the trajectory localization
brings performance improvement when ELF-SLAM is affected by various affecting
factors.

3.6.6 Sensitivity Analysis for Localization

Experiments are mainly conducted in the living room to evaluate the sensitivity of
ELF-SLAM to various factors. By default, one-shot localization is considered.

3.6.6.1 Speaker volume.

The localization is evaluated with various settings for the smartphone’s loudspeaker
volume in emitting the chirps. Fig. 3.20 shows the results. When the volume
decreases from 100% (i.e., the highest volume) to 20%, the median localization
errors in the living room, office, and shopping mall increase from 0.1m, 0.54m, and
0.42m to 0.18m, 0.68m, and 0.56m, respectively. Note that with 20% loudspeaker
volume, on the audible frequency band, the smartphone’s sound is soft and becomes
nearly imperceptible in environments with normal noise levels. Thus, ELF-SLAM
maintains sub-meter accuracy when the chirp emission is soft.

3.6.6.2 ELF sequence length.

Fig. 3.21 shows the localization errors when the length of the ELF sequence used
for computing ESS varies from 0.2 s to 1.6 s. A boxplot shows the localization error



90 3.6. Performance Evaluation

0 20 30
Number of days

0.0

0.2

L
o
c
er
ro
r
(m

)

Figure 3.23: Aging.

0 2 4 6 8
Localization error (m)

0.2

0.4

0.6

0.8
1

C
D
F

w/o noise

w noise

Figure 3.24: Audible noises.

distribution. The horizontal line in each boxplot shows the median. It is observed
that the localization error decreases with the ELF sequence length and becomes
flat when the sequence length is more than 1 s. Note that at a human’s average
walking speed, the duration between two consecutive footsteps is about 0.6 s, which
results in an ELF sequence length of 0.6 s as well. From Fig. 3.21, at this length
setting, the one-shot localization median error is around 0.1m. Thus, ELF-SLAM
performs well when the user walks at a normal speed.

3.6.6.3 Nearby moving people.

Human bodies can reflect the excitation chirp and generate echoes irrelevant to
ELF. Thus, the impact of the nearby moving people on one-shot localization is
evaluated. multiple volunteers are asked to walk freely in the living room and talk
to each other during the localization phase. Fig. 3.22 shows the localization error
versus the number of nearby moving people. The localization error remains low
when the number of people is up to 4. Note that the tested area is only about
60m2. When there are 6 and 8 moving people, whose crowd density is similar to
that in the shopping mall during peak hours, the median localization errors increase
to 0.57m and 0.6m. Nevertheless, the errors remain at the sub-meter level. Thus,
ELF-based localization can tolerate nearby moving people to a certain extent.

3.6.6.4 Map aging.

Whether the map constructed by ELF-SLAM ages is evaluated. Specifically, at day
0, ELF-SLAM is used to construct a trajectory map. Then, the ELF-based local-
ization performance is evaluated multiple times during one month period. Fig. 3.23
shows the results. The median localization errors are 0.10m, 0.11m, and 0.12m at
day 0, 20, and 30, respectively. This suggests that the constructed map does not
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Figure 3.25: (A) Movements of furniture objects in a living room; (B) the
corresponding localization performance.

have a salient aging issue. In practice, a map can be continuously updated using
the latest data contributed by users, to mitigate any potential aging issue.

3.6.6.5 Audible noises.

The robustness of ELF-based localization against audible noises is evaluated. A
laptop computer is used to play video clips of different contents (music, speech, etc)
from Youtube to generate the noises. From Fig. 3.24, the noises have little impact
on the localization performance. This is because the system operates within the
near-inaudible frequency band. Thus, audible noises have a negligible impact on
ELF-based localization.

3.6.6.6 Space layout changes.

The layout changes of the target space may have an impact on the chirp reverbera-
tion processes. Thus, the furniture locations are deliberately changed in the living
room to evaluate such impact. Fig. 3.25a illustrates how the furniture objects are
moved. Specifically, five objects including a dining table, a tea table, a TV cabinet,
and two sofas are moved. One object is moved at a time. Fig. 3.25b shows the
localization error versus the number of moved objects. The error remains low when
the number of moved objects is less than 5. When all 5 objects are moved, the
mean localization error increases to 1.3m. If the trajectory localization is applied,
the mean localization error decreases to 0.3m as labeled by “5+IMU” in Fig. 3.25b.
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Therefore, the trajectory localization improves the robustness of ELF-based local-
ization against layout changes. In practice, a map can be continuously updated
using the latest data from the users to mitigate the impact of layout changes.

3.6.7 Trajectory Map Superimposition

The performance of the one-shot localization is evaluated on the map superimposed
from trajectory maps as described in §3.4.5.

3.6.7.1 Evaluation on a small-scale dataset.

Experiments are conducted in the living room. The route in Fig. 3.16a is followed
and two opposite directions are walked to generate different trajectory maps. Then,
the proposed CL approach is applied for map superimposition. Fig. 3.26 shows
the localization results. The plot labeled “same direction” is obtained when the
smartphone during the localization phase is in the same orientation as the used
map. The median localization error is 0.1m. The curve labeled “oppo direction” is
for the case when the smartphone during localization is in the opposite orientation
as the trajectory map. The median localization error increases up to 3.8m. The
increased error is due to the sensitivity of ELF to large phone orientation deviations.
The curve labeled “superimposed” shows the localization results using the map
superimposed via the CL approach. The median localization error is 0.1m, which
is the same as the “same direction” result. This small-scale experiment shows that
the map superimposed via CL can improve the ELF-based localization performance
when trajectory maps with opposite directions are available.
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3.6.7.2 Evaluation on a large-scale synthetic dataset.

This thesis also evaluates whether the floor-level CL can handle massive echo data
from many trajectory maps. This experiment omits trajectory map construction
and only focuses on evaluating the superimposition performance, in terms of the
one-shot localization error using the floor map. To allow the evaluation to easily
scale up, the pyroomacoustic simulator is used to generate a large-scale synthetic
dataset for an indoor space as shown in Fig. 3.28a. Data are collected at 4,000
spots in the grey area.At each spot, echo data are collected when the simulated
smartphone points to the directions as marked by the red arrows at spot A in
Fig. 3.28a. For each orientation, 100 echo traces with random perturbations are
collected to the orientation such that the traces are slightly different. As a result, a
total of 16 million echo traces are collected. The first four rows of Fig. 3.28b show
the synthetic echoes’ PSDs for four directions at spot A. They are slightly different
from each other. The last row of Fig. 3.28b shows the echo’s PSD at spot B. It is
different from all PSDs synthesized at spot A. This shows that the used simulator
can synthesize both the orientation- and location-dependent echoes. Note that,
from the estimation, collecting the same amount of data in the real world requires
about 400 hours of manual labor. This experiment using synthetic data focuses on
evaluating the scalability of map superimposition algorithm. The pilot deployment
of the system that crowdsources many users’ data for map superimposition is left
to future work.
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Figure 3.29: ELFs average similarity is (A) 0.34 before map superimposition
and (B) 0.76 after map superimposition.

Fig. 3.29 shows the spot A’s ELFs from directions 1 to 4 before/after map super-
imposition. The ELFs’ average cosine similarity is 0.34 before the map superim-
position. This value increases to 0.76 after applying the floor-level CL for map
superimposition. This result shows that map superimposition is effective in recon-
ciling the ELFs collected in different orientations. Fig. 3.27 shows the localization
results on the synthetic data. The plot labeled “diff direction” shows the CDF when
the CL-based map superimposition is not applied and the evaluated samples are
in a different phone orientation from that in the used map. The mean localization
error is 3.2m. This poor result shows the necessity of the CL-based reconciliation.
The curve labeled “superimposed” shows the results obtained using the floor map
constructed by the floor-level CL. The mean localization error decreases to 0.24m.
The supervised fingerprint approach is also employed as a baseline, which forms
the training dataset by labeling the echoes synthesized at the same spot with the
same location label and trains a DNN to classify the 4,000 spots. The CDF curve
labeled “supervised” shows the results. The mean localization error is 0.56m. The
supervised fingerprint approach is inferior to the proposed solution that performs
localization using the floor map.

3.6.8 Room Geometry Reconstruction

Evaluation environments: Experiments are conducted in two polyhedron-
shape rooms. The first one is a 4 × 6.5 × 2.8m3 living room filled with furniture
like TV and sofas. The second one is an 18×20×3.2m3 relatively empty exhibition
hall. In each room, a user holds the smartphone and walks along the sidewalls to
collect the IMU and the echo data.
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(a) Living room (b) Exhibition hall

Figure 3.30: Room construction results. The black curve on the xy plane
represents the rectified trajectory, the red curve represents the unrectified tra-
jectory.
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Figure 3.31: Room construction results.

Evaluation results: Fig. 3.30 shows the room reconstructions of both rooms.
The polyhedron labeled ”Un-rectified” is the estimated room shape using the un-
rectified IMU trajectory and the estimated wall distances. This plot represents
the essence of [31, 32], where the performance of the mapping relies on the ac-
curacy of the estimated IMU trajectory. The polyhedron labeled ”Rectified” is
constructed using the rectified IMU trajectory via the ELF-SLAM and the esti-
mated wall distances. The results show that the room geometry constructed upon
the rectified user trajectories is closer to the ground truth compared to those con-
structed using the un-rectified trajectories. The distances between the constructed
and the ground-truth walls are calculated to obtain the CDF of the room recon-
struction errors. Fig. 3.31 shows the results. The median construction errors for
the ”Un-rectified” approach are about 0.32m, and 1.2m in the living room and
the exhibition hall, respectively. The errors decrease to about 0.15m and 0.35m
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Figure 3.32: Model execution overhead.

for ”Rectified” approach, representing a 2× and 4× error reduction. Thus, the
room geometry reconstruction outperforms [31, 32] that rely on the un-rectified
IMU results.

The system requires the user to walk a full loop along the walls of a room. The
amount of data needed depends on the size of the room. Considering the average
human walking speed of 1.2m/s, the time needed for data collection is about 18 s
and 64 s in the living room and the exhibition hall, respectively. Thus, the data
collection for room geometry reconstruction incurs little overhead.

3.6.9 System Overhead

The computation overheads of the ELF extractor and real-time one-shot local-
ization are evaluated using the floor map on the Google Pixel 4 smartphone.
Pytorch-Mobile [113] is used to optimize and deploy the model. The compressed
model is about 96MB.

3.6.9.1 App’s response time and processor utilization.

When the ELF sequence length varies from 0.2 s to 1.6 s, from Fig. 3.32, the smart-
phone processor utilization remains at around 20%. The memory usage of storing
4, 000 spots’ ELFs is less than 4MB. The app’s response time is also measured,
which includes the times for extracting ELFs and matching the ELF trace against
the floor map. The response time increases from 0.18 s to 1.2 s, when the ELF
sequence length varies from 0.2 s to 1.6 s. The increased response time is from the
localization module, because the computation overhead of the feature matching in-
creases with the ELF sequence length. From Fig. 3.21, by setting the ELF sequence
length to be 0.6 s, the system achieves 0.1m median localization error, while the
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corresponding measured response time is about 0.5 s. Thus, the user can get the
localization result in about 1.1 s.

3.6.9.2 App’s network bandwidth and battery usages.

To continuously transmit echo and IMU data to the cloud server for map construc-
tion, the app’s bandwidth usage is around 90 kbps. This data rate is similar to
that of Advanced Audio Coding (AAC), a widely adopted standard for lossy au-
dio compression. Note that as the localization phase of ELF-SLAM is performed
locally on the phone, it requires no data transmission. The battery historian
[114] is used to estimate the app’s energy usage. The app’s energy usage per hour is
around 270mAh when the app performs localization continuously. This energy us-
age is similar to that of the Google Map app in continuous navigation, i.e., around
280mAh and much lower than a visual SLAM [115], whose energy consumption is
around 450mAh. Thus, the ELF-based localization system introduces acceptable
overhead.

3.7 Discussion

■ Concurrent use and security. It is common to have multiple users simulta-
neously use their smartphones for location sensing in the same indoor space. To
avoid signal collision, carrier-sense multiple access (CSMA) protocols can be im-
plemented in the ELF-SLAM system to manage the traffic. Specifically, when a
smartphone is about to transmit the chirp, it uses its microphone to detect whether
there is an ongoing echoing process. If so, the smartphone will defer the chirp play.
The ELF-SLAM can be vulnerable to malicious attacks. For example, attackers
can deploy speakers and play the sound in the used band to mislead the system.
The development of the defense mechanism will be considered in future work.

■ Domain adaptation across different devices. The microphone and speaker
hardware differences on smartphones could affect the performance of ELF-SLAM.
Several machine learning techniques are available to address the domain shift prob-
lem, e.g., data augmentation [7], few-shot learning [37], and adversarial learning
[116], etc. This thesis will explore an effective way to address device heterogeneity
in future work.
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■ Impact of inaudible sound to human. The experimental results in [117]
show that participants experience mild side effect after 20 minutes’ exposures in
frequency from 12.5Hz to 20 kHz with sound level from 44 to 71 dB. The played
chirp level on Google Pixel 4 is investigated by increasing the sound volume from
20% to 100%, and the corresponding sound level is found to be between 40 - 68 dB.
As shown in Fig. 3.19, ELF-SLAM requires less than 20min data collection in the
tested environment. Thus, ELF-SLAM will have little impact on humans within
tens of minutes of exposure.

■ Generalizing to other sensing modalities. The proposed feature learning
approach is general and can be applied to other sensing modalities. For example,
the same approach can be applied to human activity recognition (HAR) tasks. By
considering the characteristics of human movement, contrastive learning can be
applied to learn useful features from massively unlabeled IMU sensor data. Then,
a small amount of labeled data can be used to finetune the model to a specific
application. The generalization to other sensing modalities will be considered in
future work.

3.8 Summary

This chapter presents ELF-SLAM, an indoor smartphone SLAM system using
acoustic echoes. ELF-SLAM uses a smartphone’s audio hardware to emit near-
inaudible chirps and record acoustic echoes in an indoor space, then uses the
echoes to detect loop closures that regulate the IMU-based dead reckoning. To
effectively capture loop closures, this thesis designs a trajectory-level contrastive
learning procedure and applies it to the echoes to learn ELFs. Then, a clustering-
based approach is designed to remove the false detection results and curate the loop
closures. Third, the rectified trajectory map is applied to reconstruct the room’s
geometry. Lastly, the floor-level contrastive learning is designed to superimpose
the trajectory maps. Extensive experiments show that ELF-SLAM achieves sub-
meter accuracy in both mapping and localization, and outperforms both Wi-Fi
RSSI and geomagnetic SLAMs. The room geometry reconstruction also outper-
forms the latest echo-based systems.



Chapter 4

Conclusion and Future Work

4.1 Conclusion

This thesis identifies the label scarcity challenge in the development of machine
learning algorithms for efficient AIoT sensing. The root causes of label scarcity
arise from two aspects of AIoT sensing, i.e., difficulty in data annotation due to
the uninterpretable nature of IoT sensing data and run-time domain shift caused
by sensor characteristics or dynamically changing environment. This thesis ex-
ploits sensor and process characteristics to tackle label scarcity in AIoT sensing
applications.

The first study, PhyAug proposes data augmentation guided by sensor and process
characteristics to deal with domain shifts in AIoT sensing applications. The appli-
cation scope of PhyAug includes both IoT sensing and multi-media sensing. The
presented five case studies have distinct objectives and require deep models with
different architectures and scales, which demonstrate the versatility of PhyAug.
The extensive and comparative experiments show that PhyAug can recover sig-
nificant portions of accuracy losses caused by sensors’ characteristics and reduce
target-domain training data sampling complexity.

The second study, ELF-SLAM exploits the kinetic relationship of acoustic data and
designs customized contrastive learning procedures to learn a new echoic location
feature. The proposed contrastive learning procedures use synthetic training data
generated by the acoustic simulator for model pre-training. Then the pre-trained
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model is finetuned to the target indoor space using a few minutes of unlabeled
acoustic data. The ELFs learned via contrastive learning are used in a newly
developed indoor smartphone SLAM system for loop closure detection and user
trajectory rectification. The designed SLAM system achieves sub-meter accuracy
in both mapping and localization and outperforms Wi-Fi RSSI and geomagnetic
SLAMs.

4.2 Future Work

This thesis targets AIoT applications where the generation of data is governed
by certain first principles and exploits sensor and process characteristics to tackle
the label scarcity challenge. The promising results of DNN performance and the
reduction in data labeling encourage us to further exploit first principles to enhance
machine learning algorithms in physics-rich AIoT sensing. The future research
directions are summarized as follows.

Exploring new approaches for knowledge integration. Physics-informed
machine learning leverages the known prior knowledge to accelerate model train-
ing or improve the performance of machine learning algorithms. PIML-based DNN
models demonstrate superior performance in molecular properties prediction, fluid
flow inference, edge plasma dynamics modeling, etc. A recent review [6] classifies
the current PIML approaches into three categories based on their representation of
physics. The method based on observational biases utilizes the data generated by
the physical laws to guide the training of DNN models. The DNN models trained
on such data can capture the mechanism governing data generation. The method
based on the inductive biases focuses on designing specialized neural network ar-
chitectures with physical laws embedded. The study [118] provides an example
of this method, in which the cooling and heating units in a data center space are
incorporated into the architecture of the neural network for temperature predic-
tion. The method based on learning biases incorporates physical laws into the
DNN model’s loss function. This yields a more efficient model training due to
additional constraints imposed by the physical laws. The study [12] is an example
of this method, in which the free-fall law is incorporated into the loss function of
an object detection neural network. The approaches proposed in this paper belong
to the method based on observational biases. This method does not modify the
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existing DNN designs and learning algorithms, rendering it universally applicable.
The methods based on inductive biases and learning biases require redesigning of
neural network architecture and/or loss function. However, they bring the ben-
efits of a more accurate model, reduced data requirement in training, improved
model interpretability, and more robustness to noisy data, etc. Future research
can explore the possibility of integrating known physics using methods based on
the inductive biases and learning biases in AIoT sensing applications.

Handling intricate physical laws. This thesis uses the sensor and physical
processes that can be parameterized to address the label scarcity in AIoT sens-
ing. However, in many sensing applications, data generation can be governed by
intricate physical laws. Developing mathematical models to accurately describe
such physical laws can be difficult. Future research in handling intricate physical
processes can opt to design neural works to model and simulate the underlying
physical laws using the collected observational data. The neural networks can be
treated as the surrogate model of the physical law and can be further used for
data generation. For example, the recorded audio data in an indoor space is de-
termined by the room impulse response (RIR) and can affect the performance of
the deployed audio sensing model. The model adaptation can leverage the RIRs
generated in the target room and forms the target-domain data for model training.
However, the collection of RIRs requires specialized equipment and can involve sig-
nificant manual effort. Multiple simulation platforms are established to generate
RIRs by giving the parameters of a target room. As the actual RIR generation
involves intricate physical processes, the existing simulators either make simplified
assumptions about the room or require substantial predefined parameter tuning.
The DNN models are promoted for complicated physical process modeling. Ap-
plied in this problem, a DNN model can be trained to generate RIRs for a target
room. As such, the DNN model acts as a surrogate model of the physical laws
governing RIRs generation. Using neural networks for physical laws modeling has
the following advantages over conventional analytical approaches. First, neural
networks are capable of handling complex data whereas analytical modeling suf-
fers from the curse of dimensionality. Second, neural networks offer the flexibility
of finetuning using the newly collected data samples. Mathematical models usually
require handcrafted parameters and are less tunable.
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Physics-informed parameter tuning for online model transfer. The do-
main shifts in many AIoT sensing applications are caused by gradually changed
factors, such as the deterioration of the sensing devices and the changes in the am-
bient environment. Let ∆ denote the measurement of the feature distance between
the newly sensed data and the original source-domain data. ∆ can be quantified
based on the observed physical process governing the domain shifts. The measured
∆ is featured in increasing over time. A larger ∆ causes a more severe domain
shift. The existing solutions in addressing domain shifts focus on training-based
approaches. In future work, this thesis will explore the training-free approach based
on the measured ∆ for online model transfer. Specifically, a special neural net-
work architecture, Hypernet is used to generate the parameters of a target neural
network. The ∆ is used as the model input of a Hypernet during the training. At
the inference stage, by giving the ∆ based on a small amount of sensed data, the
trained Hypernet can generate the adjustment of parameters in order to adapt a
base model to a target domain. Different from the training-based approach that
can incur computational overhead for each target domain, using Hypernet for pa-
rameter generation is training-free and can adapt the model to a target domain on
the fly.
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