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Summary 
 

With recent advancement in optical transmission technology, WDM networks are able to 

offer huge capacity to meet the exponentially increasing demand. However, because network 

failures are capricious, without an efficient and fast recovery mechanism, they can cause 

huge data loss and therefore lead to severe disruption to network services and calamitous loss 

to end users. Hence, survivability is crucial to WDM networks carrying huge amount of 

unicast and multicast traffic. Compared with unicast traffic, multicast traffic suffers even 

more in a network failure. If a link/node in a multicast session fails, the traffic to all the 

downstream destinations of the failed link/node will be affected as well. In the past, extensive 

research has been directed to unicast traffic protection, due to its predominance. Recently, 

due to the rapid growth of multicast applications, such as video-conferencing, high definition 

television (HDTV), distance learning, multi-player on-line gaming, and so on, the problem of 

multicast traffic protection has started to draw more and more research interests.  

   To our best knowledge, the preconfigured protection cycle (p-cycle) based approaches, 

which have been intensively studied for unicast traffic protection, have not been investigated 

for multicast traffic protection yet. Thus, motivated by the impact of the network failures to 

the optical multicast traffic and the merits of p-cycles, this thesis focuses on development and 

investigation of p-cycle based protection approaches for optical multicast traffic protection.  

   The link-protecting p-cycle based approach for multicast traffic protection against link 

failure is analyzed first. The link protecting p-cycle based protection approach is shown to 

offer much better performance, compared with all other approaches. In particular, the joint 

optimization algorithm of p-cycle based link protection proposed achieves the best capacity 

efficiency among all algorithms for link failure recovery of static multicast traffic. For link 
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failure recovery of dynamic multicast traffic, the dynamic p-cycle algorithm proposed 

achieves the lowest blocking probability; whereas the p-cycle based protected working 

capacity envelope algorithm offers the fastest computational speed. However, the link-

protecting p-cycle based approach cannot handle node failure recovery.  

   Motivated by the serious impact of node failures, the tree-protecting p-cycle based 

approach is then proposed, which is an approach for combined node and link failure recovery 

of multicast traffic. However, the performance of the tree-protecting p-cycle based approach 

is limited by the difficulty of enumerating all disjoint tree sets. 

   To further improve the performance of p-cycles for optical multicast traffic protection, the 

node-and-link protecting p-cycle based approach for optical multicast traffic protection is 

then proposed for combined node and link failure recovery. The node-and-link protecting p-

cycle based protection approach is shown to be superior to the existing multicast protection 

approaches. In particular, the spare capacity optimization algorithm of the node-and-link 

protecting p-cycle approach achieves the best capacity efficiency for static traffic; whereas 

the efficiency score based heuristic algorithm of the node-and-link protecting p-cycle 

approach provides lowest blocking probability for dynamic traffic. 

Through these studies, the p-cycle based protection approaches are proven to be very 

promising for optical multicast traffic protection, in terms of capacity efficiency and recovery 

speed. The proposed p-cycle based protection approaches can prevent severe disruptions to 

network services and calamitous loss to network operator and end users. 
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SPA     Shortest Path Algorithm 

SST     Self-Sharing Tree 

ST     Steiner tree 

STS     Synchronous Transport Signal 

TaC     Tap-and-Continue 

ULSR    Unidirectional Line Switched Ring 

VoIP     Voice-over-IP 

VoD     Video-on-Demand 

VWP-OXC   Virtual Wavelength Path Optical Cross Connect 

WDM    Wavelength Division Multiplexing 

WI-OXC    Wavelength Interchanging - Optical Cross Connect 

WP-OXC    Wavelength Path - Optical Cross Connect 

WS-OXC    Wavelength Selective - Optical Cross Connect 

WSS    Wavelength Selective Switches 
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Chapter 1. Introduction 
 

1.1 Background and motivation  
 

   In the 21st century, people’s work and life has been greatly influenced by network 

technology.  Our daily life now becomes very dependent on the networks. Without networks, 

our life and the world would have been a totally different way today. The Internet, the global 

network of networks, connects millions of private and public, academic, business, and 

government networks, enabling users to share information along multiple channels. World 

Internet usage and population statistics, shown in Table 1-1, show that the world internet 

population has been tripling each year since year 2000 [1]. More and more people around the 

world are connected by the Internet, generating exponentially increasing demand and 

therefore rapidly increasing network traffic. 

Table 1-1: World Internet usage and population statistics (Source: Internet World 
Statistics (June 30, 2008) [1]  

World regions Internet Users % Population Usage growth 2000-2008
Africa 51,065,630 5.3 % 1,031.2 % 
Asia 578,538,257 15.3 % 406.1 % 
Europe 384,633,765 48.1 % 266.0 % 
Middle east 41,939,200 21.3 % 1,176.8 % 
North America 248,241,969 73.6 % 129.6 % 
Latin America/Caribbean 139,009,209 24.1 % 669.3 % 
Oceania / Australia 20,204,331 59.5 % 165.1 % 
World total 1,463,632,361 21.9 % 305.5 % 
 

   In the past, people sent emails, chatted using web messengers and surf webpage, with plain 

text as the dominant content. As the technology advances, these plain-text dominated services 

have been upgraded to multimedia dominated. For instance, lots of emails are sent with large 

sized attachments of images, sound or video clips.  Besides, people can talk and see each 

other over the Internet (e.g., voice-over-IP (VoIP) [2], video call [3]). They may also share 
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their photos or videos in either public websites or their own blogs [4]. Besides those 

conventional network applications, some other novel network applications ranging from, 

video-on-demand (VoD) [5, 6], video conferencing [7], E-learning [8, 9], HDTV [10], online 

virtual community [11], online gaming [12], peer-to-peer (P2P) services [13, 14], Internet 

banking [13-15], online stock exchange [16], online auctions [17], web search engine [18, 19], 

file sharing [20], web shopping [21-23], telemedicine [24] and so on, are becoming pervasive 

as well. However, those emerging multimedia dominated applications will rapidly increase 

the bandwidth demand of the supporting networks.  

   Because of the exponentially increasing user-demand for these broadband services due to 

the need for business, entertainment, information, communication, and so on, network traffic 

has been increasing drastically over the last two decades, as shown in Table 1-2 [25]. Wall 

street journal (June 16, 2008) reported that, Cisco projected a six-fold jump in Internet traffic 

between 2008 and 2012, as online multimedia has been growing rapidly and becomes the 

biggest driver of global data communications.  

Table 1-2: Internet traffic trends [25] 

Trend Doubling Period
Maximum Internet trunk speed in service 22 months 
Internet traffic growth 1969-1982 21 months 
Internet traffic growth 1983-1997 9 months 
Internet traffic growth 1997-2008 6 months 
Internet router/switch max speed until 1997 22 months 
Internet router/switch max speed after 1997 6 months 
 

   Meanwhile, with recent advancement in optical transmission technology and optical 

networking technology, the underlying optical WDM networks are able to offer huge 

bandwidth and process huge amount of data, in order to support exponentially increasing 

network traffic. However, with such high capacity demand and heavy dependence on optical 
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WDM networks, any network failure would lead to severe disruption to network services and 

calamitous loss to both end users and network operators.  

 

 

Figure 1-1: Causes of on-land fiber cable cuts for service breakdown [26] 
 
   In WDM networks, network failures consist of channel failures, link failures and node 

failures [27]. Channel failures are caused by the failure of some equipment related to 

particular channels, such as transmitter or receiver faults. However, channel failures are less 

frequent and easier to locate and repair. Network links are vulnerable to both human errors 

and natural hazards, because optical cables expand over long distance through various kinds 

of geographical areas, such as mountains and oceans. In addition, they are also difficult and 

costly to monitor and maintain. As a result, link failures are the predominant failures in 

optical networks. In contrast, node failures are unusual but more severe. A single node failure 

is logically equivalent to several concurrent link failures.  A comprehensive survey, whose 

results are shown in Figure 1-1, carried out by the National Engineering Consortium of USA 

showed that the major cause of the on-land fiber cable cuts is dig-up [26]. Most of the dig-ups 

are caused by construction procedure errors in sign placement, road grading/trenching, etc. 
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For undersea cables, the damages are mainly caused by water leakage, shark bites, ship 

anchors and earthquakes. 

 

 

Figure 1-2: Average service restoration time and cable repair time [26] 

 
  For metropolitan networks, the average fiber cable cut frequency is 13 cuts/year for 1000 

miles; while for long-haul networks, it is about 3 cuts/year for 1000 miles  [27]. This implies, 

for a network with total installed optical cable length of 100,000 miles, it experience 0.822 – 

3.562 cuts/day. The average service restoration time and cable repair time are shown in 

Figure 1-2.  An average time of 5.2 hours is required for manual service restoration for a 

network without any protection/restoration schemes; while the average complete cable repair 

time is 14.2 hours. As such, optical network service outage would cause tremendous revenue 

loss and service disruption. If the mean restoration time of 5.2 hours is applied, the data loss 

for 1 Tb/s WDM optical link would be accumulated to 18720 Tb.  As direct revenue loss 

caused by a major optical link is often quoted above US $ 100,000/minute [27, 28], for a 

mean 5.2 hours restoration time, the total loss is about US $ 31.2 million.   

    These may serve as a warning to us, but they may also serve as a strong motivation to 

research on network survivability, such as developing fast and efficient protection approaches. 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 1: Introduction

 

~ 5 ~ 
 

As network traffic mainly consists of unicast traffic and multicast traffic, network 

survivability is crucial to both unicast and multicast traffic in WDM networks. Nevertheless, 

multicast traffic suffers even more in a network failure. If a link/node in a multicast session 

fails, the traffic to all the downstream destinations along the failed link/node would be 

affected. The closer the link is to the source node, the more destinations would be affected. In 

the past, extensive research has been directed to unicast traffic protection, due to the 

predominance of unicast traffic. Recently, due to the rapid growth of multicast applications, 

such as video-conferencing, high definition television (HDTV), distance learning and multi-

player on-line gaming, the problem of multicast traffic protection has started to draw more 

research interests.  

   Most of current optical multicast protection approaches may be classified into four major 

categories: (i) tree-based protection approaches; (ii) ring-based protection approaches; (iii) 

path-based protection approaches; (iv) segment-based protection approaches. A detailed 

literature review of the above protection approaches is presented in Chapter 2. Among all the 

approaches, tree-based protection approaches are most-straightforward, but they were shown 

to be less efficient, and not suitable for sparse networks. Ring approaches are fast in recovery 

but the drawback is the inefficiency of resource unitization. Path/segment based approaches 

are famous for their efficient resource utilization, but they are slow in failure recovery. In 

path/segment based approaches, the complicated spare capacity sharing and complex 

restoration process makes the provisioning process too complicated, which is not desired by 

most network operators. Thus, considerable efforts are required to propose novel multicast 

protection approaches, which are both cost-effective and fast in recovery speed.  

 

 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 1: Introduction

 

~ 6 ~ 
 

1.2 Objectives 
 

   Hence, my research has been focused on developing multicast traffic protection approaches 

for optical multicast traffic with simpler operation mechanism and faster failure recovery 

speed, while maintaining comparable capacity efficiency or even to achieve better capacity 

efficiency. Among most unicast traffic protection approaches, the preconfigured protection 

cycle (p-cycle) methods offer both fast speed in restoration (because p-cycles are pre-cross-

connected) and high efficiency in resource utilization (because p-cycles protect both on-cycle 

and straddling links). So far, p-cycles based protection approaches have been intensively 

studied for unicast traffic protection, but have not been investigated for multicast traffic yet, 

to our best knowledge. 

   Thus, the objectives of my research are to study and research on p-cycle based approaches, 

in terms of protection mechanism, optimized integer linear programming (ILP) algorithms 

and heuristic algorithms to realize each approach, and investigating their effectiveness (e.g., 

capacity efficiency, blocking probability, etc) for optical multicast traffic protection in optical 

mesh WDM networks: 

   Firstly, to investigate and evaluate the link-protecting p-cycle based approach for multicast 

traffic protection against link failure recovery, in the context of both static multicast traffic 

and dynamic multicast traffic. 

  Secondly, to develop more advanced p-cycle based approaches, which are capable of 

handling combined node and link failure recovery, in the context of both static multicast 

traffic and dynamic multicast traffic.  
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1.3 Major contribution of the thesis 
 

The original contributions of this thesis are listed as follows: 

 The ILP-based spare capacity optimization of p-cycle based link protection algorithm 

(SOPL) and efficiency ratio based heuristic algorithm of link-protecting unity-p-cycle 

design (ERH) are applied to static multicast traffic protection against single link 

failure first. Results show that the SOPL outperforms the existing multicast protection 

algorithms for capacity efficiency. The performance of the ERH is close to that of the 

SOPL, but the ERH is much faster than the SOPL. (Chapter 3) 

 In order to achieve the least total capacity consumption, a joint optimization algorithm 

of p-cycle-based link protection (JOPL), and a non-joint optimization algorithm 

(NJOPL) are proposed. The JOPL design minimizes the total capacity used for setting 

up the multicast trees and configuring the p-cycles simultaneously, instead of 

optimizing the spare capacity only as in the SOPL. The JOPL is superior to the SOPL 

and the NJOPL, for link failure recovery of static multicast traffic. (Chapter 3) 

 For dynamic multicast traffic protection against single link failure, the performance of 

dynamic p-cycle (DpC) algorithm and p-cycle based protected working capacity 

envelope (PWCE) algorithm is evaluated first. Compared with the existing multicast 

protection algorithms, the dynamic p-cycle algorithm achieves the lowest blocking 

probability, whereas the p-cycle based PWCE algorithm offers the fastest 

computational speed.  (Chapter 3) 

 In order to combine the merits of the above two algorithms, a hybrid dynamic p-cycle 

and protected working capacity envelope (H-DpC-PWCE) algorithm is also proposed 

for multicast traffic protection, for the benefits of differentiating the multicast requests 

with different priorities. (Chapter 3) 
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 As link-protecting p-cycle based approach is not capable of the node failure recovery, 

this thesis extends the p-cycle concept to tree protection of optical multicast traffic for 

combined node and link failure recovery.  Tree protecting p-cycles protect the 

multiple mutually disjoint trees (or sub-trees) on end-to-end basis. In this approach, a 

p-cycle can be shared by multiple mutually disjoint trees. The capacity efficiency of 

the ILP-based spare capacity optimization of p-cycle based tree protection algorithm 

(SOPT) is close to that of the optimal path pair based approach. However, the tree-

protecting p-cycle based approach provides faster recovery speed, because p-cycles 

are pre-configured, and only the end nodes of trees (or sub-trees) handle the 

protection switching. (Chapter 4) 

 Since the ILP based algorithm is not scalable to large networks with a large number of 

multicast sessions, an efficiency score based heuristic algorithm of p-cycle based tree 

protection (ESHT) is proposed later. Its capacity efficiency is close to that of the 

SOPT, while offering faster computational speed and can be applied to dynamic 

multicast traffic protection for combined node and link failure recovery. (Chapter 4) 

 To further improve the performance of p-cycles for optical multicast traffic protection, 

the node-and-link protecting p-cycle based approach for optical multicast traffic 

protection is investigated in this thesis. The node-and-link protecting p-cycles protect 

all individual nodes and links, so as to achieve combined node and link failure 

recovery for multicast trees. The p-cycles are shared by nodes or links. For link failure 

recovery, the end nodes of the link are responsible for protection switching. For node 

failure recovery, one of the upstream nodes and one level of the downstream nodes 

are responsible for the protection switching. If all the nodes and links of all multicast 

trees are protected, these multicast trees are protected for combined node and link 
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failure recovery. Among all algorithms, the SOPN achieves the best capacity 

efficiency in static traffic. (Chapter 4) 

 Since the ILP based algorithm is not scalable to large networks with a large number of 

multicast sessions, an efficiency score based heuristic algorithm of node-and-link 

protecting p-cycle algorithm (ESHN) is proposed to provide faster computational 

speed and to be applied to dynamic traffic protection, while retaining the efficiency 

performance close to that of the SOPN. In the conducted dynamic traffic simulations, 

the ESHN outperforms the rest of the algorithms. (Chapter 5) 

 Finally, a detailed performance evaluation of both the static and dynamic multicast 

traffic protection for combined node and link failure recovery is provided in this 

thesis. (Chapter 5) 

 

1.4 Organization of the thesis 
 

   This thesis is organized into seven chapters. 

   Chapter 1 gives a brief introduction on the motivations, objectives, and major contributions 

of the work presented in the thesis and the organization of the thesis as well. 

   Chapter 2 reviews the current state of the research work on network resilience techniques in 

different layers first. The current research work on unicast/multicast traffic protection 

approaches in optical WDM networks is classified and reviewed for advantages and 

disadvantages in detail. Special focus is given to the p-cycle based approaches, which have 

been extensively studied for unicast traffic protection, but have not been investigated for 

multicast traffic protection yet.  

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 1: Introduction

 

~ 10 ~ 
 

Chapter 3 presents the link-protecting p-cycle based optical multicast traffic protection 

approach for link failure recovery. Some efficient link-protecting p-cycle based protection 

algorithms earlier reported for unicast traffic protection are applied for multicast traffic 

protection.  Some other novel link-protecting p-cycle based protection algorithms are also 

proposed and compared with the existing multicast protection algorithms. 

Chapter 4 presents the tree-protecting p-cycle based optical multicast traffic protection 

approach for combined node and link failure recovery, extending the p-cycle concept to 

multicast tree protection. Compared with the link-protecting p-cycle based approach, the key 

advantage of the proposed tree-protecting p-cycle based optical multicast protection approach 

is the node failure recovery. The novel algorithms proposed are compared with the existing 

multicast protection algorithms. 

Chapter 5 presents the node-and-link p-cycle based optical multicast traffic protection 

approach for combined node and link failure recovery. The novel algorithms proposed are 

compared with the existing multicast protection algorithms. The node-and-link p-cycle based 

optical multicast traffic protection approach is shown to outperform the current existing 

protection approaches. 

   Finally, Chapter 6 summarizes the work in this thesis and provides suggestions for the 

future research. 
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Chapter 2. Literature Review 
 

2.1 Introduction 
 
   This chapter reviews the current state of the research work in network resilience techniques 

for different layers, with special focus on optical layer protection approaches. Special focus is 

devoted to the p-cycle based approaches, which have been extensively studied for unicast 

traffic protection, but have not been investigated for multicast traffic protection yet. The 

optical multicast technologies and optical multicast protection approaches in optical WDM 

mesh networks are also discussed in details. The advantages and disadvantages of the existing 

optical multicast protection approaches are also compared.. 

   This chapter is organized as follows. Section 2.1 gives the overview. Section 2.2 describes 

the network resilience approaches in different layers. Section 2.3 reviews the optical unicast 

traffic protection approaches. Section 2.4 discusses the p-cycle based protection approaches 

for optical unicast traffic. Section 2.5 reviews the optical multicast technologies. Section 2.6 

reviews the current state of the research on optical multicast protection approaches. 

 

2.2 Network resilience approaches in different layers    

   According to the layered network model, network resilience approaches can be classified 

into four categories: (i) physical layer resilience approaches; (ii) optical layer resilience 

approaches; (iii) IP logical layer resilience approaches; (iv) multi-layer resilience approaches. 

Thus, this subsection briefly reviews resilience approaches in different layers. 
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2.2.1 Physical layer resilience approaches 

   As shown in Figure 2-1, survivability techniques in the physical layer focus on encasement 

and diversity [27]. In order to reduce the chances of cable cuts, fiber cables are buried deep 

into the ground. Cable pressurization provides a way to detect the cable break due to the 

sharp drop of the pressure. However, in order to prevent seepage of water, undersea cables 

are gel-filled instead of air pressurized.  

   Another possible way to survive from optical network failures is to duplicate every 

transmission path. The concept of “red and white” network proposed by T. Sawyer in mid-

1990s is to duplicate every component in the network and mark the working components and 

backup components as “red” and “white”, respectively [27]. A network rule is to ensure that 

“red” and “white” components are physically apart, in order to prevent “working and 

backup”-concurrent-failures. Network node failures, such as equipments faults, can also be 

recovered by redundant design, such as duplication of node equipments.  

 

 

Figure 2-1: General classification of physical layer resilience approaches 
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   Physical layer resilience approaches only serve as the primary guards (or precautionary 

measures) against physical damages to the telecommunication networks. Higher layer 

services after network failures cannot be recovered by the physical layer resilience 

approaches.  As a result, survivability schemes at higher layers are compulsory for 

guaranteeing good network performance.    

 

2.2.2 Optical layer resilience approaches 

   As shown in Figure 2-2, optical layer resilience approaches mainly consist of protection 

approaches and restoration approaches [27, 29, 30]. Protection approaches [31] are proactive, 

in which, protection routes are pre-identified and corresponding network resources are 

reserved in advance of network failures; while restoration approaches [32] are reactive, in 

which, restoration routes are identified adaptively based on the state of network at the time of 

failure.  

 

Figure 2-2: General classification of optical layer resilience approaches 

 
   Protection approaches are faster in recovery speed (because protection routes are pre-

identified and corresponding network resources are reserved in advance of network failures) 

and can guarantee full recovery, but they may not be efficient in resource utilization; whereas 
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the restoration approaches may outperform in network resource usage efficiency and 

flexibility, but they are slow in recovery speed (because restoration routes are identified 

adaptively based on the state of network at the time of failure).  

   In dynamic restoration, no spare network resources are reserved during normal operation. 

The network dynamically searches for the spare network resources available to recover the 

disrupted network services after a network failure occurs. However, it is slow because of 

spare network resources searching time and configuration time of the recovery paths. 

Moreover, full service recovery is not guaranteed, because the network may not have 

sufficient spare resources at the time of the network failure.  

   For network designs, there is a trade-off between service recovery time and resource 

utilization efficiency. A general criterion is to choose the resilience approach based on the 

most important requirements. In addition, another better proposal is to use a combined 

strategy, in which, a protection approach serves as primary guard to guarantee fast recovery 

speed, while a restoration approach can be used as the auxiliary method to increase resource 

utilization efficiency.  

   Based on the protection range, resilience approaches in the optical layer can be further 

classified into link based protection/restoration approaches and path/segment based 

protection/restoration approaches [33, 34]. Link based approaches are relatively simpler and 

faster than path based approaches, because only the end nodes of the failed link perform the 

switching. In contrast, in path/segment based approaches, end nodes of the paths/segments 

take actions. In general, path based approaches may achieve a better network resource 

utilization, but they are slow in service recovery [27, 32, 35].  

   Based on the resource reservation, protection approaches are divided into two categories: (i) 

dedicated backup approaches; (ii) shared backup approaches. In dedicated backup approaches, 

also called the “1+1” protection approaches, system resource reserved for a primary light path 
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cannot be shared by other primary light paths; whereas in shared backup approaches, the 

resource utilization is more efficient due to the system resource sharing. However, shared 

protection approaches are not capable of handling multiple concurrent failures sharing the 

common reserved spare resources.  

   Another classification is based on the failure independence. In the failure dependent 

approaches, the backup path is allowed to utilize links/nodes of the primary path except the 

failed link/node [27, 36]. On one hand, failure dependent approaches are more efficient than 

failure independent schemes. On the other hand, they are more difficult to implement, 

because of the complicated signaling process and extensive computing.  In failure 

independent approaches, the backup path is disjoint with the primary path [27, 36]. Hence, 

the failure recovery is independent of the exact location of the failure on that path. Failure 

independent approaches are easier to implement at the expense of more spare capacity 

required, compared with the failure dependent approaches. 

 

2.2.3 IP logical layer resilience approaches 

   Compared with physical layer and optical layer resilience approaches, the merit of IP 

logical layer resilience approaches is the ability of differentiating classes (or priorities) of 

protection. General logical layer resilience approaches include conventional (Internet 

protocol) IP approach and IP/ multi protocol label switching (MPLS) approach [37-39].  

   IP based approaches utilize logical topology reconfiguration to recover from logical IP 

router failures. In contrast to the optical layer resilience approaches, no spare capacity is 

reserved during normal operations in IP based approaches. In conventional IP restoration 

approaches, open shortest path first protocol (OSPF) and border gate way protocol (BGP) are 

used to update the routing tables network-wide for rerouting after the failure, through 

advertising messages. However, the signaling and updating processes are relatively slow. 
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   The MPLS is a newly introduced tunneling transmission algorithm, which uses label 

switching for fast forwarding and routing flexibility. It establishes separate label paths with 

quality of service (QoS) provision to meet different performance requirements of aggregated 

traffic flows. The MPLS based protection approach uses a preconfigured backup label 

switched path (LSP) for local protection or path protection, which is similar to link protection 

and path protection in the optical layer. The upstream label switched router (LSR) or 

protection switch LSR (PSL) decides whether data are forwarded along the primary (working) 

LSP or along the backup LSP. The downstream LSR or protection merge LSR (PML) simply 

merges both primary and backup LSPs into a single outgoing LSP. Merging avoids the need 

for protection switching in the PML by simply forwarding data through either the working or 

the backup LSP, along the outgoing LSP. Multiple LSPs are multiplexed into a single 

composite LSP by label stacking, in which, another aggregate LSP label is inserted before the 

label of each individual LSP’s label. The MPLS restoration approach is efficient in resource 

utilization, because no spare network resources are reserved during normal operation.  

Network resources are consumed by an LSP only when carrying traffic. However, similar as 

IP restoration, the MPLS rerouting suffers from long convergence time, temporary 

instabilities and looping.  

   Generally, logical layer approaches are slow and best effort in nature.  Besides, higher layer 

restoration approaches face the problem of unpredictable physical-to-logical fault 

multiplication.  

 

2.2.4 Multi-layer resilience approaches 

   Most multi-layer resilience approaches under research deploy the concept of intelligent 

optical networking [33, 40, 41] by means of global/local logical topology reconfigurations. 

Designing multi-layer resilience approaches faces some challenges like inter-layer 
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coordination, inter-approach coordination, spare capacity allocation and so on. For instance, 

the problem of making the decision between providing resilience at higher or lower layers, or 

at several layers together. Is the ordered response better or simultaneous response better? In 

addition, for well-managed coordination, a resilience mechanism must not violate the 

requirements of another. Currently, there are mainly three approaches for multilayer 

survivability schemes under research: (i) uncoordinated approach; (ii) sequential approach; 

(iii) integrated approach. Despite of the simplicity, the risk of uncoordinated approach is the 

contention of spare capacity and destructive interference, if parallel recovery actions are 

triggered [40]. For the sequential approaches, because of the implementation complexity, the 

bottom-up approach is preferred to the top-down approach. By using either a hold-off timer 

or interlayer signals, protection/restoration responsibility is transferred from one layer to 

another layer, if the failure cannot be recovered at the current layer. The hold-off timer 

method is simple, but the drawback is the inefficiency in some scenarios where the higher 

layer recovery is delayed even if the lower layer is not capable of handling the service 

recovery.  

   The integrated approach requires full knowledge of the states of all the network layers. It is 

the most flexible approach but also the most complicated approach. Integrated multilayer 

survivability strategy requires inter-layer signaling to prevent the recovery action in one layer 

if another layer has already taken protection/restoration actions [40].  

 
 
 

2.3 Optical unicast traffic protection approaches 

   Among the resilience approaches in all the layers, optical layer protection approaches draw 

the most research interests [42]. Due to the physical-to-logical multiplication problem [37], it 

is preferred to protect against the physical failure in lower layers, before it expands to several 

simultaneous logical failures in higher layers. Benefits of providing survivability mechanisms 
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in the optical layer include fast, efficient service recovery and low implementation 

complexity. Compared with higher layer resilience approaches, optical layer protection 

approaches recover fewer and larger blocks of traffic, and leading to easier restoration, 

especially for fiber cuts [33, 43]. Generally, logical layer approaches are best effort in nature. 

Higher layer resilience approaches may have to wait alarms from lower layers, for recovery 

switching. Also, the signaling and updating process of the failure within the same layer is 

relatively complicated (it is usually required to update the routing tables network-wide for 

rerouting after the failure, through advertising messages, according to the protocols), 

compared with optical layer approaches. Besides, higher layer restoration approaches face the 

problem of unpredictable physical-to-logical fault multiplication. An optical layer failure may 

manifest itself as multiple faults in logical layers. There are two types of optical network 

traffic, namely, optical unicast traffic and optical multicast traffic.  

 

Figure 2-3: Optical layer unicast protection approaches 
 

   As shown in Figure 2-3, major optical unicast traffic protection approaches include ring 

based approaches, mesh based approaches and p-cycle based approaches [44], each of which 

will be discussed later. 
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2.3.1 Ring based approaches 

   SONET and SDH networks are generally deployed as a ring topology [45] due to its high 

degree of network survivability [46]. There are three choices available for ring based 

protection [47-54]: (i) unidirectional or bidirectional; (ii) line switching or path switching; (iii) 

two or four fibers in a span. Line switching moves all signal channels of an entire OC-N 

channel to the protection fiber, whereas path switching moves individual sub-channels within 

an OC-N channel. The unidirectional line switched ring (ULSR) approach [55-58] deploys a 

dual ring topology to provide reliability and robustness, in which, the primary ring is used for 

data transmission, while the secondary ring remains idle during normal operation and is 

activated in case of failure of primary ring. In the unidirectional path switched ring (UPSR) 

[59, 60] approach, both fibers carry the identical signals. The destination node continuously 

compares the quality of each signal and chooses the signal from the protection path in case of 

severe degradation or loss of the signal in the working path. In the bidirectional line switched 

ring (BLSR/2 and BLSR/4) [61-64] approach, the shortest path algorithm is implemented. 

   Because half of the capacity in each fiber is reserved for protection, the redundancy of ring 

protection approaches is at least 100%. Thus, the drawback of ring protection approaches is 

the inefficient usage of the expensive bandwidth resources of the network. However, because 

only the end nodes of the failed link take action, the ring protection approaches is quite fast, 

less than 50ms.  Due to the fast speed, some researchers also have been examining the 

feasibility and performance of deploying ring protection approaches in the mesh WDM 

networks [65-68].  

 

2.3.2 Mesh based approaches 

  Mesh networks, which consist of an arbitrary interconnection pattern, are becoming more 

and more popular as the backbone choice [69, 70]. As WDM networks are evolving from ring 
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topologies to mesh topologies, research became active on mesh protection approaches. 

Several famous mesh protection approaches, such as the shared backup path protection 

(SBPP) approach [71-75], the optimal diverse routing (ODP) approach [76-78], the short leap 

shared protection (SLSP) approach, and the generalized multiprotocol label switching 

(GMPLS) based protection approach were proposed.  

   Among all the well-known unicast traffic protection approaches, the shared backup path 

protection (SBPP) approach receives considerable research interests [79]. This approach 

allows the link-disjoint primary paths to share reserved spare capacity, and thereby achieves 

high resource efficiency and low blocking probability for dynamic traffic protection [79]. The 

SBPP approach [79-86] is a kind of failure independent path oriented protection algorithm, so 

the exact failure location is not important in the SBPP approach. Spare capacity can be shared 

by mutually failure disjoint (no common failure elements) primary working paths in order to 

maximize the efficiency. The constraint of disjoint primaries is to ensure that the primaries do 

not fail simultaneously upon a single failure, so that there is no contention for the common 

spare capacity simultaneously. The SBPP approach has been intensively studied as the 

solution to the problem of network survivability under such a dynamic scenario. This is 

primarily because the SBPP approach can achieve a significant reduction in spare capacity by 

sharing the spare capacity across multiple failure-independent connections.  

   However, because resources along the protection paths are shared, cross-connects along the 

protection paths are not configured at the connection setup; instead they are only configured 

when a failure actually occurs. This introduces additional delays to signal at the intermediate 

nodes, thus increasing restoration time significantly compared to those methods where 

protection paths are pre-configured (pre-fixed) for the intermediate nodes. As a result, similar 

to other path-oriented approaches, the disadvantage of the SBPP approach is relatively slow 

service recovery, mainly because of the delay in signaling process and configuration process. 
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Besides that, because a two-step approach is followed, the performance of the SBPP 

approach depends on network topology. The SBPP approach is not suitable for network with 

redundant degree-two nodes, because there are occasions in which the disjoint backup 

secondary path is not feasible if the shortest route is taken by the primary path.  

   In contrast to the two step process in the SBPP approach, the ODP approach solves this 

problem by looking for a pair of disjoint paths concurrently. One of the paths is used for 

signal transmission, while the other is reserved for backup.  

   The shared segment protection approach [27, 87-91] (e.g., SLSP approach [92]) protects 

segments of the paths instead of the whole path. The backup path is only required to be 

segment-disjoint with the working path rather than fully-disjoint, which improves the 

resource sharing by relaxing the disjoint requirement at the cost of higher complexity. Single 

node failure recovery can be recovered by defining overlapping protection domains around 

the nodes.   

   The GMPLS approach [93-96], which is an extension of the MPLS logical layer approach 

in the optical layer, combines the advantages of both MPLS traffic engineering and WDM 

optical transmission technology [97]. Similar to the automatic protection switching (APS) 

approach, the GMPLS protection approach also offers 1+1, 1:1, 1:N, M:N options for span 

protection or path protection [97, 98].  

  In conclusion, although mesh protection approaches are much more efficient than the ring 

protection approaches, they also have the limitations of slow service recovery. 

 

2.3.3 Link/path based restoration approaches 

   The above protection approaches are faster than restoration approaches because the spare 

capacity is reserved before failures. However, restoration approaches may achieve higher 

resource utilization efficiency.  
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   Generally, restoration approaches can be divided into two groups: the span restoration 

approaches and the path restoration approaches [30, 99]. The span restoration approaches 

[100-102] only look for the restoration paths around the failed link; whereas the path 

restoration approaches provide service recovery on an end-to-end basis. In the path 

restoration approaches [103-105], the eligibility of working and restoration paths for all node 

demand pairs must be considered. All the light paths disrupted by the failure need to be 

identified and multiple backup paths are required to be produced simultaneously. In the path 

restoration approaches, service recovery is failure specific/dependent, based on the network 

state after failures. The restoration path may reuse the survived portions of the failed path by 

means of stub release or stub reuse. In path restoration approaches with stub release, all the 

survived portions and the freed capacity become available for restoration process. Path 

restoration approaches without stub release are like the SBPP approach, but the recovery 

action is after failure. Stub reuse is a kind of scheme between two extremes: with or without 

stub release. Path restoration approaches are simplified by using stub reuse, because it is free 

to choose which survived portion of the failed path to use and which portion to retain. 

Although stub release/reuse and wider area search make the restoration process more capacity 

efficient, the actual implementations face some challenges, such as failure location 

identification and real-time signaling. In general, path restoration approaches are more 

capacity efficient than span restoration approaches, because restoration is based on a wider 

region of the network, increasing the alternatives available for optimization.  

 

2.4 p-cycle based protection approaches for optical unicast traffic 
 

  Two main optical network protection approaches presented above are the ring based 

approaches and the mesh based approaches. Because only the end nodes of the failed link or 
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the failed node handle the protection switching, the ring protection approaches offer fast 

recovery speed (within 50ms) [106]. However, at least half of the capacity is reserved for 

protection, so the redundancy [27] for ring schemes is at least 100%. Although mesh 

algorithms offer low redundancy (high efficiency), compared with ring algorithms, they are 

more complex and slower, because of the signaling, backup paths configuration, and recovery 

switching.  

   The preconfigured-cycle (p-cycle) [44], proposed by W.D. Grover in 1998 [106] bridges 

the ring-mesh dichotomy, combining the rings’ simplicity, fast speed in switching, and the 

meshes’ flexibility in routings and efficiency in resource utilization [107]. The original 

proposal of p-cycle technique is a type of shared link protection approaches for survivable 

WDM mesh networks. In other words, it is called link-protecting p-cycle based approach. p-

cycles, which are closed loop structures, are fully preconfigured at OXCs in the networks. 

Because p-cycles are formed in the spare capacity of the network [108], the network traffic 

routing flexibility retains. 

  The secret behind the achievement of mesh-like efficiency for p-cycle, which is also the 

most significant and distinguished feature of p-cycles compared to rings, is the protection of 

straddling links (spans), in addition to on-cycle links (spans). Ref. [107] gives the theoretical 

substantiation for p-cycles and shows that p-cycles have the same lower bound on 

redundancy (the ratio of spare capacity to the working capacity [27]) as that of the span-

restorable mesh network, namely the well-known limit of 1 / ( 1)d , (d is the average span 

degree of nodes in the network). The lower bound can be reached if and only if Hamiltonian 

p-cycles are used [107, 109].  

   Cycle search is an offline process ahead of any optimization processes [108, 110]. Lots of 

approaches have been published on identification of p-cycles for a given network. In general, 

cycles can be identified by four classical approaches [110, 111]: (i) circuit vector space 
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approach [111]; (ii) backtracking approach [111, 112]; (iii) adjacency matrix approach [111]; 

(iv) edge-digraph approach  [68, 113]. p-cycles can be constructed using either ILP 

algorithms [114, 115] or heuristic algorithms [116, 117]. One of the heuristic algorithms is to 

identify cyclic node-disjoint paths pair between two nodes [68]. As the size of the network 

increases, the number of cycles increases exponentially [110], which makes the algorithm 

very time-consuming. The straddling link algorithm (SLA) proposed in [110] enumerates a 

small subset of primary cycles  of a network graph first. Operations such as Add and Join in 

[27] , SP-Add, Expand, and Grow in [118] were defined for creating new p-cycles with more 

straddling span relationships and hence higher efficiency, based on the set of SLA primary 

cycles. Some other work focuses on enumerating cycles during the ILP optimization [114, 

115]. An recursive ILP algorithm is proposed for cycle search in [115]. An improved ILP 

algorithm is proposed based on flow conservation [114].  

  Because p-cycle based protection approaches are currently the only protection techniques to 

enjoy both ring-like speed and mesh-like efficiency [107], they have been drawing more and 

more research interests. Comprehensive reviews of the p-cycle concept and p-cycle based 

protection approaches can be found in [27, 44, 119]. 

   In the following three sub-sections, a brief review is presented on the three main types of p-

cycle based protection approaches for optical unicast traffic: (i) link-protecting p-cycle based 

approach; (ii) path/segment-protecting p-cycle based approach; (iii) Node-encircling p-cycle 

based approach. Lastly, a brief overview of the research on the reliability analysis of p-cycles 

will be given.  

 

2.4.1 Link-protecting p-cycle based approach 

   As shown in Figure 2-4, link-protecting p-cycles protect any link (span) with both end 

nodes on the cycle (either an on-cycle link or a straddling link). Similar to other link-oriented 
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approaches, only the end nodes of the failed link perform the protection switching. Failure 

detection time, failure localization time, notification time and rerouting time are much shorter 

than those in path oriented approaches. Also, because p-cycles are preconfigured, the 

configuration time is eliminated.   

Many ILP algorithms and heuristic algorithms [118, 120] were proposed for link failure 

recovery using link-protecting p-cycles. The ILP optimized designs can be further classified 

into spare capacity optimized designs [106, 108] and joint optimized designs [121, 122]. 

Based on the number of concurrent failures to combat, they can be also classified into three 

categories: (i) single failure recovery algorithms [106, 108, 120]; (ii) double failure recovery 

algorithms [123-126]; (iii) multiple failure recovery algorithms [127, 128]. Some researchers 

also work on the problem of shared risk link group (SRLG) protection [129]. In contrast to 

the conventional p-cycle designs against single network failure, reconfigurable edge-disjoint 

p-cycle concept was introduced to combat against multiple failures in [130]: one p-cycle can 

only protect a single on-cycle or straddling link failure; therefore, if the p-cycles are 

physically disjoint so that multiple link failures happen in such a way where at most one 

failure on one p-cycle, the p-cycles will be able to protect against such multiple failures. 

Nevertheless, it is difficult to calculate the probability of failures taking place concurrently. 

Hence, shorter p-cycles are preferred, because longer p-cycles need more spare capacity and 

are more vulnerable to network failures [127] (because of more links traversed), although 

longer p-cycles tend to be more efficient. 
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(a)             (b)          (c) 

Figure 2-4: The link protecting p-cycle concept 

 

Most of the algorithms reviewed above focus on the static traffic protection. For dynamic 

traffic, the demands arrive at the network one by one in random manner, without advance 

information [131]. The p-cycle algorithms for dynamic traffic protection in WDM networks 

were studied in [131-133]. In [132], three typical p-cycle reconfiguration strategies were 

presented. Strategy 1 reconfigures all p-cycles upon the arrival of a new request; whereas 

strategy 2 attempts to reuse the existing p-cycles to protect current demand and add new 

cycles if required. Results in [132] showed that strategy 1 achieves better blocking 

performance, while strategy 2 require less computational time. Strategy 3 combines the 

merits of former 2 strategies and achieves the best blocking performance, which is close to 

that of the well-known shared backup path protection (SBPP) approach [79]. Compared with 

SBPP scheme, the advantages of the p-cycle-based protection algorithms lie in its fast 

restoration speed and simplicity of signaling process [132]. 
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Figure 2-5: Illustration of the concept of protected working capacity envelope (PWCE) 

 

The protected working capacity envelope (PWCE) structure [134] is a milestone in the 

research of network protection. In the p-cycle based PWCE algorithms proposed in [135, 

136], the capacities in the network can be viewed to be partitioned into two sub-layers as 

shown in the Fig. 2-5. The first step is to reserve some spare capacity on each edge to 

configure the p-cycles  (the right upper sub-layer shown in the Fig. 2-5), in order to form a 

fixed static optimized envelope of protected working capacities (the right lower sub-layer 

shown in the Fig. 2-5). The amount of spare capacities reserved on each link are optimized by 

ILP algorithms [135, 136]. The remaining task is simply to route the dynamic traffic in the 

preconfigured PWCE. As long as a request can be routed within the preconfigured envelope 

(lower sub-layer), it is automatically protected, which greatly simplifies network management 

and reduces the processing complexity.  

The fixed PWCE structure performs well in statistically stationary random dynamic traffic, 

but not in statistically evolutionary traffic [137]. For statistically evolutionary dynamic traffic, 

a more advanced structure, the adaptive PWCE (APWCE) is proposed in [137], to 

reconfigure the envelopes to match the actual traffic load pattern, in order to maintain the 

network blocking performance within an acceptable level. The reconfiguration of the 
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protected working capacity envelope is either periodically triggered or triggered by alarms of 

blocking probability measurement. 

 

2.4.2 Path/segment-protecting p-cycle based approaches 

   Other milestones in the research of p-cycles include the path protecting p-cycle based 

approach (the failure-independent path protecting (FIPP) p-cycle approach [36] and the 

protected working light-path envelope (PWLE) approach [138]) and the segment protecting 

p-cycle based approach (the flow-p-cycle approach [139]). They extended the original link 

protecting p-cycle concept to path/segment protection. As the names implies, path/segment 

protecting p-cycles protect path/segment as a whole, instead of protecting each node and link. 

For link failure recovery, paths/segments have to be mutually disjoint to share the cycle.  

   There are mainly three strategies for FIPP p-cycle based approach. The first strategy looks 

for a disjoint route set (DRS) for each candidate cycle in ILP, and then select the most 

efficient set of cycles by ILP optimization [36]. However, the number of disjoint constraints 

increases exponentially with the demand. Therefore, the limitation of strategy 1 is the 

inability of handling large demands.  

   Instead of forming DRSs for each candidate p-cycle, the second strategy is to generate DRS 

sets as candidates first and then identify the corresponding most efficient FIPP p-cycles [140]. 

All possible combinations of DRSs have to be enumerated, strictly for optimization purposes. 

However, the number of combinations increases exponentially with the demand as well. 

Hence, an algorithmic approach is proposed in [140] to generate a promising random subset 

of all DRSs for optimization. Strictly speaking, strategy two is not an optimized design, but it 

can be called an ILP heuristic algorithm. Although the drawback of strategy two is that its 

capacity efficiency is inferior to that of the first strategy, it is much faster in computational 

speed.  
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   The third strategy solves the combination of DRS sets and the selection of the p-cycles 

concurrently, through ILP joint optimization [141, 142]. The joint optimization strategy 

provides significant capacity savings, compared with the first two strategies [141]. The 

limitation of the third strategy is the restriction of the routing: the number of paths for each 

demand is limited.  

   Distinct with the PWCE approach which protects link working capacity, the protected 

working light-path envelope (PWLE) approach [138] protects the light-paths on an end-to-

end basis, and was reported to have higher capacity efficiency [138]. However, one of the 

limitations of the proposed PWLE approach is that the length of light-paths is limited to only 

3 physical hops, which is not practical. 

Compared with link-protecting p-cycles, path/segment protecting p-cycles can yield 

significant spare capacity reduction [139] and also provide an inherent means of transit flow 

protection against node loss.  

 

2.4.3 Node-encircling p-cycle based approach 

   The concept of node-encircling p-cycle (NEPC) based approach was first introduced in 

[143] for router failure recovery in the IP layer. A p-cycle is an NEPC for a particular node if 

it contains all of the node’s neighboring nodes (i.e., those nodes connected directly to it with 

a link) but not the node itself, in order to recover the failure of this node [144]. Upon failure 

of this particular node, a bidirectional NEPC can provide two backup paths for the affected 

transiting flow. The cross-layer restoration approach is proposed in [144, 145]  to protect 

against optical layer link failures and IP/MPLS layer router failures using NEPCs. 

   Three strategies are proposed in [144]. The first strategy looks for a dedicated NEPC for 

each node, but it is not so cost-effective. It consumes 189% of the spare capacity, compared 

with the link failure recovery bench mark. In the second strategy, the nodes are able to share 
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the NEPCs, and a set of link-protecting p-cycles and NEPCs are selected for node failure 

recovery and link failure recovery respectively, which reduces the spare capacity, compared 

with the first strategy. In the second strategy, the backup traffic is split evenly on both 

direction of the NEPCs, whereas in the third strategy, the ILP model can determine which 

side of the NEPCs the backup traffic would flow, which improves the capacity sharing [144].  

   The proposal of NEPC based protection approach exploits a new way of node failure 

recovery. However, it is not so cost-effective to apply the NEPC based protection approach 

for node failure protection in the optical layer [144]. 

 

2.4.4 Availability analysis of p-cycle based protection approaches 

   The most common aim in designing a survivable network is to achieve restorability against 

all single link failures, with a minimal investment in spare capacity. This leaves dual-failure 

situations as the main factor to consider in quantifying how the availability of services 

benefits from the investment in restorability [146, 147]. Hence, most research publications on 

availability investigation of p-cycle based protection approaches are mainly based on dual-

failure analysis. 

   The availability (reliability) analysis [148] of link-protecting p-cycles presented in [149, 

150] suggests that limiting size of p-cycles allows much higher availability, but at the cost of 

lower capacity efficiency. The efficiency of p-cycles comes essentially from the protection of 

straddling spans. However, the more the straddling spans, the lower the service availability. 

The mean time to failure (MTTF) analysis of link-protecting p-cycles presented in [151-153] 

showed that although p-cycles are better than traditional protection rings [154] in terms of 

cost efficiency, the latter surpass the former when the reliability measures are taken into 

account. Similar to link protecting p-cycles, as the size decreases, FIPP p-cycles tend to be 

less efficient, but the service unavailability decreases [155]. These results in the literature 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 2: Literature Review

 

~ 31 ~ 
 

suggest that there is a tradeoff between capacity efficiency and availability for network 

protection design: more spare capacity sharing leads to less unavailability.  

 

2.5 Optical multicast 

   Unicast is a network method for transmitting information to a single destination, whereas 

multicast is a network method for the delivery of information to a group of destinations 

simultaneously, using the most efficient strategy to deliver the messages over each link of the 

network only once, creating copies only when the links to the multiple destinations split. The 

previous sections of this chapter have discussed extensively on optical unicast traffic 

protection approaches, with special focus on p-cycle based protection approaches. This 

section and thereafter focus on optical multicast and its protection approaches. 

   The word "multicast" is typically used to refer to IP multicast [156-159], which is often 

employed for streaming media and Internet television applications [160, 161]. In IP multicast, 

the implementation of the multicast occurs on the IP routing level, where routers create 

optimal distribution paths for data sent to multiple destinations in real-time.  

   Optical multicast [162-169] is a technique to deliver information to multiple destinations in 

the optical layer. Optical multicast is realized by light trees [167], which are point-to-

multipoint extension of light paths (point-to-point optical connections) . The light trees may 

be implemented by employing multicast capable optical cross connects (MC-OXCs) [164, 

170]. Light tree approach is an efficient optical multicast technique, since the same channel 

(bandwidth) on the tree branches can be shared by multiple destinations [171]. Recently, due 

to the rapid growth of multicast applications, such as video-on-demand (VoD) [5, 6], video 

conferencing [7], E-learning [8, 9], HDTV [10], online virtual community [11], online 

gaming [12], peer-to-peer (P2P) services [172, 173], Internet banking [13-15], online stock 

exchange [16], online auctions [17], file sharing [20] and so on, the problems of optical 
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multicast have been drawing strong research interests. The research work on optical multicast 

can be classified into four categories:  

(1) Optical multicast node structure 

(2) Optical multicast routing and wavelength assignment 

(3) Optical multicast performance modeling and control plane functionality 

(4) Optical multicast protection 

   The work in each of the first three areas is briefly reviewed below, while a detailed review 

of the research work belonging to the last category of optical multicast protection is presented 

in section 2.6. 

 

2.5.1 Optical multicast node architecture (hardware building block) 

   Optical multicast node architecture is the most important hardware building block to realize 

optical multicast. Optical multicast can be realized during the OEO conversion at an OXC, 

creating multiple identical streams only when the links to the multiple destinations split. 

Optical multicast can be also achieved by just establishing separate light-paths from the 

source to every destination. To realize a basic multicast connection, a light splitter and some 

wavelength converters may be needed. A splitter is a passive device used to distribute the 

input signal to all outputs, providing multicast in the optical domain without buffering.  

    

(a)   (b)     (c) 

Figure 2-6: Three multicast models in a WDM multicast network: (a) MSW; (b) MSDW; 

(c) MAW [174] 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 2: Literature Review

 

~ 33 ~ 
 

 
  A light splitter splits a signal on a wavelength to a set of signals on the same wavelength, 

while a wavelength converter converts a signal on one wavelength to another wavelength. 

Optical splitters are made of glass and therefore inexpensive; whereas wavelength converters 

are expensive. Three multicast wavelength conversion architectures are presented in  [174], 

as shown in Figure 2-6: (i) the multicast model with same wavelength (MSW); (ii) the 

multicast model with the same destination wavelength (MSDW); (iii) the multicast model 

with any wavelength (MAW). The number of wavelength converters needed may vary from 

one multicast model to another. 

    In the MSW model, no wavelength converter is required. In the MSDW model, all output 

signals must use the same wavelength, which may be different from the input wavelength. In 

the MSDW model, one wavelength converter is needed for each multicast connection, which 

can be placed just in front of the splitter. The MAW model corresponds to a splitting node 

with full wavelength conversion (i.e., the incoming signal and the outgoing signals may all 

use different wavelengths).  In the MAW model, the number of wavelength converters 

needed for each multicast connection is no less than the fan-outs of the multicast connection, 

since at least one wavelength converter is needed at each output of the splitter. The above 

discussion suggests that the stronger a multicast model is, the more the number of wavelength 

converters it may require, and therefore the higher the cost, which implies cost-performance 

trade-offs. 

   From the point of view for resource optimization [171], it is more economical to use 

multicast  capable optical cross connects (MC-OXCs) with different degrees of splitting 

capabilities to eliminate redundant traffic on certain links. The MC-OXC is the key device for 

optical multicast node and directly affects the performance of the optical multicast services in 

WDM networks [175-177].   Based on the wavelength conversion capability [174], MC-

OXCs can be classified into three categories: (i) without wavelength conversion capability; (ii) 
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partial wavelength conversion capability; (iii) full wavelength conversion capability. Another 

useful device is multicast capable – reconfigurable optical add and drop multiplexor (MC-

ROADM) [178].  

   In a WDM network, besides the power splitting and wavelength conversion capabilities, 

optical switching capability is also required to realize optical multicast. Thus, generally 

speaking, an MC-OXC consists of two key hardware components: the power splitter and the 

splitter-and-delivery (SAD) switch [164]. A SAD switch structure is proposed to build MC-

OXCs in [170].  

 

Figure 2-7: Splitter-and-delivery (SAD) switch [170] 

 

   Figure 2-7 shows the proposed L x Q SAD switch structure. An input light-beam is 

initially split to branches. The optical gate (G) is used to reduce the crosstalk. Each branch is 

switchable to an associated output port by a 1 x 2 optical switch (SW). Therefore, any input 

can be connected to none, one, more or all the output ports. This features a strictly non-

blocking property and multicasting capability [170]. The SAD switch can be deployed as a 

stage of larger OXCs. Three possible structures of OXCs are proposed in [170]: a wavelength 
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path OXC (WP-OXC) and two virtual wavelength path OXCs (VWP-OXCs), the difference 

of which depends on the wavelength conversion capability. A WP-OXC is a wavelength 

selective optical cross connect (WS-OXC), and a VWP-OXC is a wavelength interchanging 

optical cross connect (WI-OXC). One of the proposed virtual wavelength path VWP-OXC 

structure in [170] is shown in Figure 2-8. It consists of 1 x M splitters, N x N SAD switches, 

tunable filters (TFs), wavelength converters (WCs) and M x 1 multiplexers (MUXs). Each of 

the input links of the SAD switch contains M wavelength channels. Only one is picked out by 

the tunable filter, subsequently converted to a desired wavelength by the wavelength 

converter, and finally multiplexed onto the output fiber [170].  

 

Figure 2-8: An VWP-OXC architecture employing SAD switch [170] 
 

   For a signal travelling over a light-tree, the light splitting at MC-OXCs are the main 

contributors to power loss. The inevitable power loss requires the deployment of amplifiers to 

compensate for the splitting loss. While the effects of light splitting may be partially 

mitigated by amplification, incorporating large numbers of optical amplifiers within the 

hardware components of an MC-OXC to compensate for splitting loss increases the cost and 

difficulty of fabrication. Besides, optical amplifiers have the serious side-effects of providing 

gain that is traffic-dependent and generating noise which degrades the bit error rate (BER) of 
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the connection. Another novel low-cost power budget OXC architecture called Tap-and-

Continue (TaC) based on tapping devices is proposed in [179], which is useful for power 

monitoring. In [180], another novel idea to implement optical multicast operations is 

proposed by using the optical cross-point switch (OXS), in which, multicast is realized by 

turning on more than one switch cells in the same column of the OXS.  

 

2.5.2 Optical multicast routing and wavelength assignment (OM-RWA) (algorithmic 

building block): 

   Optical multicast routing and wavelength assignment (OM-RWA) is the algorithmic 

building block to realize optical multicast. Routing unicast connections requires determining 

a path from the source of the optical signal to its destination. Similarly, routing a multicast 

connection requires the discovery of a tree rooted at the source which spans all destinations. 

In addition to determining the route for a connection, a wavelength must be assigned to that 

connection such that all other connections which share some fiber link with this route are 

assigned different wavelengths. The problem of optimally assigning wavelengths and routes 

for a set of multicast connections is referred to as OM-RWA and is NP-complete [179]. 

Determining a optical multicast tree is often modeled as the Steiner tree problem [171]. 

However, as Steiner tree routing is an NP hard problem, many OM-RWA algorithms have 

been proposed [162, 179, 181-184]. In general, OM-RWA algorithms can be classified into 

two categories: static OM-RWAs and dynamic OM-RWAs. 

   If the traffic patterns in the network are reasonably well known in advance and any traffic 

variations take place over a long timescale, the most effective technique for establishing 

optical connections (light-trees) is by solving a static OM-RWA problem. Since these 

connections are assumed to remain in place for relatively long period of time, it is worthwhile 

to optimize the way in which network resources (e.g., physical links and wavelengths) are 
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assigned to each connection, even though optimization may require considerable 

computational effort. Typically, routing and wavelength assignment are considered together 

as an optimization problem using integer linear programming (ILP) formulations. An instance 

of the static OM-RWA problem with the objective of minimizing the number of wavelengths 

was considered in [185], and a set of heuristics was presented. In contrast, the objective of the 

OM-RWA problem formulation in [186] is to maximize the total number of established 

multicast connections.  

   The dynamic OM-RWA problem is encountered during the real-time network operation 

phase. Specifically, users submit requests for light-trees to the network, in some random 

fashion. The dynamic feature of the multicast connections has many facets [187]. First, the 

membership of nodes in the multicast group can change during the session lifetime. Secondly, 

most of the services that require multicast are of dynamic nature by themselves, for example, 

video, audio or even simple data flows. Hence, the multicast traffic that is carried over the 

multicast channels to all the group members varies dynamically with time. As a result, this 

dynamic nature of the multicast is of crucial importance in designing the multicast schedules. 

As such, features such as session length and destination group size can influence the 

multicast scheduling technique. Because of the real-time nature of the problem, the OM-

RWA algorithms in a dynamic traffic environment must be simple and fast. Since combined 

routing and wavelength assignment is a hard problem, a typical approach to design efficient 

algorithms is to decouple the problem into two separate sub-problems: the light-tree routing 

problem and the wavelength assignment problem. The study in  [186]  considered the first-fit 

wavelength allocation policy, in which, wavelengths are considered in a fixed order for each 

tree. In contrast, the random wavelength assignment was studied in [188]; in addition, 

multiple classes of requests were considered. A different approach was taken in [189], where 

an iterative approximation algorithm was developed for completely connected networks 
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under random wavelength assignment. Since network topologies are not completely 

connected in general, the results of [189] can be used as lower bounds for more general 

topologies. 

   For the networks of full light splitting capability, all nodes are assumed to have ample light 

splitting capability. Some other research work focus on networks with limited splitting 

capability [166, 181, 190-193] or limited wavelength conversion capability. In the sparse 

light splitting networks [194], not all nodes have light splitting capability [195, 196]. In this 

case, the optical multicast algorithm needs to make full use of the nodes with light splitting 

capability and avoid those without light splitting capability [165]. A multicast RWA to 

minimize the number of wavelengths in a WDM network with splitter constraints was studied 

in [197], while QoS multicast problem with constraint of end-to-end delay was studied in 

[185]. The problem of multicast routing for dynamic traffic  in circuit-switched multi-hop 

optical networks was studied in [198]. In the absence of converters, a light tree must use the 

same wavelength on all the links along the branches from source to each destination node 

(wavelength continuity constraint) [164]. A new class of multi-wavelength multicast 

wavelength assignment algorithm [195, 196] has been developed based on the multi-

wavelength assignment strategy, by allowing multiple available wavelengths in a link to carry 

the multicast signal. This new multicast wavelength algorithm provides two advantages to the 

network with limited wavelength conversions, by accommodating more multicast requests 

and providing good trade-off between wavelength cost and wavelength conversion cost. 

 

2.5.3  Control plane functionality and optical multicast performance modeling  

   In addition to MC-RWA algorithms, a set of signaling and control protocols must be 

implemented within the optical network to support the establishment and management of 

light-trees [164]. The control plane functionality is an important component of an operational 
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network for supporting the network design objectives and automating the process of light-tree 

establishment. Currently, a number of standardization activities addressing the control plane 

aspects of optical networks are underway within the Internet engineering task force (IETF) 

and the optical Internetworking forum (OIF). Most of these activities take place within the 

control framework provided by GMPLS. In particular, a number of existing protocols are 

being extended to support GMPLS and/or to carry network state information relevant to 

optical networks, including resource reservation protocol - traffic engineering (RSVP-TE), 

constraint based routing - label distribution protocol (CR-LDP) and routing protocols (open 

shortest path first (OSPF), intermediate system to intermediate system (IS-IS)). While 

ongoing work represents an important first step toward seamless integration of Internet and 

optical network technologies, additional work is required to develop practical control and 

signaling protocols for the management of multicast connections.  

   There also has been some work done in modeling the blocking performance of optical 

multicast using light trees. A path decomposition approach for evaluating the call blocking 

probability of multicast calls was proposed in [188]. Multicast blocking models for a fully 

connected network with constraints on the number of hops used for routing were presented in 

[189], together with the blocking probability analysis for the completely connected WDM 

switching networks with limited wavelength conversion. Multicast communication in a class 

of multicast-capable WDM networks with regular topologies under some commonly used 

routing algorithms was addressed in [199].  The problem of multicast capable node placement 

in wavelength-routed optical networks was addressed in [200], where this problem was 

motivated by the expected high cost of MC-OXCs due to fabrication complexity and power 

considerations. Bounds on the number of wavelength required for multicast in general 

topologies of WDM networks were presented in [201]. 
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      The underlying optical multicast technologies are expected to be further developed and to 

be mature for commercial implementation, which will also help our collective understanding 

of optical multicast advance. 

 

 

 

2.6 Optical multicast traffic protection approaches 
 

   The underlying optical backbone networks provide huge data capacity and fast transmission 

speed for optical multicast. However, the optical networks are vulnerable to both human 

errors and natural disasters, which would cause capricious network failures. As the success of 

optical multicast relies on the underlying optical backbone networks, without an efficient and 

fast recovery mechanism, a network failure can lead to severe disruption to optical multicast 

and calamitous loss to end customers. If a link/node in a multicast session fails, the traffic to 

all the downstream destinations along the failed link/node would be affected. The closer the 

link/node is to the source node, the more destinations would be affected. Hence, efficient and 

fast resilience algorithms are very crucial to network survivability for optical multicast.  

   Most of current optical multicast protection approaches may be classified into four major 

categories: (i) tree-based protection approaches [202-211]; (ii) ring-based protection 

approaches [212-216]; (iii) path-based protection approaches [204, 212, 217-224]; (iv) 

segment-based protection approaches [204, 218, 221, 225-228]. The work on optical 

multicast protection presented in this thesis can be classified into another new category: p-

cycle-based protection approaches [229-234]. There is also another interesting work reported 

on light tree reconfiguration (restoration) approaches [235] and automatic protection 

switching (APS) approach proposed for optical multicast [236]. The following three sub-
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sections briefly review tree-based protection approaches, ring-based protection approaches 

and path-based protection approaches. 

 

2.6.1 Tree based optical multicast protection approaches 

For link failure recovery, the most straightforward way is to identify a link-disjoint primary 

and backup tree pairs for a multicast session in the network. The key idea behind the link 

disjoint trees (LDT) approach is that, in the link disjoint tree pairs, we can identify a link-

disjoint path pairs from the source to every destination can be identified. The link-disjoint 

constraint is to avoid the primary tree and the backup tree to fail simultaneously upon a single 

link failure. In general, a multicast session i is denoted as 1 2{ , , ,..., }i i i iks d d d , where is  is the 

source node, 1 2, ,...,i i ikd d d   are the destination nodes, and k  is the multicast group size. 

   

(a)        (b) 

Figure 2-9: A simple example illustrating the link-disjoint tree (LDT) protection 
approach (a) a pair of link-disjoint trees (b) link failure recovery mechanism 

 

A simple example illustrating the LDT approach is shown in Figure 2-9. In Figure 2-9 (a), 

the primary tree (shown in solid lines with solid arrows) of 1 1( {1,3,4,7,8})   is protected 

by its link-disjoint backup tree (shown in dash lines with hollow arrows). In Figure 2-9 (b), 

upon failure of link1-4, the multicast traffic on the primary tree is restored on the link-disjoint 

backup tree.  
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In [205], the authors proved that an arc-disjoint (directed-link disjoint) tree pairs is also 

sufficient to protect a multicast session by appropriate protection switching. Ref. [211] 

further studies the ADT approach with differentiated leaf availability grantee. Although the 

quality of service is guaranteed, the availability constraints in [211] increases the 

computational complexity significantly.  

One of the problems remaining unsolved of the ADT approach is how the signaling and the 

protection switching processes can be implemented, because upon the common link failure, 

the multicast traffic may be delivered from the source to the destinations through parts of the 

primary tree and parts of backup tree.  

One of the common problems of the LDT and the ADT approaches is no capacity sharing 

and thus not so cost-effective. The most significant drawback of the LDT and the ADT 

approaches is the inability of identifying such disjoint tree pairs in sparse networks. To 

improve the capacity efficiency, the authors further proposed the self-sharing tree (SST) 

approach and the cross-sharing trees (CST) approach [202].  

Although this sub-section mainly discusses about tree-based protection approaches, the tree 

based restoration approaches are included for completeness. Four restoration approaches 

were presented in [235]. In the light tree reconfiguration (LR) approach [235], upon a single 

link failure, all light trees are released and reconfigured to avoid traversing failed link. In the 

light tree interrupted reconfiguration (LIR) approach [235], unlike the LR approach, only the 

light trees traversing the failed link reconfigure. In the optical branch (OB) approach [235], 

the optical branches (segments connecting the source or splitting node and the downstream 

splitting node or destination node) disrupted by the link failure are replaced by newly 

configured ones. As for the optical branch fixed (OBF) approach [235], a certain number of 

backup optical branches are employed by ILP optimization to restore the light trees from any 

single link failure. Both the LR and the LIR approaches are designed based on 
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reconfiguration of light trees. In contrast, both the LR and the LIR approaches were designed 

based on reconfiguration of the branches of the light trees. The LR approach was shown to 

achieve the minimal spare capacity requirement, compared with other reconfiguration 

approaches [235]. 

 

2.6.2 Ring based optical multicast protection approaches 

SONET and SDH networks generally deploy ring topology (self-healing ring (SHR)) [237] 

[238], due to its high degree of network survivability [46]. In ring based protection 

approaches, the end nodes of the failed link/node handle the protection switching. Two 

dedicated ring based protection approaches, namely the one ring for one multicast session 

(OFO) approach and the one ring for all multicast sessions (OFA) approach, were reported in 

[214]. In both the OFO approach and the OFA approach, the source and all destination nodes 

must be on one ring. In the OFO approach, each multicast session is protected by a copy of a 

minimum cost dedicated ring. No other traffic is allowed to share this copy of ring to avoid 

complicated control and management, according to [214]. In the OFA approach, a 

Hamiltonian ring (a Hamiltonian ring is defined as a ring which covers all nodes in the 

network [239].) is identified to protect all multicast sessions. However, each multicast session 

is protected by one copy of this ring. Hence, the OFO approach and OFA approach are not so 

capacity efficient, as no capacity sharing is allowed. 

The minimum cost collapsed ring (MCCR) approach [212, 213] utilizes a partial 

bidirectional ring, which is formed by two arc-disjoint ring paths, to provide the dedicated 

protection to a multicast session. Different from the previous ring based approaches which 

protect each multicast sessions as a whole, the multiple ring based local restoration (MRLR) 

approach [216] partitions the multicast tree into several disjoint segment-blocks (sub-trees) 

for protection. As for comparison with the bidirectional line switched ring (BLSR) approach, 
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the MCCR approach utilizes less capacity and therefore more cost-effective. However, one of 

the common drawbacks of the BLSR and the MCCR approaches is that, the working path and 

protection path of a multicast session from the source to all the destinations are restricted in 

one ring. 

 

2.6.3 Path/segment based optical multicast protection approaches 

In the comprehensive performance evaluation of the multicast protection approaches in 

[204], the optimal path pair (OPP) optical multicast protection approach was reported to 

outperform all other approaches. The basic idea of the OPP based protection approach 

reported in [204] is that, for every multicast session, a link-disjoint path pair from the source 

to every destination node is sufficient to handle any single link failure. In this case, the 

primary path and the backup path would not fail simultaneously upon any single link failure 

in the network. Upon a single failure on the primary path, the end nodes of the failed link 

send signals to the source and the destination of this path. The source and the destination of 

this primary path configure the backup path on the reserved spare capacity, and then switch 

the traffic onto the backup path. The path pairs within the same session are allowed for 

capacity sharing, because they actually carry the same information. However, OPP based 

approach only considers the capacity sharing within the same multicast session.  

Based on the OPP concept, an OPP based shared disjoint path (OPP-SDP) heuristic 

algorithm was proposed to handle both static and dynamic traffic protection [204]. Once a 

multicast request arrives, the OPP-SDP algorithm first identifies a link-disjoint path pair from 

the source to every destination. In order to reduce the total cost, once a path pair is found, the 

cost of the arcs along that path pair is updated to be zero to increase the sharing of the new 

path pairs with the already-found ones within the same session. The OPP-SDP algorithm was 

reported to be most efficient for link failure recovery, in terms of blocking performance [204].  
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Besides the OPP-SDP algorithm, another segment based protection algorithm: optimal path 

pair – shared disjoint segment (OPP-SDS) algorithm was proposed in [204]. In the OPP-SDS 

algorithm, a multicast tree is partitioned into several segments according to the splitting 

nodes. A splitting node is an intermediate node (other than the source and destination nodes) 

with a node degree greater than 2. A segment is defined as a sequence of links from the 

source (or a splitting node) to a downstream slitting node (or a destination node). It was 

shown that the OPP-SDS algorithm has a higher blocking probability than the OPP-SDP 

algorithm for protection against single link failure.  

   The shared segment protection algorithm was presented in [221]. Compared with the OPP-

SDS algorithm, the only difference is that, in the shared segment protection algorithm, 

backup segments can share spare capacity among different multicast sessions, if and only if 

their corresponding primary segments are mutually-link-disjoint. Based on the shared 

segment protection algorithm, the dual-link failure problem was also consider in [221] by re-

provisioning the spare capacity for affected primary segments and backup segments after the 

first link failure. 

 

2.6.4 Performance comparison 

   To compare the performance of the optical multicast protection approaches presented above,   

we select the COST239 network (11 nodes and 26 links), whose average node degree (the 

average number of links connected to a node) is 4.727.  Each link is assumed to have two 

fibers of 64 wavelengths per fiber, transmitting in opposite directions. For every multicast 

session, the source node is randomly selected among all the nodes, and the set of destination 

nodes is also randomly selected among all the nodes excluding the source node. 

   We select the CST approach [202], the OFO approach [214], and the OPP approach [204] 

for comparison, as they are the typical approaches presented in previous sub-sections. The 
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results of the comparison of the capacity efficiency of the three approaches for static traffic 

simulations in COST239 network is shown in Figure 2-10. The OPP approach achieves the 

best capacity efficiency, which is consistent with the results obtained in [204]. 

 

 

Figure 2-10: Capacity efficiency comparison for static multicast traffic protection for 

link failure recovery in COST239 network 

 
   For dynamic traffic protection, we also choose the COST239 network as the test network. 

Each link is assumed to have two fibers of 16 wavelengths per fiber, transmitting in opposite 

directions. The multicast session requests are assumed to arrive with a Poisson distribution 

and their holding time is negatively exponentially distributed. For every multicast session, the 

source node is randomly selected among all the nodes, and the set of destination nodes is also 

randomly selected among all the nodes excluding the source node. The total number of 

randomly generated multicast requests is 105 for each network traffic load in the simulation. 

The Steiner tree (ST) heuristic Algorithm [239] is applied for multicast tree routing.  
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 (a) 

 

(b) 

Figure 2-11: Comparison of blocking performance for dynamic traffic in COST239 

network: (a) the offered network traffic is fixed at 55 Erlang, and (b) the multicast 

group size is fixed at 5. 
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   According to the results obtained in static traffic simulations, as show in Figure 2-11, the 

OPP approach also achieves the best blocking performance for dynamic traffic simulations. 

As such, the OPP approach is selected for performance comparison with our developed p-

cycle approaches, which will be described in the next a few chapters. 

 

2.7 Conclusions 

This chapter reviews the current state of the research work of network resilience techniques 

in different layers, with special focus on multicast traffic protection approaches in the optical 

layer, due to the fact that the problem of multicast traffic protection has started to draw more 

and more research interests, because of the rapid growth of multicast applications. 

   Most of current optical multicast traffic protection approaches focus on single link failure 

recovery. They can be classified into four major categories: (i) tree-based protection 

approaches; (ii) ring-based protection approaches; (iii) path-based protection approaches; (iv) 

segment-based protection approaches. Among all the approaches, tree-based protection 

approaches are most-straightforward, but they were shown to be less efficient, and not 

suitable for sparse networks. Ring approaches are fast in recovery but the drawback is the 

inefficiency of resource unitization. Path/segment approaches are famous for their efficient 

resource utilization, but they are slow in failure recovery. The nature of complicated spare 

capacity sharing and complex restoration process makes the provisioning process too 

complicated, which is not desired by most network operators. Therefore, most protection 

approaches in the above four categories are either not cost-effective or slow in recovery speed. 

Thus, considerable efforts are required to propose novel multicast protection approaches, 

which are both cost-effective and fast in recovery speed.  
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Chapter 3. Link-Protecting p-Cycle Based Optical Multicast 

Protection Approach 

 

3.1 Introduction 

   The link-protecting preconfigured protection cycle (p-cycle) based approach proposed by 

Grover [106] for unicast traffic protection exhibits fast restoration speed (like SDH/SONET 

rings), because p-cycles are pre-cross-connected. Compared with the ring based protection 

approaches, the link-protecting p-cycle based approach also offer mesh-like high efficiency, 

because they can protect both on-cycle and straddling links (spans). The features of ring-like 

restoration speed and mesh-like efficiency are preferred by network operators. The link 

protecting p-cycle based protection approach has been extensively studied for unicast traffic 

protection, but has never been applied to multicast traffic protection yet. The impacts of the 

network failures and the merits of link protecting p-cycle based protection approach motivate 

us to investigate its effectiveness in protecting optical multicast traffic, in comparison with 

existing multicast traffic protection approaches.  

This chapter introduces the link-protecting p-cycle based approach for optical multicast 

traffic protection. It is organized as follows. Section 3.1 gives the background and motivation. 

Section 3.2 introduces the graphical model, assumptions and notations in this study. Section 

3.3 elaborates on the protection mechanism of link protecting p-cycle based approach. 

Section 3.4 introduces the spare capacity optimization algorithm of p-cycle based link 

protection (SOPL). Section 3.5 presents the joint optimization algorithm of p-cycle based link 

protection (JOPL), while Section 3.6 explains the non-joint optimization algorithm of p-cycle 

based link protection (NJOPL). Section 3.7 presents the efficiency ratio based unity-p-cycle 

heuristic algorithm (ERH). Section 3.8 presents the dynamic p-cycle (DpC) algorithm. 
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Section 3.9 presents the link protecting p-cycle based protected working capacity envelope 

(PWCE) algorithm, and Section 3.10 presents the hybrid DpC and PWCE algorithm. Section 

3.11 investigates their performance in static traffic environment. Section 3.12 evaluates their 

performance in dynamic traffic environment. Lastly, the conclusions are given in section 3.13. 

 

3.2 Assumptions, definitions and notations 

In this study, a network is modeled as a directed graph G(N,E), where N is the set of nodes 

and E is the set of directed links (spans). |X| is used to denote the total number of elements in 

a set of X (e.g., |N| is the total number of nodes in the network). A directed link originating at 

node m and terminating at node n is denoted as link mn.  

A multicast session i is denoted as 1 2{ , , ,..., }i i i iks d d d , where is  is the source node, 

1 2, ,...,i i ikd d d   are the destination nodes, k  is the multicast group size. For unicast, 1k  ; for 

multicast, 1 | 1|k N   ; for broadcast, | 1|k N  . In general, network traffic is unlikely to 

be symmetric in both directions between any two nodes. This is particularly true in the case 

of multicast traffic, where a source node sends data to multiple destination nodes. This 

implies that the number of working or protection wavelengths is not likely to be the same in 

both directions on a link. Therefore, without loss of generality, all light trees and p-cycles 

considered in our projects are unidirectional, i.e., they are directed. As shown in [120, 231, 

240], one unit of capacity is defined as one wavelength on a link, and a unity p-cycle is 

defined as a directed p-cycle with one unit of capacity on every link in the p-cycle. If a cycle 

is selected for more than one time to protect multiple multicast trees, the cycle is said to have 

multiple copies. Given a network topology, the heuristic edge-digraph based cycle algorithm 

[68, 241] is applied to find all the simple cycles.  
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   To efficiently utilize the huge bandwidth offered by the optical multicast, the traffic of 

relevant higher layer applications are assumed to be groomed into one or more multicast 

sessions [242-245]. Every node in the network is also assumed to be equipped with full 

wavelength conversion capability and multicasting capability. The assumptions of full 

wavelength conversion capability and the multicast capability at every node are mainly to 

reduce the problem of complexity, so the focus is on the protection capability of the multicast 

protection approaches, without taking into consideration of wavelength conversion problem 

or sparse wavelength conversion problem and sparse splitting problem.  

Next, the following general notations used in this study are introduced: 

Sets      

Φ  Set of multicast sessions, indexed by i.    

N Set of nodes, indexed by m or n.  

E Set of edges (links or spans), indexed by mn.  

T Set of trees routed, indexed by τ.  

C          Set of unidirectional p-cycles, indexed by j. 

Input parameters  

k Multicast group size 

cmn  Cost for a unit capacity on link mn (1 in this study). 

tmn  Total capacity constraint on link mn (max no. of wavelengths available on link mn) 

αj,mn  It is 1 if cycle j traverses link mn and 0 otherwise. 

max
mnw  Working capacity constraint on link mn. (max no. of working units on link mn). 
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βj,mn   It is 1 if link mn can be protected by cycle j and 0 otherwise. 

s Index for a source node. 

d Index for a destination node. 

Variables 

fj The total number of copies finally required for p-cycle j. 

wmn Number of working units on link mn. 

vmn  Number of spare units required to be reserved on link mn to configure p-cycles.  

 

In this study of p-cycle based spare capacity optimization (SOP) algorithms and heuristic 

algorithms, the optimal shortest path tree (OSPT) heuristic algorithm [215] and the Steiner 

tree (ST) heuristic algorithm [239] are applied for multicast tree routing. It should be noted 

that, in the SOP algorithms, wmn  are obtained by calculating the sum of working units of all 

multicast sessions on each link, after the routing.  Hence, they are input parameters to the ILP 

formulations of the SOP algorithms. However, in the JOPL and the NJOPL algorithms, wmn 

are variables in the ILP formulations. After all the multicast sessions are routed, the ILP-

based SOP algorithms or the ERH algorithm is then applied to configuring p-cycles for 

protecting all the multicast sessions. Next, each design will be described in detail.  

 

3.3 Protection mechanism of the link protecting p-cycle based approach 

For link-protecting p-cycles, only the end nodes of the failed link handle the service 

recovery.  All light paths traversing the failed link are rerouted around that link. A 

bidirectional link protecting p-cycle can provide one backup path against one on-cycle link 

failure and two backup paths against one straddling link failure [106]. A simple example is 
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shown in Figure 3-1, illustrating a link protecting unity-p-cycle indicated by the dashed line 

in (a) can protect one working unit in the opposite direction of the unity-p-cycle against any 

single on-cycle link failure shown in (b), and two working units (one in each direction) 

against any single straddling link failure shown in (c).   

 

1

3

4

5

32

1

Failure

   

(a)           (b)                      (c) 

Figure 3-1: A simple example illustrating the link protecting p-cycle based approach 

 

In this chapter, different algorithms of link-protecting p-cycle based approach of optical 

multicast traffic protection for single link failure recovery are presented. For static multicast 

traffic protection, ILP spare capacity optimization algorithm of p-cycle-based link protection 

(SOPL) [108] and the efficiency ratio based unity-p-cycle heuristic algorithm (ERH) [120], 

which were proposed for unicast traffic protection earlier, will be extended to multicast traffic 

protection first. In order to reduce the total network resource consumption, a joint 

optimization algorithm of p-cycle-based link protection (JOPL) and a non-joint optimization 

algorithm (NJOPL) are further proposed. For dynamic multicast traffic protection, we first 

consider applying the dynamic p-cycle (DpC) algorithm [132] and the p-cycle based 

protected working capacity envelope (PWCE) algorithm [135] proposed for unicast traffic 

protection to multicast traffic protection application [231].  The former is more efficient in 

the use of spare capacity, whereas the latter is much faster in the establishment of protected 
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multicast trees. In order to combine the merits of both algorithms, a hybrid DpC and PWCE 

design [231] for protecting multicast traffic is also proposed. 

 

3.4 Spare capacity optimization algorithm of p-cycle based link 

protection (SOPL) 

The ILP algorithm of spare capacity optimization of p-cycle-based link protection for 

unicast traffic protection in [246] is extended to multicast traffic protection. The ILP 

formulation reported in [246] is given below:  

 

Objectives:    Minimize mn mn
mn E

c v
 
      (3.1) 

    

Constraints: 

mn j ,mn j
j C

v f                                  mn E


        (3.2) 

mn j ,mn j
j C

w f                                 mn E


        (3.3) 

mn mn mnw v t                                     mn E         (3.4) 

 

   The objective (3.1) is to minimize the spare capacity used for configuring the link-

protecting p-cycles. Constraint (3.2) calculates the total spare capacity used by the selected 

candidate p-cycles on link mn. Constraint (3.3) guarantees all the working capacity of the 

multicast sessions is protected, while constraint (3.4) restricts the total capacity on each link. 
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  The variables in the ILP formulation of SOPL are vmn and fj. The approximate number of 

variables for ILP formulation of SOPL is |E| +|C|. The approximate number of constraints for 

ILP formulation of SOPL is 3|E|. (|E| is the number of edges. |C| is the number of cycles. |T| is 

the number of multicast sessions.  |E| and |C| would increase with |N| and the nodal degree.) 

 

3.5 Joint optimization algorithm of p-cycle based link protection (JOPL) 

   In order to reduce the total capacity consumption, the design of joint optimization of p-

cycle-based link protection (JOPL) is further studied.  The JOPL algorithm minimizes the 

working capacity used for setting up the multicast trees and the spare capacity used for 

configuring the link-protecting p-cycles simultaneously, instead of optimizing the spare 

capacity only as in the SOP algorithms. The portion of setting up the primary multicast 

sessions in the ILP formulation of ILP-OPP in [204] is modified firstly, and then applied to 

our ILP formulation of the JOPL algorithm.  More specifically, the constraints (3.6) – (3.9) 

are adapted from the ILP formulation in [204]. The additional notations used in the ILP 

formulations of JOPL are shown below: 

 

Variables 

i
sd ,mnP  It is 1 if the path from source s to destination d in multicast session i occupies 

link mn, and 0 otherwise 

i
mnw    It is 1 if multicast session i traverses link mn and 0 otherwise. 

 

The ILP formulation of the JOPL algorithm is given below:   

Objectives: Minimize:  
mn mn mn

mn E

c ( w v )
 


 

   (3.5) 
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Constraints: 

1   i
sd ,sn

n

P                           d, i      (3.6) 

0   i
sd ,ns

n

P                            d, i      (3.7) 

0   i
sd ,dn

n

P                          d, i      (3.8) 

1   i
sd ,nd

n

P                            d, i      (3.9) 

i i
sd ,nm sd ,mn

n n

P P                mn E , d, i , m s ,d            (3.10) 

i i
sd ,mn mnP w                           mn E, d, i          (3.11) 

T
i

mn mn
i

w w                        mn E
1

        (3.12) 

mn j ,mn j
j C

v f                    mn E


        (3.13) 

mn j ,mn j
j C

w f                   mn E


        (3.14) 

mn mn mnw v t                       mn E         (3.15)  

 

The objective (3.5) is to minimize the total capacity. Constraints  (3.6) – (3.11) are used to 

set up working multicast session i. Constraints (3.6) and (3.7) ensure that, for multicast 

session i, the source node has only 1 unit of outgoing flow and 0 unit of incoming flow. That 

means that no cycles are generated at the source and the destination nodes. Constraints (3.8) 

and (3.9) ensure that, for multicast session i, every destination node has 0 unit of outgoing 

flow and only 1 unit of incoming flow. Constraint (3.10) states that, for multicast session i, 

the incoming flow of any intermediate node is equal to its outgoing flow. Constraint (3.11) 

states that, for multicast session i, if any working path between the source and the 
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destinations occupies link mn, one (and only one) of the wavelengths on link mn is reserved 

for the multicast session i. All the working paths within multicast session i can share that 

unique wavelength on link mn, because they carry the same information. This turns the light 

paths from the source to all the individual destinations into a single tree from the source to all 

the destinations. Constraint (3.12) calculates the sum of the working capacity on link mn 

required for all |T| multicast sessions. Constraints (3.13) – (3.15) are used to determine the p-

cycle allocation required to protect all |T| multicast sessions. Constraint (3.13) calculates the 

total spare capacity used by the selected candidate p-cycles on link mn, while Constraint 

(3.14) guarantees all the working capacity of the multicast sessions is protected and 

Constraint (3.15) restricts the total capacity on each link in the given network topology. In 

mesh networks, for multicasting, a tree with no loops (known as simple tree) consumes less 

capacity than a tree with loops. In particular, a Steiner tree takes the minimum total working 

capacity to setup a multicast session. The capacity minimization objectives of the JOPL 

model enforce the working multicast sessions to be simple trees. In other words, loops or 

cycles would not be created under the capacity minimization objectives.  In fact, this has been 

verified in the conducted simulations. 

   As there are |E| spans, |C| cycles and |T| multicast sessions, the approximate number of 

variables for ILP formulation of the JOPL algorithm is |E|[2+(1+k)|T|ሿ +|C|. The approximate 

number of constraints for ILP formulation of the JOPL algorithm is 4|E|+ k|T|ሾ4൅|N|൅|E|ሿ. 

 

3.6 Non-joint optimization algorithm of p-cycle based link protection 

(NJOPL) 

To investigate the effectiveness of the total capacity reduction of the p-cycle-based JOPL 

algorithm, a non-joint optimized algorithm of p-cycle-based link protection (NJOPL) of 

multicast sessions is also considered and analyzed. The NJOPL algorithm first minimizes the 
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working capacity used for setting up the multicast sessions (This is to set-up the Steiner 

tree.), and then minimizes the spare capacity for configuring the p-cycles separately. The ILP 

formulation of the NJOPL design is given below, which consists of three steps.  

 

Step 1:  

Objectives:  Minimize:    
mn mn

mn E

c w
 
     (3.16) 

Constraints: 

(3.6)-  (3.12) of the ILP formulation of the JOPL algorithm, and 

max
mn mnw w                           mn E        (3.17) 

 

Step 2:  

Objectives:             Minimize:              
mn mn

mn E

c v
 
      (3.18)

Constraints: 

(3.13) - (3.15) of the ILP formulation of the JOPL algorithm 

 

Step 3:  

Total capacity = 
mn mn

mn E

c w
 
 +  

mn mn
mn E

c v
 
        (3.19) 

 

The objective of Step 1 is to minimize the working capacity used for setting up the multicast 

sessions. This is to set-up a Steiner tree. The constraints are the same as (3.6) -  (3.12) of the 

ILP formulation of the JOPL algorithm. Constraint (3.17) is to restrict the maximum working 

capacity allowed on link mn. The outputs of the optimized results of the working capacity on 
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each link (wmn mn  E) in Step 1 are part of the input parameters to the spare capacity 

optimization in Step 2. Step 2 of the NJOPL algorithm is the same as the SOPL algorithm, 

which is to minimize the spare capacity for configuring the p-cycles. Step 3 states that the 

total capacity is the sum of the optimized working capacity in Step 1 and the optimized spare 

capacity in Step 2. 

   As there are |E| spans, |C| cycles and |T| multicast sessions, the approximate number of 

variables for ILP formulation of the NJOPL algorithm is |E|[2+(1+k)|T|ሿ +|C|, which is the 

same as the JOPL algorithm. The approximate number of constraints for ILP formulation of 

the NJOPL algorithm is 5|E|+ k|T|ሾ4൅|N|൅|E|ሿ൅1. 

 

3.7 Efficiency ratio based unity-p-cycle heuristic algorithm (ERH) 

   The above three ILP based optimization algorithms optimize the capacities required for the 

link-protecting p-cycle based multicast traffic protection approach, but they are slow in 

computational speed. In the case of unicast traffic protection, it has been shown that the 

performance of the efficiency ratio (ER) based unity-p-cycle heuristic algorithm (ERH) 

algorithm proposed in [120] is very close to that of the SOPL with much reduced 

computational time. The ERH algorithm can be also applied to multicast traffic protection 

[231, 232]. Its performance is compared with those of the other algorithms of the link 

protecting p-cycle based multicast traffic protection approach. The efficiency ratio (ER) of a 

unity-p-cycle is defined as the ratio of the number of working units (wavelengths) that are 

actually protected by it to the number of spare units required to be reserved for it [120].  

 

   

  '
j j ,mn j ,mn

mn E mn E

ER( c )          (3.20) 
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αj,mn  is 1 if cycle j traverses link mn and 0 otherwise. '
j ,mn is 1 if one unit of the unprotected 

capacity on link mn can be protected by cycle j and 0 otherwise. 

 

   The a priori efficiency (AE) in [7, 9] is defined to be the ratio of the total amount of 

working capacity, which the cycle has the potential to protect to the spare capacity of the 

cycle. The AE, which is determined by the topology, is to measure a cycle’s capability in 

protecting working capacity. Its calculation is done before the routing. The AE can be used to 

pre-select the cycles.  

   The actual efficiency used in the capacitated iterative design algorithm (CIDA) [7] and the 

ER used in the ERH algorithm [8], which are determined by both the topology and the 

unprotected working capacity that actually can be protected [241], are defined to be the ratio 

of the working capacity that can actually be protected by the cycle over the spare capacity of 

the cycle. They give not only the measure of a cycle’s capability to protect working capacity, 

but also an indication of a cycle’s actual suitability for specific working capacity. 

   The flow chart of the ER-based unity-p cycle design heuristic algorithm is shown in Figure 

3-2. Given a network topology, the heuristic edge-digraph based cycle algorithm [68, 241] is 

applied to find all the simple cycles. Next, given the traffic load, the multicast traffic is routed 

by using either the open shortest path tree (OSPT) heuristic algorithm [215] or the Steiner 

tree (ST) heuristic algorithm [239] and determine the working units on each link. The OSPT 

heuristic algorithm tries to minimize the end-to-end cost between the source and each 

destination using Dijkstra shortest path algorithm (SPA) and promote common arc-sharing 

among the end to end shortest paths to reduce the cost of using extra arcs. In contrast, the ST 

heuristic algorithm attempts to minimize the overall cost of the tree. After the routing, the 

ERH algorithm is applied to identify those most efficient p-cycles for protecting all the 

established multicast trees [231, 232]. Firstly, the ER of unity p-cycle of each candidate cycle 
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is calculated and the one with the maximum ER is chosen. Then, the working units on each 

unidirectional edge that can be protected by the selected cycle are removed. The whole 

process is iterated until all the working units are protected. Finally, the algorithm outputs the 

number of copies required for each p-cycle. 

 

 

Figure 3-2: Flow chart of the efficiency ratio (ER) based unity-p-cycle heuristic 

algorithm 

 

      An example explaining the ERH algorithm for multicast traffic protection is given below. 

In the simple network topology consisting of 6 nodes and 8 links shown in Figure 3-3, there 

are 6 bi-directional cycles (each cycle has two unity-p-cycles: one is in clockwise direction, 

while the other in counter-clockwise direction.), which are shown in Table 3-1.  
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Figure 3-3: A simple network topology containing 6 p-cycles 

 

Table 3-1: Identified p-cycles in the simple network topology shown in Figure 3-1 

Cycle 1 12451 
Cycle 2 6156 
Cycle 3 2342 
Cycle 4 612456 
Cycle 5 123451 
Cycle 6 6123456 
 

Table 3-2: Test multicast sessions 

Session no Source Destinations Links involved in multicast Trees 
1 1 2,3,4,6 16, 12, 24, 23 
2 6 1,4,5 61, 65, 54  
3 3 2,5,6 32, 21, 16, 15 
4 4 1,2 42, 21 
5 2 1,3,4,5,6 23, 24, 21, 16, 15 
6 4 1 45, 41 
 

   Now, we have 6 multicast sessions, which are routed using the ST heuristic [23] in this 

simple network. These multicast sessions are shown in Table 3-2, where the last column 

indicates the links traversed by a multicast tree. After the wavelengths are assigned to the 

links that are traversed by the multicast trees, the sum of working units required on each 

directed link is obtained. As shown in Figure 3-4 (a), the number on each direct link 
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indicates the sum of working units required to set up the 6 multicast sessions that are given in 

Table 3-2.   

 

      
                               (a)                                                                          (b) 
Figure 3-4:  (a) Initial working units of all the multicast trees on each link, (b) 

remaining working units on each link 

 

Table 3-3: The ER of all the identified unity-p-cycles in Table 3-1 

Cycle no. 1 2 3 4 5 6 

ER of the clockwise unity-p-cycle 1 1 0.667 1.4 1.2 1.5 

ER of the counter clockwise unity-p-cycle 1 0.667 0.667 1.2 1.2 1.333 

 

   Next, the ER of each unit-p-cycle identified in the network topology is calculated and the 

one with the maximum ER is selected. For instance, cycle 6 has 6 spans. Theoretically, its 

clockwise unity-p-cycle can protect 10 working units (including one unit on each of the four 

straddling links 1→5, 5→1, 2→4 and 4→2, and one unit on each of the six on-cycle links: 

1→6, 6→5, 5→4, 4→3, 3→2, and 2→1). However, there is no working capacity on link 

4→3. Hence, it actually protects 9 working units in total, and its ER is 9/6=1.5. In relation to 

Figure 3-4 (a), Table 3-3 shows the ER of all the identified unity-p-cycles. As shown in 

Table 3-3, the ER of the clockwise unity p-cycle of cycle 6 is the maximum among all the 

candidate cycles. It is selected first and the working units actually protected by it are removed. 
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The remaining working units on each link are shown in Figure 3-4 (b). After that, the next 

unity-p-cycle with the maximum ER based on the remaining working units on each link is 

identified. The process iterates until the working capacity on each link becomes zero. Finally, 

a set of p-cycles required to be configured to protect those six multicast sessions (shown in 

Table 3-2) is obtained and shown in Table 3-4. 

Table 3-4: The set of p-cycles chosen by the ERH algorithm 

Cycle no. 1 2 3 4 5 6 

No. of copies required of the clockwise 
unity-p-cycle 

1 0 0 1 0 1 

No. of copies required of the counter 
clockwise unity-p-cycle 

0 0 1 0 0 1 

 

 

3.8 Dynamic p-cycle (DpC) algorithm 

   Link protecting p-cycles is also proposed to be applied to dynamic protection provisioning 

of multicast traffic for single link failure recovery, and the blocking performance is evaluated 

in comparison with other existing multicast protection algorithms [231, 234]. Three different 

link protecting p-cycle based multicast protection algorithms for dynamic multicast traffic 

protection are considered, namely the dynamic p-cycle (DpC) algorithm, the p-cycle based 

protected working capacity envelope (PWCE) algorithm, and the hybrid DpC and PWCE 

algorithm. The p-cycle-based multicast protection algorithms were shown to offer much 

better blocking performance, as compared with other existing multicast protection algorithms. 

The main reasons for the much better blocking performance are attributed to the facts that: (i) 

the selection of p-cycles is independent of the routing of the multicast light trees, (ii) there are 

no disjoint constraints between the selected p-cycles and the multicast light trees to be 

protected, (iii) the selected p-cycles are the most efficient p-cycles. 
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   Based on the ER-based unity-p-cycle heuristic algorithm [120], three protection strategies 

were proposed for dynamic provisioning of unicast traffic in [132]. Among the three 

protection strategies reported in [132], Strategy 3 achieves the best blocking performance 

with reasonable computational time for dynamic unicast traffic. Therefore, in this study, 

Strategy 3 in [132] is adopted as the dynamic p-cycle (DpC) design for dynamic provisioning 

of survivable multicast traffic [231]. The flow chart of the DpC design for dynamic 

provisioning of survivable multicast traffic is shown in Figure 3-5.  

 

Figure 3-5: Flow chart of the Dynamic p-Cycle (DpC) algorithm for dynamic 
provisioning of multicast traffic 
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   Upon the arrival of a new multicast request, the proposed model first tries to route the new 

multicast tree using either the OSPT heuristic algorithm or the ST heuristic algorithm and 

assign wavelengths to it. If the new multicast tree is successfully set up (The tree can be set 

up if there is a simple path with enough remaining free capacity from the source to each 

destination), the proposed model attempts to protect the new multicast tree by using the 

existing p-cycles. If the existing p-cycles cannot fully protect the whole new multicast tree 

but only part of the new multicast tree, additional new unity-p-cycles will be configured to 

protect the new multicast tree, if there is enough remaining free capacity for configuring 

cycles. If the routing of the new multicast tree is successful and all its working capacity can 

be protected by the existing p-cycles or by a combination of the existing p-cycles and newly 

configured p-cycles, the request is accepted; otherwise, it is blocked. On the other hand, if the 

new multicast tree cannot be set up within the remaining capacity of the network, all the 

existing p-cycles will be released for reconfiguration. As the old configuration of p-cycles 

may not fit the traffic, the purpose of the reconfiguration is to make the newly configured 

cycles to fit the current multicast traffic, and to accommodate the new incoming multicast 

request. After releasing the existing p-cycles, the proposed model attempts to route the new 

multicast tree, and reconfigure p-cycles to protect all the existing multicast trees as well as 

the new multicast tree. If this is successful, the new multicast request is accepted, otherwise it 

is blocked.  

      Upon successful setup of the new multicast request, the new multicast tree begins service. 

If a link in the network fails, the multicast trees traversing the failed link are rapidly switched 

to their corresponding pre-cross-connected p-cycles. The two adjacent nodes of the failed link 

handle the service restoration. The service recovery exhibits ring-like fast speed and takes 

about typically 30–80 ms [106, 247]. It is noted that a multicast tree will be tore down and its 

occupied capacity will be released upon the completion of the service of that multicast tree. 
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In the mean time, the corresponding p-cycles are also released if they no longer protect any 

multicast light trees. 

 

3.9 Link protecting p-cycle based protected working capacity envelope (PWCE) 

algorithm 

   In [134], Grover introduced the concept of protected working capacity envelope (PWCE) 

for unicast traffic protection, which greatly simplifies the network management, whereas in 

[135-137], the performance of p-cycle based PWCE methods was evaluated for unicast traffic 

protection, which shows much faster computational speed, compared with the DpC algorithm. 

In this study, the link protecting p-cycle based PWCE model reported in [135] is extended to 

dynamic provisioning of survivable multicast sessions [231, 234]. 

   Given the network topology, it first reserves some spare capacity on each edge to configure 

the p-cycles, in order to form an envelope of protected working capacities, by solving the ILP 

formulation below using the CPLEX 8.0 [248]. The remaining task is simply to route the 

dynamic multicast traffic in the pre-configured PWCE using either the OSPT heuristic 

algorithm or the ST heuristic algorithm. A multicast request is blocked if it cannot be routed 

in that envelope. As long as a light tree can be routed within this envelope, it is automatically 

protected, which greatly simplifies network management and reduces the processing 

complexity. Once the multicast request is accepted, the multicast tree is setup within the 

PWCE. When its service is over, the multicast tree is tore down and its working capacity is 

released. The additional notations used in the ILP formulation of the p-cycle based PWCE are 

shown below: 

 

Input parameters: 

H  Hop limit for the selection of p-cycles 
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 The maximal allowed variation of wmn  ߛ

Variables:  

wmax  The maximum constraint of wmn 

wmin  The minimum constraint of wmn 

 

The ILP formulation reported in [135] is presented below: 

 

Objectives:  Maximize
mn

mn E

w
 
         (3.21) 

Constraints: 

mn j ,mn j
j C

v f                     mn E


            (3.22) 

mn j ,mn j
j C

w f                     mn E


           (3.23) 

mn mn mnw v t                        mn E           (3.24) 

min mn maxw w w                   mn E           (3.25) 

 max minw w       (3.26) 

 

   The objective (3.21) is to maximize the amount of protected working capacity envelope for 

a given network topology by selecting the most efficient candidates among all the identified 

p-cycles in the given network. Constraint (3.22)  is to calculate the spare capacity required to 

be reserved in the network for the selected p-cycles. Constraint (3.23) states that the working 

capacity on all the links must be protected by the selected p-cycles, whereas constraint (3.24) 

states that the sum of the working capacity and the spare capacity on each edge must be no 

more than the total available capacity on each edge. Constraint (3.25) and constraint (3.26)      

restricts the variation of wmn to control the shape of PWCE.  
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  The variables in the ILP formulation of SOPL are wmn, vmn and fj.  As there are |E| links and 

|C| cycles, the approximate number of variables for ILP formulation of p-cycle based PWCE 

is 2|E| +|C|. The approximate number of constraints for ILP formulation of p-cycle based 

PWCE is 5|E|. 

   The parameter ߛ (ߛ= wmax - wmin) is defined as the shape factor of the protected working 

capacity envelope, because it controls the shape of the envelope. The shape factor ߛ plays an 

important role in determining the working capacity that can be protected.  Note that the shape 

factor ߛ can be varied from 0 to tmn, where tmn is the total available capacity on link mn.  If ߛ 

= 0, the provisioned working capacities on all the links are forced to be equal, which implies 

the protected working capacity envelope is restricted to be flat. If 0< ߛ < tmn, the degree of 

freedom for the variation of the envelope’s shape increases with ߛ, which in turn affects the 

performance of the p-cycle based PWCE algorithm. 

 

Table 3-5: Number of copies required for each unity-p-cycle in PWCE algorithm 

Cycle no. 1 2 3 4 5 6 

No. of copies required for the clockwise 

unity-p-cycle 

0 0 4 4 0 2 

No. of copies required for the counter 

clockwise  unity-p-cycle 

0 2 0 0 2 3 

 

   Next, the same simple network in Figure 3-3 is used to illustrate this link protecting p-

cycle based PWCE for multicast traffic protection. Assuming that each span has two fibers of 

16 wavelengths per fiber, which are transmitting in opposite directions. As explained before, 

there are six cycles in the network of Figure 3-3.  By solving the above ILP formulation, the 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 3: Link-Protecting p-Cycle Based Optical Multicast Protection Approach

 

~ 70 ~ 
 

number of copies required for each cycle (which is shown in Table 3-5), the total provisioned 

working capacity (which is 174) and the total spare capacity required for p-cycle 

configuration (which is 78) can be obtained. The working capacity envelope (the working 

units provisioned on each directed link) and the spare capacity reserved on each directed link 

are shown in Figure 3-6. As long as a new multicast tree can be routed within this protected 

working capacity envelope, it is automatically protected.  

 

 

Figure 3-6: Illustration of the protected working capacity envelope and the spare 

capacity reserved for p-cycles for the simple network topology shown in Figure 3-3 

 

3.10 Hybrid DpC and PWCE algorithm 

   In the performance evaluation section, in comparison with the existing multicast traffic 

protection algorithms, the DpC algorithm achieves the best blocking performance, whereas 

the p-cycle based PWCE algorithm offers the fastest computational speed for the 
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establishment of protected multicast trees. In order to combine the merits of the two 

algorithms, a hybrid dynamic p-cycle and protected working capacity envelope (H-DpC-

PWCE) algorithm is proposed for multicast traffic protection [231].  

   In the H-DpC-PWCE algorithm, a portion of the wavelength capacity on each link is 

assigned for the DpC protection mechanism, while the remaining capacity on each link is 

allocated for the p-cycle based PWCE protection mechanism. This way of partitioning the 

wavelength capacity can be viewed as dividing the optical layer into two sub-layers, which is 

shown in Figure 3-7, where each sub-layer is of identical capacity. Nevertheless, both sub-

layers implement p-cycle protection mechanism. Hence, there are two sets of p-cycles 

operating in the mesh WDM network. The difference is that, within the PWCE sub-layer, a 

set of fixed optimal p-cycles is deployed. In contrast, the set of p-cycles in the DpC sub-layer 

is dynamically configured, adapting to the changing traffic. Hence, the protection mechanism 

is the same for both the DpC and PWCE sub-layers; the only difference is in the computation 

of the p-cycles to protect the incoming multicast requests in the two sub-layers.  

 

 

Figure 3-7: Partitioning the total deployed capacity into DpC and PWCE sub-layers 
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   The flow chart of the H-DpC-PWCE algorithm is shown in Figure 3-8. In our simulations, 

we first determine the percentages of the wavelength capacity on each link assigned to PWCE 

sub-layer and DpC sub-layer. In our simulations, we assign half of the capacity to PWCE 

sub-layer, and the other half to DpC sub-layer. In practice, the capacity assigned to each sub-

layer may be dynamically varied to accord with the changing traffic demand. If the traffic 

tends to be more uniformly distributed among the nodes, more capacity can be assigned to the 

PWCE sub-layer. On the other hand, if the traffic tends to be non-uniform and change 

unpredictably, more capacity may be assigned to the DpC sub-layer. 

  After the capacity of the PWCE sub-layer is determined, the proposed algorithm first 

reserves some spare capacity on each edge to configure the p-cycles, in order to form an 

envelope of protected working capacities within the PWCE sub-layer, according to the link-

protecting p-cycle based PWCE algorithm described in Section 3.9. 

   When a new multicast request arrives, the proposed hybrid algorithm attempts to route it 

within the protected working capacity envelope in the PWCE sub-layer first. If this request 

cannot be accommodated within the PWCE sub-layer, it is then passed to the DpC sub-layer. 

Next, the hybrid algorithm tries to route the new multicast tree using remaining free capacity 

in the DpC sub-layer. If the new multicast tree is successfully set up, the proposed model 

attempts to protect the new multicast tree by using the existing p-cycles in the DpC sub-layer. 

If the existing p-cycles cannot fully protect the whole new multicast tree but only part of the 

new multicast tree, additional new unity-p-cycles will be configured in the DpC sub-layer to 

protect the new multicast tree, if there is enough remaining free capacity for configuring 

cycles. If the routing of the new multicast tree is successful and all its working capacity can 

be protected by the existing p-cycles or by a combination of the existing p-cycles and newly 

configured p-cycles, the request is accepted; otherwise, it is blocked. On the other hand, if the 

new multicast tree cannot be set up within the remaining capacity of the network, all the 
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existing p-cycles in the DpC sub-layer will be released for reconfiguration. After releasing 

the existing p-cycles, the proposed model attempts to route the new multicast tree, and 

reconfigure p-cycles in the DpC sub-layer to protect all the existing multicast trees as well as 

the new multicast tree. If this is successful, the new multicast request is accepted, otherwise it 

is blocked.  

 

 

Figure 3-8: Flow chart of the H-DpC-PWCE algorithm 
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   The key idea behind this hybrid algorithm is to combine the fast speed feature of the PWCE 

algorithm and the low blocking probability feature of the DpC algorithm. When the traffic 

load is light, most of the multicast requests could be set up quickly within the PWCE sub-

layer, because the computational speed of the PWCE algorithm is the fastest. As the traffic 

load increases, the PWCE sub-layer will not be able to accommodate all the requests, and 

hence the blocking probability will increase. Accordingly, the DpC algorithm will configure a 

different set of p-cycles adaptively to accommodate the requests that cannot be set up in the 

PWCE sub-layer, according to the changing traffic.  

   In practical applications, one may consider to differentiate the multicast requests with 

different priorities. The PWCE sub-layer can be deployed to accommodate and protect higher 

priority requests, because the p-cycle based PWCE approach offers fast speed in the 

establishment of protected light trees; whereas the DpC sub-layer will be deployed to 

accommodate the lower priority requests. 

 

3.11 Performance Evaluation for static traffic protection 

   To investigate the performance of the optical multicast protection schemes, we select the 

COST239 network (11 nodes and 26 links), the NSFNET network (14 nodes and 21 links) 

and the US backbone network (24 nodes and 43 links) as the test networks, whose average 

node degree (the average number of links connected to a node) are 4.727, 3 and 3.583 

respectively, shown in Figure 3-9. The computing platform is an Intel Quad-Core CPU (2.66 

GHz) PC with 4G RAM. One of the key criteria of static traffic protection is to minimize the 

total capacity (if the working capacity is fixed, the problem turns into spare capacity 

minimization). More wavelengths can accommodate more multicast trees. Therefore, the 

difference in the capacity efficiency of the algorithms can be easily observed. Hence, for 

performance evaluation of static traffic protection, in order to compare the difference of the 
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total capacity efficiency among the algorithms, each link is assumed to have two fibers of 64 

wavelengths per fiber, transmitting in opposite directions. For every multicast session, the 

source node is randomly selected among all the nodes, and the set of destination nodes is also 

randomly selected among all the nodes excluding the source node. All the ILP optimizations 

are solved by the ILOG CPLEX 8.0 [248]. 

 

(a)        (b) 

 

(c) 

Figure 3-9: Test networks: (a) COST239 network; (b) NSFNET network; (c) US 
backbone network 
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Comparison of the average length of the primary working paths (ALPWP) 

In this study, the average length of the primary working paths (ALPWP) is defined as the 

average value of the lengths of the paths connecting the source and the destinations in every 

routed primary working multicast trees.  

   For optical multicast routing, the total working capacity (or the total number of links 

traversed by the multicast trees) is desired to be minimized, so as to accommodate more 

multicast requests, and to save the scarce network wavelength capacity. However, although 

the total working cost is minimized, the average end-to-end cost (or the average length of the 

primary working paths) may not be minimized. In WDM mesh core networks, a fiber link 

may span thousands of kilometers, it would be desired that the optical signals traverse as few 

links as possible to reach the destinations, so as to reduce the number of EDFAs and 

regenerators required, and to reduce the noise and non-linear effects introduced by the 

EDFAs and fibers. Thus, the smaller the ALPWP, the better the BER performance. In Table 

3-6, the ALPWP of the multicast trees routed by different designs in COST239 network is 

compared.   

 

Table 3-6:  Comparison of the ALPWP in COST239 network (k is the multicast group 
size) 

k 1 2 3 4 5 6 7 8 9 10 
OSPT 2.51 2.60 2.64 2.68 2.71 2.77 2.80 2.85 2.89 2.91 
ST 2.51 2.57 2.70 2.73 2.77 2.80 2.89 2.98 2.97 3.10 
JOPL 1.75 1.84 1.88 2.06 2.22 2.28 2.46 2.77 2.93 3.04 
NJOPL 1.51 1.64 1.82 1.97 2.12 2.15 2.18 2.25 2.41 2.43 
 

 

The results shown are the average value of 20 independent simulations. The OSPT and the 

ST are the heuristic routing algorithms used for p-cycle based spare capacity optimization 

algorithms, whereas the JOPL and the NJOPL utilize the ILP optimization for routing. It 
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should be noted that for the same set of multicast sessions, the working trees setup for p-cycle 

based spare capacity optimization algorithms and heuristic algorithms are all the same, 

because the same tree routing algorithm (the OSPT or the ST) is used.  The reason why the 

ALPWP of the ST routing algorithm is longer than that of the OSPT routing algorithm (for 

k3) is that the former optimizes the overall cost of the tree, whereas the latter minimizes the 

end-to-end cost of for every source - destination pair. The working trees setup by the NJOPL 

algorithm are Steiner trees, whose working capacity is minimum; while the trees setup by the 

JOPL algorithm may not be Steiner trees, but the sum of the capacity reserved for the 

working trees and the capacity reserved for the p-cycles is minimum. As a consequence, the 

ALPWP of the JOPL algorithm is larger than that of the NJOPL algorithm. 

 

Comparison of the capacity efficiency 

   In this subsection, only the results for the Steiner tree heuristic routing algorithm are shown, 

as it consume less working capacity than the open shortest path tree (OSPT) heuristic 

algorithm [231]. To investigate the effectiveness of the total capacity reduction of the JOPL 

algorithm, its performance is compared with that of the SOPL, the NJOPL and the ILP-OPP 

[204] algorithms. The OPP approach is selected for comparison, as it was reported to be the 

most efficient approach for multicast traffic protection [204].  

   Figure 3-10 , Figure 3-11 and Figure 3-12 show the performance comparison in terms of 

the total capacity and the spare capacity consumed in the COST239 network, the NSFNET 

network and the US backbone network, respectively. The results shown are the average value 

obtained from 20 simulation experiments. As the multicast group size increases, more links 

and nodes are traversed by each multicast tree and hence the working capacity required by 

multicast sessions would increase. 
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Figure 3-10: Capacity comparison of optimized designs in COST239 network 

 

Figure 3-11: Capacity comparison of optimized designs in NSFNET network 
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Figure 3-12: Capacity comparison of optimized designs in US backbone network 

 

   As expected, the total capacity consumed also increases with the multicast group size. For 

the total capacity consumption, the JOPL algorithm outperforms all other algorithm, 

particularly as the multicast group size increases. Compared with the NJOPL algorithm, the 

JOPL algorithm shows about 1% to 10% savings in total capacity consumption, which proves 

the advantage of the joint optimized design over the non-joint optimized design. This is 

because, in the JOPL algorithm, the multicast tree routing and the configuration of the p-

cycles are solved simultaneously. 

   They must fit to each other, or in other words, the routing and wavelength assignment 

(RWA) of the multicast trees are chosen in conjunction with survivability considerations, so 

as to minimize the total capacity consumed. In the SOPL algorithm and the NJOPL algorithm, 

the multicast trees are routed before the spare capacity optimization of p-cycles. Hence, the p-

cycle configuration is adapted to the multicast tree routing. Compared with the JOPL and 

NJOPL algorithms, the SOPL algorithm consumes more resources because the multicast tree 
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routing is done by the OSPT or the ST heuristic algorithm, which is not optimized. In the 

ILP-OPP algorithm, link disjoint path pairs can share capacity with other path pairs within 

the same multicast session [204]. However, the ILP-OPP algorithm does not consider sharing 

of the spare capacity among different multicast sessions [220].  In the proposed SOPL 

algorithm, there are no link-disjoint requirements between a cycle and a multicast tree, or 

between two multicast trees. The spare capacity of a p-cycle can be shared both within the 

same multicast session (intra-request sharing) and also among different multicast sessions 

(inter-request sharing). Hence, the SOPL algorithm performs better than the OPP. However, 

in unicast traffic protection, for the well known path-based protection technique – shared 

backup path protection algorithm (SBPP), spare capacity is shared among link-disjoint 

primary paths [79]. Due to the higher capacity sharing efficiency, the performance of the 

SBPP is superior to that of the p-cycle based link protection methods. 

 

Figure 3-13: Capacity comparison of the SOPL and the ERH in COST239 network 
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Figure 3-14: Capacity comparison of the SOPL and the ERH in NSFNET network 

 

Figure 3-15: Capacity comparison of the SOPL and the ERH in US backbone network 

 

   Next, the performance of the ERH heuristic algorithm [120] is compared with that of the 

SOPL algorithm in COST239 network, NSFNET network and US backbone network. As 
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shown in Figure 3-13, Figure 3-14 and Figure 3-15, the performance of the ERH heuristic 

algorithm is very close to that of the SOPL algorithm, with only about 1% to 5% increase in 

total capacity consumption and 2% to 10% increase in spare capacity consumption. The 

comparison of the total capacity required by SOPL and ERH (in three networks) are shown in 

Figure 3-16 and Figure 3-17, respectively. As the number of nodes is different in three 

networks, we only provide comparison for multicast group size from 1 to 10. US backbone 

network has 24 nodes, while COST239 network and NSFNET network has only 11 nodes 

and 14 nodes, respectively. For the same multicast group size, a tree may traverses more links 

to reach the destinations in US backbone networks, which results in relatively higher working 

capacity and higher corresponding spare capacity required for p-cycle protection, compared 

with the COST239 network and the NSFNET network. Hence, the total capacity (for the 

same multicast group size) required by SOPL or ERH in US backbone network is much 

higher than those in the other two networks.  

 

Figure 3-16: Comparison of total capacity required by SOPL in three networks 
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Figure 3-17: Comparison of total capacity required by ERH in three networks 

 

   Besides the capacity consumption, another important performance criterion is the 

computational time. Table 3-7 compares the average total computational time consumed by 

the ERH heuristic algorithm with that of the optimized algorithms. As shown in Table 3-7, 

the ERH heuristic algorithm is the fastest as compared with other protection algorithms, and 

hence it is suitable to dynamic provisioning of survivable multicast sessions. Therefore, it is 

applied in the Dynamic p-Cycle (DpC) design in [234].  The ERH heuristic algorithm is 

much faster than the SOPL algorithm, so it is a fast approximation of the SOPL algorithm, 

while the SOPL algorithm serves as the bench mark for the ERH heuristic algorithm. The 

SOPL algorithm, whose total capacity consumption is comparable with the JOPL algorithm, 

is the fastest among all the ILP algorithms. 
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Table 3-7: Comparison of the average total computational time for setting up a 
multicast session in COST239 network (k =5) 

Schemes ERH SOPL NJOPL ILP-OPP JOPL 

Time (ms) 5 15 930 1380 3310  

 

Generally, besides the platform factor, the computational time also depends on the 

computational complexity of the algorithms. We can estimate the complexity of the ILP 

algorithms by counting the number of variables and the number of constraints, because the 

computational complexity increases with the number of variables and the number of 

constraints, which are compared in Table 3-8. |N| is the number of nodes, |E| is the number of 

edges, |C| is the number of cycles, |T| is the number of multicast sessions and k is the 

multicast group size. |E| and |C| would increase with |N| and the nodal degree. Note that |C| 

could be reduced considerably using p-cycle pre-selection strategies reported in [27], 

whereby the computational speed of p-cycle based algorithms would be significantly 

increased at the cost of consuming more spare capacity. 

 

Table 3-8: Comparison of the number of variables and constraints in different ILP 
formulations 
ILPs Number of variables Number of constraints 

SOPL |E| +|C| 3|E| 

JOPL |E|[2+(1+k)|T|] +|C| 4|E|+ k|T|[4+|N|+|E|] 

NJOPL |E|[2+(1+k)|T|] +|C| 5|E|+ k|T|[4+|N|+|E|]+1 

ILP-OPP |E|× (2k×|T|+|T|+1) k×|T|×(8+3|E|+2|N|)+2|E| 

p-cycle based PWCE 2|E| +|C| 5|E| 

 

   Because the performance of a network survivability scheme consists of both capacity 

consumption and computational time, there is no absolute best survivability scheme.  For a 

particular network, if the top design objective is to achieve the least total capacity 
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consumption, the JOPL algorithm might be the suitable candidate. If the computational time 

is the primary concern, the ERH algorithm and SOPL algorithm are more suitable than the 

JOPL algorithm. 

  The study of network design with static traffic model is useful for network planning. In the 

static traffic model [249], light-tree requests are known in advance, so the primary light-tree 

and backup cycles or backup paths can be computed off-line either through ILP methods or 

heuristic methods to achieve optimal or sub-optimal solutions. However, demand is usually 

not static but changes dynamically. This means that working light-trees and also the backup 

cycles or backup paths will have to be established and torn down dynamically in accordance 

with the changing traffic demand. The ILP algorithms are time consuming and not scalable 

based on the current computational power and may not be suitable for on-line computation.  

   Therefore, dynamic service provisioning [250-254] with network survivability becomes a 

critical requirement for network planning and management. For dynamic traffic model, light-

tree requests come and go dynamically and no knowledge of future arrivals is available at the 

time of provisioning current light-path requests. 

 

3.12 Performance Evaluation for dynamic traffic protection 

   For dynamic traffic protection, the COST239 network, and the NSFNET network are 

selected as the test networks. The computing platform is an Intel Quad-Core CPU (2.66 GHz) 

PC with 4G RAM. One of the key criteria of dynamic traffic protection is the blocking 

probability. If the total number of available wavelengths is large, a network can support many 

multicast sessions simultaneously. Unless the traffic load is very high, there will not be any 

blockings or very few blockings. Besides, if the number of multicast requests in the network 

is huge (i.e., high traffic load), the amount of online calculation to route the multicast 

sessions and to configure the p-cycles is huge as well, which would cause the simulation time 
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to be extremely long. In contrast, if the available number of wavelengths is small, a limited 

number of multicast requests can be accepted, and blockings would occur. Without loss of the 

generality, in order to evaluate the blocking effect easily, the total number of available 

wavelengths on each link has to be reduced. Each link is assumed to have two fibers of 16 

wavelengths per fiber, transmitting in opposite directions.  

   The multicast session requests are assumed to arrive with a Poisson distribution and their 

holding time is negatively exponentially distributed. For every multicast session, the source 

node is randomly selected among all the nodes, and the set of destination nodes is also 

randomly selected among all the nodes excluding the source node. Let   be the arrival rate 

and   be the average holding time of multicast sessions. Then, the total network traffic load 

is  . The total number of randomly generated multicast requests is 105 for each network 

traffic load in the simulation. For every incoming request, either if no candidate backup 

cycles/paths can protect the request, or if one or more links are out of capacity for either 

routing or protection, the current request is blocked. 

   When there is no free capacity on directed edge mn, its routing cost is infinity; however, 

when there is free capacity on directed edge mn, its routing cost is the reciprocal of the 

number of free wavelength units on directed edge mn. The more free wavelengths on directed 

edge mn, the lower its routing cost will be. The key idea behind this definition of the link 

routing cost is to balance the network traffic and to avoid congestions on crucial links. 

Because the Steiner tree problem is an NP-complete problem, in this study, the optimal 

shortest path tree (OSPT) heuristic algorithm [215] and the Steiner tree (ST) heuristic 

Algorithm [239] are applied for multicast tree routing. The OSPT heuristic algorithm tries to 

minimize the end-to-end cost between the source and each destination using Dijkstra shortest 

path algorithm (SPA) and promotes common arc-sharing among the end to end shortest paths 
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to reduce the cost of using extra arcs. In contrast, the ST heuristic algorithm attempts to 

minimize the overall cost of the tree.  

   As studied in [135],  the shape factor ߛ can significantly affect provisioning of the protected 

working capacity in the p-cycle based PWCE approach. Before examining the blocking 

performance for multicast traffic, investigation on the effects of both the shape factor (ߛ) and 

the hop limit (H) of p-cycles on the total provisioned working capacity by link protecting p-

cycle based PWCE in both the COST239 and the NSFNET networks is done firstly. For p-

cycles, the length constraint of backup paths is restricted by the hop limit (H) of the p-cycles, 

which is the maximum limit of the p-cycle circumference (L). For link protecting p-cycles, 

the average length of the protection path is L/2 for straddling span failures, and L-1 for on-

cycle span failures, respectively [27].   

   The optimized solutions are given in Table 3-9 and Table 3-10, for the COST239 and the 

NSFNET networks, respectively. Because of the assumption that each link has two fibers of 

16 wavelengths per fiber, transmitting in opposite directions, the total wavelength capacities 

are 832 (16262=832) and 672 (16212=672), for the COST239 and the NSFNET 

networks, respectively. As shown in Table 3-9 and Table 3-10, when the hop limit increases, 

with the total capacity in the network being fixed, more working capacity can be protected, 

which implies that longer p-cycles tend to be more efficient. The shape factor (ߛ) also plays 

an important role in determining the total working capacity that can be protected.  As each 

link is assumed to have two fibers of 16 wavelengths per fiber, transmitting in opposite 

directions, ߛ is varied from 0 to 16. The degree of freedom of the variation of shape of the 

envelope increases with ߛ. The larger the degree of freedom, the more total working capacity 

can be provisioned by the p-cycles. Similar to the results in [135], as ߛ grows, the total 

provisioned working capacity reaches a maximum for every hop limit of p-cycles. In both the 
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COST239 and the NSFNET networks, when there is no hop limit of p-cycles, the maximum 

of total provisioned working capacity emerges at ߛ  2 and ߛ  3, respectively. 

 

Table 3-9: Effects of the shape factor (ߛ ) and the hop limit (H) of p-cycles on the total 

provisioned working capacity in the p-cycle based PWCE in the COST239 network 

    H 
 ߛ

5 6 7 8 9 10 11 

0 520 572 624 624 624 624 624 

1 571 620 640 649 657 664 672 

2 603 629 642 649 658 668 682 

3 607 628 642 652 659 668 682 

 4 608 629 642 652 659 668 682 

 

 

Table 3-10: Effects of the shape factor (ߛ) and the hop limit (H) of p-cycles on the total 

provisioned working capacity in the p-cycle based PWCE in the NSFNET network 

     H 
 ߛ

6 7 8 9 10 11 12 13 14 

0 210 336 420 420 420 420 420 420 420 
1 246 336 447 452 456 458 458 458 458 
2 278 384 451 467 456 476 483 486 486 
3 307 393 451 468 472 478 486 487 487 
4 329 397 456 469 472 478 486 487 487 
5 350 401 456 469 472 478 486 487 487 
 6 357 402 456 469 472 478 486 487 487 

 

 

   Simulations were carried to investigate the effects of the shape factor ߛ and hop limit H on 

the blocking probability for the dynamic protection provisioning of multicast sessions. ߛ  is 
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varied from 0 to 4 in the COST239 network, and from 0 to 6, in the NSFNET network. The 

hop limit is varied from 5 to 11 in the COST239 network, and from 6 to 14 in the NSFNET 

network. However, the multicast group size (k) is fixed at 5, and the offered traffic is fixed to 

be 55E and 28E in the COST239 and the NSFNET networks, respectively.  

 

 

Figure 3-18: Effects of the shape factor and the hop limit on the blocking probability of 

p-cycle based PWCE in the NSFNET network 

 
   Only selected results for the NSFNET network were shown in Figure 3-18 to conserve the 

space, because similar trends were observed for the COST239 network. Simulation results 

show that the blocking probability decreases with the increase of the hop limit. Figure 3-18 

also shows that the blocking performance of the protection algorithms is closely related to the 

routing policy. Dynamic multicast sessions routed by the ST heuristic algorithm experience 

lower blocking probability than those routed by the OSPT heuristic algorithm, because the ST 

heuristic algorithm computes near-optimal minimum cost trees, using less working capacity.  
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                                                      (a)   

 

   (b) 

Figure 3-19: Effects of the hop limit on the blocking probability in p-cycle based 

multicast protection algorithms in the COST239 network (Offered traffic is fixed at 55E 

and ߛ is fixed at 4): (a) the p-cycle based PWCE, and (b) the dynamic p-cycle (DpC). 
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   As shown in Table 3-9 and Table 3-10, the total provisioned working capacity in p-cycle 

based PWCE increases with ߛ until it reaches the maximum. Simulation results have shown 

that, for most of the cases, the blocking probability decreases, as the total provisioned 

working capacity increases (when ߛ increases).  

   Simulations were also carried out to investigate the effects of hop limits of p-cycles in both 

the COST239 network (the offered traffic is fixed at 55 E and ߛ is fixed at 4) and the 

NSFNET network (offered traffic is fixed at 28 E and ߛ is fixed at 6), for both the DpC and 

the p-cycle based PWCE algorithms. The hop limit was varied from 5 to 11 in COST239 

network, and from 6 to 14 in the NSFNET network. Only selected results in the COST239 

network are shown in Figure 3-19 to conserve space, because similar trends were observed in 

the NSFNET network. As shown in Figure 3-19, for both the DpC and the p-cycle based 

PWCE algorithms, the blocking probability decreases as the hop limit increases. This is 

because, as the hop limit increases, longer and more efficient p-cycles are selected, which are 

able to protect more links. Although longer p-cycles require more spare capacity, the working 

capacity that can be protected per unit spare capacity is increased (or in other words, higher 

efficiency ratio (ER) [120] for longer p-cycles), which leads to lower blocking probability.  

Besides, the blocking probability increases, as multicast group size increases. This is because 

larger trees occupy more working capacity and also more spare capacity to protect. In other 

words, increase the multicast group size is logically equivalent to increase the network traffic. 

Again, as ST heuristic algorithm consumes less working capacity for routing multicast trees 

(because ST heuristic algorithm attempts to minimize the overall cost of the trees), compared 

with the OSPT heuristic algorithm, the overall blocking probability is lower for protection 

algorithms with ST routing algorithm.  
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                                                   (a)  

 

      (b) 

Figure 3-20: Comparison of blocking performance for various protection algorithms in 

the COST239 network:  (a) the offered network traffic is fixed at 55 Erlang, and (b) the 

multicast group size is fixed at 5. 
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                                                         (a) 

 

                                                        (b) 

Figure 3-21: Comparison of blocking performance for various protection algorithms in 

the NSFNET network: (a) the offered network traffic is fixed at 28 Erlang, (b) the 

multicast group size is fixed at 5. 
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   The OPP-SDP algorithm [204] and also the cross sharing tree (CST) algorithm [202] were 

chosen for comparison with the p-cycle based algorithms. Among them, the OPP-SDP 

algorithm is reported as the most heuristic efficient technique for dynamic multicast traffic 

protection for link failure recovery, since it achieves the lowest blocking probability [204].   

Note that the CST algorithm is much more efficient than the ADT algorithm, since it allows 

multiple link disjoint primary trees to share the backup spare capacity. 

   Figure 3-20 and Figure 3-21 compare the blocking probability for various protection 

algorithms for the COST239 and the NSFNET networks, respectively. The hop limit for the 

p-cycle based protection approaches was not set for this study, in order to optimize the 

performance. For the p-cycle based PWCE, ߛ was set to be 2 and 3 for the COST239 and 

NSFNET networks, respectively.  

   As expected, the blocking probability increases with the multicast group size. That is 

because, for the same offered network traffic load, multicast traffic consumes more working 

wavelength capacity (and therefore higher network traffic) as well as more spare protection 

capacity, as the multicast group size increases. Also, as the offered traffic load increases, the 

blocking probability increases as well. As the total capacity on each link is limited, the 

number of successfully set-upped multicast sessions that the network can hold concurrently 

within a certain period of time is limited. As shown in Figure 3-20 and Figure 3-21, the p-

cycle based multicast protection algorithms (the DpC algorithm, the H-DpC-PWCE 

algorithm and the PWCE algorithm) achieve much better blocking performance than the 

existing OPP-SDP and the CST algorithms. The DpC algorithm yields the lowest blocking 

probability among all the protection algorithms, because it attempts to introduce new p-cycles 

or adjust the configuration of existing p-cycles, when each incoming request arrives, in order 

to adapt to the traffic changes. As the traffic load decreases or the multicast group size 

decreases, the advantage of the DpC algorithm over other protection algorithms gets larger. 
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Although the PWCE algorithm is the fastest among the three p-cycle based algorithms, it has 

the worst blocking performance among the three, because the set of p-cycles is fixed, which 

cannot adapt to the traffic changes. With the same routing algorithm, the blocking 

performance of the H-DpC-PWCE algorithm is better than that of the PWCE algorithm, but 

worse than that of the DpC algorithm. It will be shown that the H-DpC-PWCE algorithm has 

the moderate computational speed among the three shortly. The H-DpC-PWCE algorithm 

combines the fast speed feature of the PWCE algorithm and the low blocking probability of 

the DpC algorithm. With the layered structure, the H-DpC-PWCE algorithm is able to 

differentiate the services with different priorities. It is also identified that the blocking 

performance of the same protection algorithm is worse in NSFNET network, compared with 

that in COST239 network. This is because the lower nodal degree imposes more constraints 

on the routing of multicast trees and configuration of p-cycles. 

   This study has found that the main reasons for the much better blocking performance of the 

p-cycle based protection algorithms are attributed to the facts: (i) there are no disjoint 

constraints between the selected p-cycles and the multicast light trees to be protected; (ii) the 

selected p-cycles are the most efficient p-cycles.  It is noted that the capacity efficiency of p-

cycles comes from the protection of straddling spans in addition to the on-cycle spans [106]. 

Compared with the existing path and tree based protection approaches, the link-protecting p-

cycle based protection approach provide the freedom of routings as well, since the routing of 

the multicast trees and the configuration of p-cycles can be separated. Besides the great 

simplification of network management pointed out earlier, the p-cycle based PWCE 

algorithm achieve comparable or even better performance than the OPP-SDP algorithm, 

when Steiner tree heuristic routing algorithm is applied and traffic load is relatively large.  

   It is noted that if the multicast group size is reduced to one, multicast traffic transforms to 

unicast traffic. Also, both OSPT and ST routing algorithms used in multicast routing become 
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the Dijkstra shortest path algorithm (SPA) used in unicast routing. The performance of the 

various protection algorithms were compared, when all traffic is unicast. To evaluate the 

blocking performance for the unicast case, the total traffic load was varied from 220E to 418 

E in the COST239 network. Simulation results are shown in Figure 3-22.   

 

Figure 3-22: Comparison of blocking performance in the COST239 network for the 

unicast traffic case 

 
  It is found that in the unicast case, the OPP-SDP algorithm outperforms the p-cycle based 

protection algorithms, which is different from the multicast case.  This conclusion is 

agreeable with our earlier work in [132, 135], where the shared backup path protection (SBPP) 

algorithm was shown to achieve better blocking performance than the p-cycles based 

protection algorithms for unicast traffic.  It has been proven theoretically that p-cycles have 

the same lower bound (1/ (d 1) , where d  is the average nodal degree) on the redundancy as 

mesh based link protection approaches [107], but the lower limit is only achieved when 

Hamiltonian cycles are chosen for protection in the given network topology [107]. Hence, for 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 3: Link-Protecting p-Cycle Based Optical Multicast Protection Approach

 

~ 97 ~ 
 

unicast traffic protection, the performance of p-cycle based link protection approaches can 

only approach mesh based protection approaches like SBPP, and never surpass. For multicast 

traffic protection, the key reason why OPP-SDP algorithm is inferior to DpC algorithm, is 

because, there is only intra-request spare capacity sharing in OPP-SDP, whereas DpC allows 

both intra-request spare capacity sharing  and inter-request spare capacity sharing. 

 

Table 3-11: Comparison of the average total computational time per multicast session 

for different multicast protection schemes in the COST239 network. (The offered 

network traffic  λμ is fixed at 55 Erlang, and the multicast group size k is fixed at 5.) 

Schemes CST OPP-SDP DpC PWCE H-PWCE-DpC 

Time(ms) 53 23 18 5 9 

 

   The comparison of the average computational time for the establishment of a successful 

multicast light tree under different protection algorithms is shown in Table 3-11. The p-cycle 

based PWCE algorithm is the fastest, because it only requires to route the new request within 

the offline-computed PWCE.  It should be noted that, after a link failure, the CST algorithm 

and the OPP-SDP algorithm require a complex signaling process to configure multiple nodes 

along the primary/protection trees/paths, so that either whole or partial traffic is switched to 

the backup tree/path through complicated reconfigurations [205]. Hence, they require a much 

longer restoration time. In contrast, for the p-cycle based algorithms, the p-cycles are 

preconfigured (i.e., pre-cross-connected), and only two end-nodes of the failed link perform 

the protection switching, thereby achieving fast restoration speed (typically 30-80 ms) [106, 

247].  
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3.13 Conclusions 

   Several algorithms were proposed and investigated for link protecting p-cycle based 

multicast traffic protection approach, for both static traffic and dynamic traffic in optical 

mesh WDM networks. For static traffic, the newly proposed JOPL algorithm outperforms all 

other multicast traffic protection algorithms. The SOPL algorithm is the fastest in the 

computational speed among all the optimized designs and serves as the bench mark for the 

ERH algorithm for capacity efficiency; whereas the ERH algorithm offers fastest 

computational speed among all algorithms, and therefore was applied in DpC algorithm for 

dynamic traffic protection. 

   For dynamic provisioning of survivable multicast sessions, the simulation results showed 

that, although in unicast traffic protection, the blocking performance of link protecting p-

cycle based protection algorithms is worse than the OPP-SDP algorithm, the link protecting 

p-cycle based algorithms achieve much better blocking performance than the existing 

multicast protection algorithms for multicast traffic protection. Among all multicast 

protection algorithms, the newly proposed DpC algorithm achieves the lowest blocking 

probability, whereas the p-cycle based PWCE scheme offers the fastest computational speed.  

Also, because the p-cycles are preconfigured, they offer fast restoration speed (typically 30-

80 ms). The effects of the shape factor and the hop limit on the performance of p-cycle based 

PWCE algorithm for multicast traffic were studied as well. Simulation results showed that the 

blocking probability decreases when the hop limit increases. It also showed that, in general, 

the larger the shape factor ߛ, the lower the blocking probability.  
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Chapter 4. Tree-Protecting p-Cycle Based Multicast 
Protection Approach 

 

 

4.1 Introduction 

The two main types of network failures are link failures and node failures. Up to now, most 

research in the area of optical multicast traffic protection has been focused on link failure 

recovery, due to its predominance. In Chapter 3, the link-protecting p-cycle-based protection 

approach was extended from unicast traffic protection to multicast traffic protection. 

Although the proposed algorithms of the link-protecting p-cycle-based protection approach 

outperform the algorithms of the existing multicast traffic protection approaches for link 

failure recovery, they cannot cope with node failure recovery. 

Although node failures are less frequent, the impact is more severe, since a single node 

failure is logically equivalent to several concurrent link failures. In the optical layer, the 

objective of the node failure recovery is to restore transit flows that pass through the failed 

node. The source flows and the sink flows cannot be restored by any protection algorithm. 

Both node failures and link failures are capricious in optical networks. It is difficult to predict 

when and where a failure will occur in a network. Without an efficient and fast recovery 

mechanism, a network failure can lead to severe disruption to network services and 

calamitous loss to end users.  

In a network, it might be less cost-effective to implement dedicated protection approaches 

for separate link failure recovery and node failure recovery. Hence, a combined node and link 

failure recovery approach is desirable and very crucial to network survivability.  
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Some previous studies [36, 139, 144, 255] have addressed the problem of combined node 

and link failure recovery for unicast traffic protection. In the failure independent path-

protecting (FIPP) p-cycle approach [36] and the flow p-cycle approach [139], the 

paths/segments have to be node-disjoint to share a copy of a p-cycle for combined node and 

link failure recovery. The node-encircling p-cycle (NEPC) approach [143] was reported for 

router failures in the IP layer. However, applying the NEPC approach in the WDM layer for 

combined node and link failure recovery is not so cost-effective [144].  

To our best knowledge, little work has been done on combined node and link failure 

recovery for optical multicast traffic. Motivated by the significance of both the link failure 

recovery and node failure recovery to the optical multicast, the capability of combined node 

and link failure recovery of p-cycles is worthwhile and interesting to be proven in this study. 

Several p-cycle based optical multicast protection approaches for combined node and link 

failure recovery were developed. This chapter presents the proposed tree-protecting p-cycle 

based approach [229, 230, 232], which can provide combined node and link failure recovery.  

This chapter is organized as follows. Section 4.1 gives the background and motivation of 

developing the tree-protecting p-cycle based multicast protection approach. Section 4.2 

introduces some additional notations. Section 4.3 explains the protection mechanism of tree-

protecting p-cycle based approach, whereas Section 4.4 discusses the spare capacity 

optimization algorithm of p-cycle based tree protection (SOPT), while Section 4.5 presents 

the efficiency score based heuristic algorithm of p-cycle based tree protection (ESHT). 

Section 4.6 elaborates the optimal path pair (OPP) based approach extended for combined 

node and link failure recovery. Section 4.7 investigates the proposed algorithms in static 

traffic environment, while Section 4.8 investigates the proposed algorithms in dynamic traffic 

environment. Lastly, the conclusions are given in section 4.9. 
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4.2 Additional notations 

   The general notations used in this study have been introduced in Section 3.2. Additional 

notations used in this chapter were introduced below: 

 

Sets      

DTSD   Set of disjoint tree sets (DTSs), indexed by   

 

Input parameters  

j , DTSY    It is 1 if cycle j can protect DTS  ; 0 otherwise. 

DTSZ   It is 1 if DTS   contains tree τ; 0 otherwise. 

 

Variables 

j, -DTSf   It is 1 if cycle j is selected for protecting DTS  ; 0 otherwise. 

 

4.3 Protection mechanism of the tree-protecting p-cycle based approach 
 

 Similar to FIPP p-cycles [36] protecting light paths on an end-to-end basis, tree protecting 

p-cycles protect light trees on an end-to-end basis, instead of protecting each node and link 

[229, 230, 232].  For the case of link failure recovery, the same copy of a p-cycle (a unity p-

cycle)  can protect multiple mutually link-disjoint trees, as long as  these trees are arc-disjoint 

with the cycle and their source and destination nodes are all on-cycle. For the case of 
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combined node and link failure recovery, in addition to satisfying the constraints on link 

failure recovery, trees that can share the same copy of a p-cycle should be mutually node-

disjoint and they are also node-disjoint with the protection path provided by the cycle. Note 

that the node-disjoint constraints are applied to the intermediate nodes of the trees only. If a 

link/node in the network fails, the neighbor nodes of the failed link/node inform the source 

and the destination nodes of the trees affected, which will handle the service recovery then. 

The multicast traffic carried by the multicast trees traversing the failed link/node can be 

rapidly switched to their corresponding p-cycles, because p-cycles are preconfigured. 

 

       

        (a)                (b) 

Figure 4-1: An example illustrating the tree-protecting p-cycle approach 

 

       An example shown in Figure 4-1 illustrates that a unity tree-protecting p-cycle 

(1258931 shown in dashed line) protecting two multicast trees (tree 1 and tree 

2 shown in solid lines for 1 and 2: ( 1 {1,2,5,8}   and 2 {3,5,8,9}  ) for combined node 

and link failure recovery. Upon the failure of node 4 (or the failure of link 14, or link 42, 

or link 45, or link 48) of tree 1, the cycle provides a protection path 1258, which 
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traverses all the three destination nodes of the tree 1. The similar process can be applied to 

failures on tree 2.  

   It should be noted that the proposed tree-protecting p-cycle based approach is different 

from the one ring for one multicast session (OFO) approach and the one ring for all multicast 

sessions (OFA) approach proposed in [214]. In the OFO approach, a ring is dedicated to 

protect a single multicast session.  In the OFA approach, although only one ring is chosen for 

protecting all multicast sessions, this ring has to be large enough to cover all the nodes of all 

multicast sessions, e.g., Hamiltonian rings.  In addition, as many copies of the ring as the 

number of the multicast sessions may be required, and each copy may be used to protect only 

one multicast session (effectively a dedicated 1:1 protection approach). Therefore, in both the 

OFO and the OFA approaches, the mutually-link-disjoint requirements among the multicast 

trees are not considered, and hence spare capacity cannot be efficiently utilized.  In the 

proposed SOPT approach, a copy of a unity-p-cycle can be shared by multiple mutually 

disjoint trees, and hence the spare capacity is efficiently utilized. 

 

Tree partition algorithm (TPA) 

   It may be difficult to find candidate p-cycles to protect large trees, especially in sparse 

networks, because of the disjoint constraints, and tree’s source and destination nodes must be 

on-cycle [232]. To deal with this problem, a tree partition algorithm (TPA) [229] is 

developed. If and only if no cycle can be identified to protect a large multicast tree, it is then 

partitioned into several smaller sub-trees.  

   In the TPA algorithm, firstly, the disjointedness of the tree with each candidate cycle is 

checked. If they are not disjoint, the common intermediate nodes are recorded. After the 

check, for each intermediate node, its records are summed. The trouble node in a tree is 
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defined as the intermediate node with the highest record. Next, the number of branches at the 

source node is identified.  

   Case 1: If there is more than one branch, firstly, the tree is partitioned into two sub-trees: 

one is the branch with the trouble node; the other one is formed by the rest of the branches. If 

a sub-tree is still cannot be protected by any one of the cycles, further partitioning this sub-

tree into two portions is done in the same way, until all sub-trees can be protected.  

   Case 2: If there is only one outgoing link at the source node, this tree is partitioned into 

three sub-trees: the first one is formed by the stem from the source to its closest splitting node, 

and the outgoing links from the splitting node. Next, the tree branches, which originate from 

this splitting node, is partitioned into two sub-trees, treating this splitting node as the source 

node and following the same way as Case 1. After tree partitioning, the splitting node will 

appear in all the sub-trees, and each outgoing link from the splitting node will be present in 

the first sub-tree and also in one of the rest two sub-trees. This overlapping is to protect the 

tree against the splitting node failure. Notice that, there is no overlapping in the tree partition, 

if only the link failure recovery capability is required. 

To illustrate the tree partition process, a simple example is shown in Figure 4-2. Assume 

that this tree in Figure 4-2 is relatively large and it cannot be protected by any cycle, and 

assume that node 1 is identified as the trouble node out of the five intermediate nodes of the 

main tree. As the source nodal degree is greater than 1, the tree is partitioned into two sub-

trees: sub-tree 1 and sub-tree 2. After first partition, suppose sub-tree 1 still cannot be 

protected. Assume node 3 is identified as the trouble node out of the three intermediate nodes 

of sub-tree 1. The source nodal degree of sub-tree 1 is only 1. Further partitioning of sub-tree 

1 into 3 sub-trees is done according to case 2. Assuming that all sub-trees can be protected 

now, the TPA process terminates. 
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Main tree source:    S 

Main tree destinations:  1 2 3 4 5 6{ , , , , , }d d d d d d  

Main tree intermediate nodes:  {1,2,3,4,5} 

Figure 4-2: A simple example of the tree partition algorithm (TPA) 

 

4.4 Spare capacity optimization algorithm of p-cycle based tree protection 

(SOPT) 

Spare capacity optimization algorithm of p-cycle based tree protection (SOPT) algorithm is 

an ILP algorithm that optimizes the spare capacity required to configure the tree-protecting p-

cycles [229]. In the SOPT algorithm, the candidate p-cycles in the network are identified first, 
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and then the multicast traffic is routed according to the Steiner Tree heuristic algorithm [239]. 

In this study, the concept of the disjoint route sets (DRS) approach [140] for p-cycle based 

path protection of unicast traffic is extended to the disjoint tree sets (DTS) approach. A 

disjoint tree set is defined as a set of multicast trees that are mutually link-disjoint (for link 

failure recovery) or node disjoint (for combined node and link failure recovery). The size of a 

DTS is the number of mutually disjoint trees inside this DTS. If a cycle can protect all the 

multicast trees in a DTS, this cycle is said to be able to protect this whole DTS.  

   In order to obtain the strictly optimal solution, all possible combinations  [140] of DTSs 

identified from all the multicast trees need to be enumerated as the input to the proposed ILP 

model, which will be presented shortly.  Generally, for M multicast trees, there could be 2
MC

possible combinations of DTSs of size 2, 3
MC  possible combinations of DTSs of size 3, and 

so on. In practice, there might be some multicast trees which are not mutually disjoint with 

any other trees, and such trees are referred to as DTSs of size 1. Hence, theoretically, there 

would be a total of 
1

2 1


  M i M
Mi

C  possible combinations of DTSs. This means that the 

optimization task becomes extremely hard, as the number of multicast sessions increases.   

   Ref [140] proposed a heuristic algorithm named “GenerateDRSs” to partially enumerate a 

subset of disjoint route sets. This algorithm is applied in this study to identify a promising 

subset of DTSs.  |DTS| is the number of DTSs. Given a group of M trees, this algorithm 

creates M DTS, one DTS for each tree by setting the tree itself as the first tree in that DTS. 

Then, for each DTS, the algorithm randomly selects another tree among all the remaining 

trees; if the selected tree is disjoint with all the trees inside that DTS, it is added to that DTS. 

This is iterated until all trees have been checked. Hence, one time execution of this heuristic 

algorithm would generate M random DTSs; X times execution would generate XM random 

DTSs.  This subset of DTSs has a much smaller number of DTSs than the total number of all 
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possible DTSs, and hence the ILP formulation of the SOPT algorithm becomes solvable 

when the number of multicast sessions is large.  

   Finally, the SOPT algorithm selects a set of most efficient p-cycles among the candidate 

cycles to protect all multicast sessions by the ILP optimization. Since only a subset of DTSs 

and not all the DTSs are considered, strictly speaking, the proposed SOPT design is not a 

truly optimized design. It can be classified as an ILP based heuristic design. The ILP 

formulation of the SOPT algorithm is given below:  

 

Objectives:       Minimize 
 
 mn mn
mn E

c v       (4.1) 

Constraints: 

1
DTS

j , DTS j , DTS DTS
D j C

f Y Z      T   
  

         (4.2) 

DTS

j j , DTS
D

f f                                j C


        (4.3) 

 

  mn j ,mn j
j C

v f                                     mn E      (4.4) 

   mn mn mnw v t                                      mn E      (4.5) 

 

   The objective (4.1) is to minimize the total spare capacity required for configuring the p-

cycles. Constraint (4.2) is to ensure that every multicast tree must be protected by at least one 

copy of a p-cycle. Constraint (4.3) is to calculate the total number of copies of p-cycle j 

required for protection. Constraint (4.4) is to determine the spare capacity allocation on each 

link reserved for configurations of p-cycles. Constraint (4.5) is to restrict the total capacity in 

each link.  
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   The approximate number of variables for ILP formulation of the SOPT algorithm is |E| + 

|C|×|DTS| +|C|. The approximate number of constraints for ILP formulation of the SOPT 

algorithm is |T|+|C|+2|E|. (|N| is the number of nodes. |E| is the number of edges. |C| is the 

number of cycles. |T| is the number of multicast sessions. |DTS| is the number of DTSs. |E| 

and |C| would increase with |N| and the nodal degree.) 

 

4.5 Efficiency score based heuristic algorithm of p-cycle based tree 
protection (ESHT) 

 

4.5.1 ESHT for static traffic protection 

The above ILP based SOPT algorithm selects an optimal subset of cycles among all the 

candidate cycles by capacity optimization. Since ILP based algorithm is not scalable to large 

networks with a large number of multicast sessions, an efficiency-score based heuristic 

algorithm of p-cycle based tree protection (ESHT), which can be viewed as a multicast 

version of the capacitated iterative design algorithm (CIDA) in [118] and the efficiency-ratio 

based unity-p-cycle heuristic algorithm (ERH) in [120, 231], is presented. Note that the 

CIDA algorithm and the ERH algorithm were independently developed for link protection 

under the context of unicast traffic.  

An efficiency-score (ES) is introduced for cycle selection. The ES of unity p-cycle j is 

defined as the ratio of the sum of the working units of the largest set of unprotected mutually-

disjoint trees that can be protected by unity p-cycle j to the sum of the spare units required by 

unity p-cycle j. Given a group of multicast trees, the largest set of mutually-disjoint trees is 

identified using a fast matrix algorithm (please see sub-section 4.5.3 for details). For each 

tree, the amount of other trees that are not mutually disjoint with it is recorded. A trouble tree 

is defined as the tree with the highest record. The trouble tree is identified by obtaining the 
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column sums of the matrix. It is then deleted from the matrix. The whole process iterates until 

the remaining trees are all mutually-disjoint. The set of remaining trees obtained is then the 

largest set of mutually-disjoint trees. The ES of unity p-cycle j can be calculated by equation 

(4.6). 

 

  

 
   

 
 
md j

j j ,mn
T ( c ) mn E

ES( c )  W


              (4.6) 

Tmd(cj) The largest set of unprotected mutually node-disjoint trees that can be protected 

by cycle j. The trees inside this set are indexed by . 

W    Sum of working units of tree . 

αj,mn         It is 1 if cycle j traverses link mn and 0 otherwise.  

 

For static traffic, given the network topology and the multicast traffic demand, the proposed 

ESHT algorithm first identifies all the candidate p-cycles using the heuristic edge-digraph 

based cycle algorithm [68] and route the multicast trees according to the Steiner tree heuristic 

algorithm [239]. If and only if no candidate cycles can protect a tree, it is partitioned into 

several sub-trees. Then, the largest set of unprotected mutually-disjoint trees that can be 

protected by each p-cycle is identified and its ES is calculated. The cycle with the highest ES 

is chosen and the trees that can be protected by it are marked. After that, check if there are 

remaining unprotected trees. If so, the next cycle with the highest updated ES is chosen to 

proceed. The above process is iterated until all multicast sessions are protected. 
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4.5.2 The matrix algorithm for identification of the disjoint tree sets 

The matrix algorithm for identification of the disjoint tree sets, which serves the purpose of 

calculation of the efficiency score (ES) for cycle selection in the ESHT algorithm, is 

elaborated next. Let us consider an example of six candidate multicast trees (tree 1 to tree 6) 

and find the disjoint tree sets (DTSs) among them. Matrix T1 in (4.7) represents the 

relationship of disjointedness among the tress. The italic numbers outside the matrix are the 

indexes of the trees. The entry of the xth row and the yth column is 0 if tree x and tree y are 

mutually node disjoint, and 1 otherwise. A tree is always not disjoint with itself. Hence, the 

diagonal elements of matrix T are all equal to 1. For each tree, the amount of other trees that 

are not mutually disjoint with it, is recorded. The corresponding disjoint score matrix 1  is 

obtained by calculating the column sum of T1, and is also given in equation (4.7).  A trouble 

tree is defined as the tree with the highest score. In the disjoint score matrix 1 , tree 2 has 

the highest score 4. It is identified as the trouble tree. Hence, tree 2 is removed from the 

matrix T1. 

    1 2 3 4 5 6

1

2

3
 
4

5

6

1

1 0 0 0 0 0

0 1 0 1 1 1

0 0 1 0 0 0
T

0 1 0 1 0 1

0 1 0 0 1 0

0 1 0 1 0 1

 
 
 
 

  
 
 
 
 

   
           1 2 3 4 5 6

  1 1 4 
 1 3 2 3

    (4.7) 

A new matrix T2 is obtained by eliminating the column and the row of tree 2 in T1  and 

given in equation (4.8).  The corresponding disjoint score matrix 2 is also shown in 

equation (4.8).   
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    1 3 4 5 6

1

3

4

5

6

2

1 0 0 0 0

0 1 0 0 0

T 0 0 1 0 1

0 0 0 1 0

0 0 1 0 1

 
 
 

  
 
 
  

      
          1 3 4 5 6

 2 1 1 2  1 2
     (4.8) 

Now, both tree 4 and tree 6 have the highest score 2. Tree 4 is randomly chosen as the 

trouble tree and delete it from T2. A new matrix T3, and its corresponding disjoint score 

matrix 3 are obtained then. 

         1 3 5 6

1

3
  
5

6

3

1 0 0 0

0 1 0 0
T

0 0 1 0

0 0 0 1

 
 
 
 
 
        

 
         1 3 5 6

 3 1 1 1 1
      (4.9) 

   Now, all four trees have an equal disjoint score 1, which means they are mutually disjoint 

and can be grouped into one DTS, denoted as DTS1, which is the largest set of mutually-

disjoint trees. Following the same procedure described above, the second largest DTS is 

obtained from the remaining ungrouped tees, i.e., tree 2 and tree 4.  It is found that tree 2 and 

tree 4 are not mutually disjoint and hence are grouped into two separate DTSs.  Therefore, 3 

DTSs were found from the 6 multicast trees as follows: 

 1DTS 1 3 5 6 ,     42DTS ,        3and  DTS 2 .  
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4.5.3 The p-cycle reconfiguration process in ESHT algorithm for dynamic multicast 

traffic 

Since this ESHT algorithm is very fast as compared to its corresponding ILP based SOPT 

algorithm, it can be readily applied to dynamic multicast traffic. The flow chart of the p-cycle 

based reconfiguration process in the ESHT algorithm for dynamic multicast traffic is shown 

in Figure 4-3. As shown in Figure 4-3, upon the arrival of a new multicast request, the 

ESHT algorithm first tries to route the new multicast tree, according to the Steiner tree 

heuristic algorithm [239].  If the new multicast tree is successfully routed (the tree can be 

routed, if there is a simple path with enough remaining free capacity from the source to each 

destination), and if and only if no candidate cycle can protect this tree, it is partitioned into 

several sub-trees that can be protected, using the TPA algorithm. Then, the wavelengths are 

assigned to the sub-trees.  

   Case 1: if the new multicast session is successfully set up, the proposed model attempts to 

protect the new sub-trees, by using the existing cycles. If unsuccessful, additional new cycles 

will be configured, if there is enough remaining free capacity for configuring new cycles. If 

the routing of the new multicast tree is successful and all its sub-trees also can be protected 

by the exiting cycles or by a combination of the existing cycles and newly configured cycles, 

the request is accepted; otherwise, it is blocked.  

   Case 2:  if the new multicast tree cannot be set up within the remaining capacity of the 

network, all the existing cycles are released for reconfiguration. As the old configuration of 

p-cycles may not fit the traffic, the purpose of the reconfiguration is to make the newly 

configured cycles to fit the current multicast traffic, so as to accommodate the new incoming 

multicast request. After releasing the existing p-cycles, the proposed model attempts to route 

the new multicast tree and reconfigure cycles according to the ESHT design. If this is 

successful, the new multicast request is accepted; otherwise it is blocked.  
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Figure 4-3: Flow chart of the p-cycle reconfiguration process in the ESHT algorithm for 

dynamic multicast traffic 

 

   Upon successful setup of the new multicast request, the new multicast tree begins service. 

If a link/node in the network fails, the multicast trees traversing the failed link/node are 

rapidly switched to their corresponding pre-cross-connected p-cycles. As the p-cycles are 

preconfigured, the service recovery exhibits ring-like fast speed and takes about typically 30–

80 ms [106, 247]. It is noted that a multicast tree will be tore down and its occupied capacity 

will be released upon the completion of the service of that multicast tree. In the mean time, 

the corresponding p-cycles are also released if they no longer protect any multicast light trees. 
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4.6 Optimal path pair (OPP) based approach 
 

   The OPP based approach was initially proposed for link failure recovery for unicast traffic 

in [204]. The basic idea supporting the optimal path pair approach is that for every multicast 

session, a link-disjoint path pair from the source to every destination node is sufficient to 

handle any link failure [204]. In this section, the application for combined node and link 

failure recovery is studied: a node-disjoint path pair from the source to every destination node 

is sufficient to handle combined node and link failure recovery; the working path and the 

backup path, which are node disjoint, will not fail simultaneously upon any single link/node 

failure. One source-destination pair can share the capacity with the other source-destination 

pairs within the same multicast session, because they actually carry the same information.  

 

Table 4-1: The primary-backup path pairs for 1 ( 1 {8,1,3,4,9}  )  

s-d Pair Primary path Node-disjoint backup path Corresponding figure 
(8,1) 8→4→1 8→9→3→1 Figure 4-4 (a) 
(8,3) 8→4→3 8→9→3 Figure 4-4 (b) 
(8,4) 8→4 8→9→3→1→4 Figure 4-4 (c) 
(8,9) 8→4→3→9 8→9 Figure 4-4 (d) 
 

Table 4-2: The final configured primary and backup links for 1 ( 1 {8,1,3,4,9}  ) 

Final primary links 8→4, 4→1, 4→3, 3→9 
Final backup links 8→9, 9→3, 3→1, 1→4 
 

   An example illustrating the OPP based protection approach for 1 ( 1 {8,1,3,4,9}  ) is 

shown in Figure 4-4. 1 {8,1,3,4,9}    has four destinations and therefore four source-

destination pairs. The primary paths are shown in solid lines, whereas the backup paths are 

shown in dash lines.  Figure 4-4 (a) shows the node-disjoint path pair for source-destination 

pair (8,1). Figure 4-4 (b) shows the node-disjoint path pair for source-destination pair (8,3). 
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Figure 4-4 (c) shows the node-disjoint path pair for source-destination pair (8,4). Figure 4-4 

(d) shows the node-disjoint path pair for source-destination pair (8,9).  

 

   

        (a)            (b)         (c) 

   

        (d)             (e) 

Figure 4-4: An example illustrating the OPP based protection approach 

 

   Because the path pairs can share capacity within the same multicast session, the total 

capacity required is reduced. The final configured primary and backup links for 1 are shown 

in Figure 4-4 (e) and Table 4-2. For instance, for source-destination pair (8,1), if 
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intermediate node 4 (or link 8→4 or link 4→1) fails, source-destination pair (8,1) will switch 

the transmission on the primary path (8→4→1) onto the backup path (8→9→3→1). 

 

4.6.1 Integer linear programming based optimal path pair algorithm (ILP-OPP)  
 

   The ILP formulation of the integer linear programming based optimal path pair algorithm 

(ILP-OPP) [204] is extended to combined node and link recovery, by modifying the link-

disjoint constraints to node-disjoint constraints. Firstly, some additional notations used for the 

modified ILP formulation for ILP-OPP are introduced. 

Variables 

i
sd ,mnP  It is 1 if the primary path from source s to destination d in multicast session i traverses 

link mn, and 0 otherwise. 

i
sd ,mnB  It is 1 if the backup path from source s to destination d in multicast session i traverses 

link mn, and 0 otherwise. 

i
sd ,mP  It is 1 if the primary path from source s to destination d in multicast session i traverses 

node m, and 0 otherwise. 

i
sd ,mB  It is 1 if the backup path from source s to destination d in multicast session i traverses 

node m, and 0 otherwise. 

i
mnu  It is 1 if the link mn is traversed by either primary path or the backup path in multicast 

session i and 0 otherwise. 

mnu  The total capacity on link mn 

 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 4: Tree-Protecting p-Cycle Based Multicast Protection Approach 

   

~ 117 ~ 
 

Next, the ILP formulation of ILP-OPP for combined node and link failure recovery is 

presented: 

Objectives:  Minimize mn mn
mn E

c u
 
        (4.10) 

Constraints: 

i
sd ,sn

n

P                           d, i1        (4.11) 

i
sd ,ns

n

P                           d, i0        (4.12) 

i
sd ,dn

n

P                           d, i0        (4.13) 

i
sd ,nd

n

P                           d, i1        (4.14) 

i i
sd ,nm sd ,mn

n n

P P                mn E , d, i , m s ,d            (4.15) 

i
sd ,sn

n

B                           d, i1        (4.16) 

i
sd ,ns

n

B                           d, i0        (4.17) 

i
sd ,dn

n

B                           d, i0        (4.18) 

i
sd ,nd

n

B                           d, i1        (4.19) 

i i
sd ,nm sd ,mn

n n

B B               mn E , d, i , m s ,d            (4.20) 

i i
sd ,m sd ,mnP P                          mn E , d, i          (4.21) 

i i
sd ,n sd ,mnP P                           mn E , d, i          (4.22) 

i i
sd ,m sd ,mnB B                        mn E , d, i          (4.23) 

i i
sd ,n sd ,mnB B                         mn E , d, i          (4.24) 
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i i
sd ,m sd ,mP B                      d, i , m s,d1           (4.25) 

i i
sd ,mn mnP  u 1                     mn E , d, i           (4.26) 

i i
sd ,mn mnB  u 1                   mn E , d, i           (4.27) 

|T |
i

mn mn
i

u u                          mn E


  
1

     (4.28) 

  mn mnu t                               mn E      (4.29) 

 

   The objective (4.10) is to minimize the total capacity. Constraints (4.11) to (4.15) are used 

to setup the primary paths in every multicast sessions. Constraints (4.11) and (4.12) ensure 

that, for multicast session i, the source node has only 1 unit of outgoing flow and 0 unit of 

incoming flow. Constraints (4.13) and (4.14) ensure that, for multicast session i, every 

destination node has 0 unit of outgoing flow and only 1 unit of incoming flow. Constraint 

(4.15) states that, for multicast session i, the incoming flow of any intermediate node is equal 

to its outgoing flow. Constraints (4.16) to (4.20) are used to setup the backup paths in every 

multicast sessions, following the same way of setting up the primary paths. Constraints (4.21) 

and (4.22) are used to identify the nodes along the primary paths from the source to every 

destination, in each multicast session. Constraints (4.23) and (4.24) are used to identify the 

nodes along the backup paths from the source to every destination, in each multicast session. 

Constraint (4.25) requires the primary path and backup path are node disjoint. The node 

disjoint constraint is applied to intermediate nodes only. Constraints (4.26) and (4.27) restrict 

that link cost to be counted (only once) if the link is used by either primary paths or backup 

paths in multicast sessions i. Constraint (4.28) calculates the sum of the total capacity on link 

mn required for all |T| multicast sessions. Constraint (4.29) is to restrict the total capacity in 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 4: Tree-Protecting p-Cycle Based Multicast Protection Approach 

   

~ 119 ~ 
 

each link. Compared with the ILP formulation in [204], constraints (4.15), (4.20) to (4.29) are 

new in this section. 

   The approximate number of variables for ILP formulation of the proposed ILP-OPP 

algorithm is 2k×|T|×(|E|+|N|)+|E|×(|T|+1). The approximate number of constraints for ILP 

formulation of the proposed ILP-OPP algorithm is k×|T|×(8+6|E|+3|N|)+2|E|. 

 

4.6.2 The OPP-SDP heuristic algorithm and the OPP-SDS heuristic algorithm 

Based on the OPP concept, the OPP based shared disjoint path (OPP-SDP) heuristic 

algorithm and the OPP based shared disjoint segment heuristic algorithm (OPP-SDS) were 

proposed in [204]. The procedures of the OPP-SDP algorithm and the OPP-SDS algorithm 

are presented as follows [204]: 

The OPP-SDP algorithm was shown to have the lowest blocking probability among all 

algorithms for dynamic traffic protection for link failure recovery [204]. When the OPP-SDP 

algorithm is applied to combined node and link failure recovery, the primary path has to be 

node-disjoint with the backup path. When the OPP-SDS algorithm is applied to combined 

node and link failure recovery, besides the node disjoint constraints between the primary 

segment and its backup segment, the upstream primary segment and its downstream segments 

have to be overlapped at least one link to provide node failure recovery. The OPP-SDP 

algorithm protects the path between every source and destination pair by computing a disjoint 

path pair with minimum cost. In order to minimize the cost, once a path pair is found, the cost 

of the arcs along that path pair is updated to be zero to increase the sharing of the new path 

pairs with the already-found ones within the same session. The path pairs within the same 

session are allowed for capacity sharing, because they actually carry the same information. 

Similar process is applied to the OPP-SDS algorithm. 
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Procedure of the OPP-SDP heuristic algorithm 

Step1: When a multicast request arrives, identify all the source-destination pairs. For 

every source-destination pair, repeat steps 2 and 3. 

Step 2:  Find an optimal path pair between the current source-destination pair. 

Step 3:  Update cost = 0 for already found optimal path pairs 

 

Procedure of the OPP-SDS heuristic algorithm 

Step1:      Create the primary tree using the Steiner tree heuristic algorithm. 

Step 2:  Identify the segments on the primary tree. 

Step 3:  For every primary segment, repeat steps 4 and 5. 

Step 4:  Find an optimal path pair between the end nodes of the segment. 

Step 5:  Update cost = 0 for already-found optimal path pairs 

 

   For a multicast request, if an optimal path pair (or segment pair) can be identified in the 

network for every source-destination pair and enough working capacity and spare capacity 

can be reserved for every source-destination path pair (or segment pair), the multicast request 

is accepted. Working capacity and spare capacity required by this multicast session are then 

assigned to it. In case of a link/node failure on working path (or segment) in the path pair (or 

segment pair), the adjacent nodes of the failed link/node will inform the source and 

destination node of that path pair (or segment pair). The source and destination will configure 

the backup path (segment) and switch the traffic onto the backup path (segment). After the 

service of a particular multicast session is over, its working capacity and spare capacity is 

then released. 
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4.7 Performance evaluation for static traffic protection 

   For performance evaluation for static traffic protection, the COST239 network (11 nodes 

and 26 links), the NSFNET network (14 nodes and 21 links) and the US backbone network 

(24 nodes and 43 links) are selected as the test networks (shown in Figure 4-5), whose 

average node degrees are 4.727, 3 and 3.583, respectively. The computing platform is an Intel 

Quad-Core CPU (2.66 GHz) PC with 4G RAM. 

   For every multicast session, the source node is randomly selected among all the nodes, and 

the set of destination nodes is also randomly selected among all the nodes excluding the 

source node. In this study of static multicast traffic protection, each link is assumed to have 

two fibers of 64 wavelengths per fiber, transmitting in opposite directions. For comparison, 

we extend the OPP approach [204] to the combined node and link failure recovery, because 

the OPP is reported to be the most efficient in [204]. For each multicast group size, 20 

multicast sessions are randomly generated. For every multicast group size, 20 independent 

simulation experiments are performed to obtain the average value.     

   In the tree-protecting p-cycle based multicast protection approach, the splitting frequency is 

defined as the ratio of the number of trees being split to the total number of trees, by the TPA 

algorithm. Table 4-3 shows the average splitting frequency of the tree-protecting p-cycle 

based multicast protection approach only in COST239 network to conserve the space, as 

similar results are observed for NSFNET network. As shown in Table 4-3, the splitting 

frequency increases with the multicast group size. For a multicast group size of 5, 2% of the 

trees need to be split. 

Table 4-3: Average splitting frequency (SF) in the COST239 network 

Group Size k 1 2 3 4 5 6 7 8 9 10 

Split. Freq. 0 0 0 0.5% 2% 4.5% 11% 25.5% 56.5% 1 
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(a)        (b) 

 

(c) 
Figure 4-5: Test networks: (a) COST239 network; (b) NSFNET network; (c) US 
backbone network 

 
   The average total capacity (TC) required for the case of link failure recovery (LR) as well 

as for the case of combined node and link recovery (CNLR) in the COST239 network is 

compared in Table 4-4. The total capacity required by most protection algorithms would 

increase, if the node failure recovery capability is required on top of the link failure recovery 

capability. However, surprisingly, the extra capacity increased for node failure recovery is 

quite small (less than 14.1%).   
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Table 4-4: Total capacity comparison required by 20 random multicast sessions for link 
failure recovery (LR)  and those for combined node and link recovery (CNLR) in 
COST239 network (k = 5) 

Algorithms TCLR TCCNLR PI RECNLR 

ESHT 233.1 248.5 6.6% 1.4126 

SOPT 201.4 229.8 14.1% 1.2311 

OPP-SDP 225.7 240.8 6.7% 1.0031 

ILP-OPP 216.2 224.1 3.7% 1.0008 

 

    

   The percentage increase (PI) is defined to be the ratio of the difference of the total 

capacities in the CNLR case and the LR case to the total capacity in the LR case. The SOPT 

algorithm consumes the least total capacity for both the LR and the CNLR cases; whereas the 

PI of the total capacity for the ILP-OPP is the smallest. The average redundancy (RE) (which 

is defined as the average ratio of the spare capacity reserved to the working capacity [27]) for 

the CNLR case is shown in the 4th column. The RE can be calculated by equation (4.30):  

 

 

 





mn mn
mn E

mn mn
mn E

c v
RE

c w
      (4.30) 

 
   cmn is the cost for a unit capacity on link mn (1 in this study).  wmn is the number of working 

units occupied by the multicast sessions on link mn. vmn is the number of spare units required 

to be reserved on link mn to configure p-cycles.  

   Generally, heuristic algorithms have higher redundancy compared with their respective ILP 

bench marks. Among all algorithms, the ILP-OPP algorithm has the least redundancy 

(100.08%), while the ESHT has the highest redundancy (141.26%).   
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The comparison of the average total computational time (TI) for setting up a multicast 

session in COST239 network is shown in Table 4-5. Heuristic algorithms are faster than the 

corresponding ILP algorithms. For both the LR case and the CNLR case, the OPP-SDP 

heuristic algorithm is the fastest among all algorithms; whereas the ILP-OPP algorithm is the 

slowest. The computational speed of both the ESHT algorithm and the SOPT algorithm is 

slowed down by the disjointedness check and enumeration of DTSs. 

 

Table 4-5: Comparison of the average total computational time (TI) for setting up a 
multicast session in COST239 network for the LR case and for the  CNLR case in static 
traffic environment (k = 5) 
Algorithms ESHT SOPT OPP-SDP ILP-OPP 
TILR(ms) 100 400 15 1430 
TICNLR(ms) 110 430 18 1500 

 

Generally, besides the platform factor, the computational time also increases with the 

computational complexity of the algorithms. Two factors affecting the computational 

complexity of the ILP algorithms are the number of variables and constraints, which are 

compared in Table 4-6. |E| and |C| would increase with |N| and the nodal degree. Note that |C| 

could be reduced considerably using p-cycle pre-selection strategies reported in [27] whereby 

the computational speed of p-cycle based algorithms would be significantly increased at the 

cost of consuming more spare capacity. 

 

 Table 4-6: Comparison of the number of variables and constraints in different ILP 
algorithms 

ILPs Number of variables Number of constraints 

SOPT |E| + |C|×|DTS|+|C| |T|+|C|+2|E| 

ILP-OPP |2k×|T|×(|E|+|N|)+|E|×(|T|+1) k×|T|×(8+6|E|+3|N|)+2|E| 
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   The capacity efficiency comparison for static multicast traffic protection for different ILP 

algorithms (in solid traces) and heuristic algorithms (in dash traces) in COST239 network, 

NSFNET network, and US backbone network is shown in Figure 4-6. The required working 

capacities,  which are obtained using the Steiner tree heuristic algorithm  [239], the ILP-OPP 

algorithm and the OPP-SDP heuristic algorithm,  are also shown as traces marked as “WC-

ST”, “WC-ILP-OPP”, and “WC-OPP-SDP” respectively, in all three sub-figures.  

   As the multicast group size increases, more links and nodes are traversed by each multicast 

tree and hence the working capacity required by multicast trees would increase. In all three 

test networks, Steiner tree heuristic algorithm consumes the least working capacity for 

routing multicast trees. In all the three test networks, the ILP-OPP achieves the best capacity 

efficiency among all algorithms. However, the OPP does not consider sharing of the spare 

capacity among different multicast sessions [220].  

   Although the tree-protecting p-cycle based approach allows inter-request spare capacity 

sharing, its efficiency is inferior to the OPP approach, because it is difficult to enumerate all 

the DTSs [229, 232]. Generally, for M multicast trees, there could be 2
MC possible 

combinations of DTSs of size 2, 3
MC  possible combinations of DTSs of size 3, and so on. In 

practice, there might be some multicast trees which are not mutually disjoint with any other 

trees, and such trees are referred to as DTSs of size 1. Hence, theoretically, there would be a 

total of 
1

2 1


  M i M
Mi

C  possible combinations of DTSs. Besides, a large tree, which cannot 

be protected by a single cycle, have to be split into several smaller sub-trees. Nevertheless, 

splitting one tree into several sub-trees required overlapping at the splitting node for splitting 

node failure recovery, which further decreases the efficiency. Generally, the difference of 

capacity efficiency between the OPP based approach and the tree-protecting p-cycle based 
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approach is small when the multicast group size is small, and gets larger as the multicast 

group size increases.  

 

  

                                                       (a) 

 

        (b) 
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                      (c) 

Figure 4-6: Capacity efficiency comparison for static multicast traffic protection for 
combined node and link failure recovery: (a) in COST239 network; (b) in NSFNET 
network; (c) in US backbone network. 

 

   As shown in Figure 4-6, the ILP algorithms achieve better results than their corresponding 

heuristic algorithms, but their differences are quite small. Results show that the capacity 

efficiency of the ESHT heuristic algorithm is close to that of the SOPT algorithm, while the 

capacity efficiency of the OPP-SDP algorithm is close to that of the ILP-OPP algorithm as 

well. The advantage of the ILP algorithms is that they solve all the variables simultaneously 

and can obtain the globally optimized solution (the selection of p-cycles in SOPT, or the 

routing of the paths pairs in ILP-OPP), according to both the optimization objectives and 

constraints. The heuristics can only get close to the global optimal point by iterative 

processing. Therefore, the ILP algorithms provide the theoretical optimal results, which serve 

as the bench marks (bounds) for the corresponding heuristic algorithms in each network, so 

that the effectiveness of the heuristic algorithms can be assessed. Note that the ESHT is much 
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faster than the SOPT algorithm in computational speed and hence it is more suitable to be 

applied to dynamic traffic protection. 

 

4.8 Performance evaluation for dynamic traffic protection 

   For dynamic traffic protection, the COST239 network, and the NSFNET network, US 

backbone network are selected as the test networks. The computing platform is an Intel 

Quad-Core CPU (2.66 GHz) PC with 4G RAM. Each link is assumed to have two fibers of 

16 wavelengths per fiber, transmitting in opposite directions. The multicast session requests 

are assumed to arrive with a Poisson distribution and their holding time is negatively 

exponentially distributed. For every multicast session, the source node is randomly selected 

among all the nodes, and the set of destination nodes is also randomly selected among all the 

nodes excluding the source node. Let   be the arrival rate and   be the average holding 

time of multicast sessions. Then total network traffic load is  . The total number of 

randomly generated multicast requests is 105 for each network traffic load in the simulation. 

For every incoming request, either if no candidate backup cycles/paths can protect the request, 

or if one or more links are out of capacity for either routing or protection, the current request 

is blocked. The OPP-SDP algorithm and the OPP-SDS algorithm [204] are selected for 

comparison. The OPP-SDP algorithm was reported to be the most efficient heuristic 

algorithm among all the existing heuristic algorithms for dynamic traffic protection against 

single link failure [204].  
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                                 (a) 

  

                                  (b) 

Figure 4-7: Blocking performance comparison in COST239 network for dynamic 
multicast traffic protection: (a) offered traffic is fixed at 55 Erlang, (b) the multicast 
group size (k) is fixed at 5. 
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   Simulation results in Figure 4-7 showed that, for blocking performance, the OPP-SDP 

algorithm is superior to the ESHT algorithm and the OPP-SDS algorithm. One of the reasons 

is because the tree partitions in the ESHT algorithm and segmentations in the OPP-SDS 

algorithm divide the working trees/paths into overlapped working domains for node failure 

recovery, which requires extra working capacity. The simulation results in NSFNET work 

and US backbone network are similar and therefore not shown. 

   The comparison of the average total computational time for setting up a multicast session in 

the COST 239 network for dynamic traffic protection is shown in Table 4-7. Similar to the 

results obtained in static traffic simulations, the OPP-SDP is the fastest for both the LR case 

and the CNLR case. The average total computational time for setting up a multicast session is 

longer for dynamic traffic protection, compared with those in static traffic protection, because 

of the network state update process (working/spare/total capacity matrixes update process, 

registry and release of trees/paths/cycles, etc), blocking check process and p-cycle 

reconfiguration process and so on. 

 
Table 4-7: Comparison of the average total computational time (TI) for setting up a 
multicast session in COST239 network for the LR case and for the CNLR case in 
dynamic traffic environment (k =5, λμ = 55 Erlang)  

Algorithms OPP-SDP ESHT 

TILR(ms) 23 319 

TICNLR(ms) 45 370 

 

   However, the OPP-SDP and the OPP-SDS require complicated signaling process to inform 

multiple relevant nodes to configure the backup paths, which results in long restoration time. 

Because resources along the protection paths are shared, cross-connects along the protection 

paths are not configured at the connection setup; instead they are only configured when a 

failure actually occurs. This introduces additional delays to signal at the intermediate nodes, 
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thus increasing restoration time significantly compared to those methods where protection 

paths are pre-configured (pre-fixed) for the intermediate nodes. In contrast, p-cycles offer 

much faster restoration speed, because p-cycles are pre-configured. 

 

4.9 Conclusions 

   The extension of the p-cycle concept to tree protection enables p-cycles to protect the 

multicast traffic for combined node and link failure recovery. In this chapter, the tree-

protecting p-cycle based multicast protection approach, including the spare capacity 

optimization algorithm of p-cycle based tree protection (SOPT) and the efficiency-score 

based heuristic algorithm of p-cycle based tree protection (ESHT), was presented. The ILP-

optimal path pair (ILP-OPP) algorithm and the OPP-shared disjoint paths (OPP-SDP) 

heuristic algorithm and OPP-shared disjoint segments (OPP-SDS) heuristic algorithm 

proposed in [204] were extended for combined node and link failure recovery.  

   Simulation results show that, for static traffic protection, the capacity efficiency of the 

ESHT heuristic algorithm is close to that of its bench mark, the SOPT algorithm. However, 

the ESHT is much faster than the SOPT algorithm in computational speed and hence it is 

more suitable to be applied to dynamic traffic protection. For dynamic traffic protection, 

while the blocking performance of the ESHT is in between the OPP-SDP algorithm and the 

OPP-SDS algorithm. However, p-cycle based protection approaches offer much faster 

restoration speed, because p-cycles are pre-cross-connected. 
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Chapter 5. Node-and-Link Protecting p-Cycle Based 
Multicast Protection Approach 

 

5.1 Introduction 

As discussed in the last chapter, a combined node and link failure recovery approach is 

more cost-effective and very crucial to network survivability. The tree-protecting p-cycle 

based approach introduced in the last chapter provides a means for combined node and link 

failure recovery. The tree protecting p-cycle based approach protects multiple mutually 

disjoint trees (or sub-trees) on an end-to-end basis. The selected p-cycles are shared by 

multiple mutually disjoint trees. Therefore, both the ILP based SOPT algorithm and the 

ESHT heuristic algorithm have to consider mutually disjoint constraints. Besides, since only 

a subset of DTSs and not all the DTSs are considered, strictly speaking, the proposed SOPT 

algorithm is not a truly optimized design. The number of DTSs enumerated affects the 

performance of the tree-protecting p-cycle based approach as well. 

   Ref. [255] analyzed an ordinary p-cycle approach, in which, the node failures are restored 

using the flow p-cycle approach, whereas the link failures are restored through the 

conventional link-protecting p-cycle approach [106]. In this chapter, the node-and-link 

protecting p-cycle concept for multicast protection is introduced and investigated, which can 

be viewed as the multicast version of the ordinary p-cycle based protection approach 

proposed in [255] for unicast protection. The node-and-link protecting p-cycle based 

approach is shown to outperform other existing multicast protection approaches for combined 

node and link failure recovery. 

This chapter is organized as follows. Section 5.1 gives the background and the motivation 

of developing the node-and-link protecting p-cycle based multicast protection approach. 

Section 5.2 introduces some additional notations used in this study. Section 5.3 explains the 
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protection mechanism of node-and-link protecting p-cycle based approach. Section 5.4 

discusses the spare capacity optimization algorithm of node-and-link protecting p-cycle 

(SOPN), while Section 5.5 discusses the efficiency score based heuristic algorithm of node-

and-link protecting p-cycle (ESHN). Section 5.6 investigates the proposed algorithms in 

static traffic environment. Section 5.7 investigates the proposed algorithms in dynamic traffic 

environment. The conclusions are given in section 5.8. 

 

5.2 Additional notations 

   The general notations used in this study have been introduced in Section 3.2. Additional 

notations used in this chapter are introduced below: 

 

Input parameters  


mw    It is 1 if tree  traverses node m; and 0 otherwise. 

j ,
ma     It is 1 if cycle j can protect node m of tree ; and 0 otherwise. 

 

Variables 

j ,
mf  It is 1 if one copy of cycle j is selected for protecting node m of tree ; and 0 

otherwise. 

 

5.3 Protection mechanism of the node-and-link protecting p-cycle based 

approach 

   In this section, the protection mechanism of the node-and-link protecting p-cycle for 

multicast protection, which can be viewed as the multicast version of the ordinary p-cycle 
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based protection approach for unicast protection proposed in [255], is introduced. In this 

approach, the link failures are restored through the conventional link-protecting p-cycle 

principle [106, 120], whereas the node failures are restored by the flow p-cycles like principle 

[139].  This study has observed that an intermediate node of a tree can be protected by a cycle, 

as long as one of its upstream nodes and one level of its downstream nodes are on-cycle, 

besides its failure does not block the protection path provided by the cycle.  

         

1

2

3

4 7

5

6

9

8

10

            

        (a)                                              (b)                       (c) 

Figure 5-1: Illustration of the node-and-link protecting p-cycle approach: (a) a cycle  

and a tree; (b) link failure recovery; (c) node failure recovery. 

 
   The above constraints enable a p-cycle to recover an intermediate node failure by rerouting 

the traffic from one of this node’s upstream nodes to one level of this node’s downstream 

nodes, so that this node’s downstream destination nodes can still receive the information from 

the source. Hence, the node-and-link protecting p-cycles are able to protect the nodes on the 

portions of the trees that “flow” across the cycles. 

   The example in Figure 5-1 illustrates the node-and-link protecting p-cycle approach. In this 

approach, one copy of a p-cycle can be shared for the (on-cycle/straddling) link failure 
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recovery (as illustrated in Figure 5-1 (b)), and intermediate node failure recovery (as 

illustrated in Figure 5-1 (c)), in order to maximize the efficiency. As shown in Figure 5-1 (a), 

Tree 1 routed for a multicast request 1 ( 1 {6,3,9}  ) has two intermediate nodes (nodes 7 

and 8). Let us take intermediate node 7 as an instance to illustrate node failure recovery. 

Node 7 has two upstream nodes (nodes 8 and 6), and one level of downstream nodes (nodes 3 

and 9), which are destination nodes as well.  

   If node 7 fails, both destination nodes 3 and 9 are affected. Hence, the objective of failure 

recovery of node 7 is to find a cycle which can restore traffic from the source node to 

destination nodes 3 and 9. Therefore, for protecting node 7, we have 2 options of cycles: (i) 

cycles traversing the source node, as well as nodes 3 and 9 ; (ii) cycles traversing node 8, as 

well as nodes 3 and 9 (e.g., cycle 1: 8543978 shown in the dashed line in 

Figure 5-1 (a)). Both two options provide backup paths for protection against the failure of 

node 7. For instance, as shown in Figure 5-1 (c), after the failure of node 7, cycle 1 reroutes 

the traffic from the source node to destination nodes 3 and 9 via the protection path 

(85439). 

   For link failure recovery, a unity-p-cycle can be shared by one working unit on any on-

cycle link in opposite direction and two working units in both directions on any straddling 

link. As long as the working capacity on each link is protected, all the multicast trees are 

protected against any single link failure. For node failure recovery, as a single failure at any 

time is assumed, different nodes can share a copy of cycle for protection. However, for a 

specific common component (link/node) of multiple trees, the number of copies required for 

a particular cycle is determined by the number of trees traversing it, because the failure of 

this common component would affect multiple trees.  
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Figure 5-2: An example illustrating that the no. of copies required for a particular cycle 
should satisfy the largest node-failure-specific simultaneous use 

 

         As shown in Figure 5-2, tree 1 for 1 ( 1 {6,3,9}  ) has two intermediate nodes (nodes 

7 and 8). Tree 2 for 2 ( 2 {2,7,8}  ) has one intermediate node (nodes 5). Tree 3 for 3   

( 3 {6,4,7}  ) has one intermediate node (node 5). Cycle 2 (86243978) can 

protect those three intermediate nodes (nodes 5, 7, 8). As shown in Figure 5-2, node 5 is a 

common intermediate node of Tree 2 and Tree 3.  Failure of node 5 affects both Tree 2 and 

Tree 3. Hence, two copies of cycle 2 are required to recover Tree 2 and Tree 3 should node 5 

fail.  Nodes 7 and 8 are intermediate nodes of Tree 1 only, hence only one copy of cycle 2 is 

required for protecting Tree 1 should node 7 or node 8 fail. Since a single node failure at any 

time is assumed, the number of copies of a particular p-cycle required should satisfy largest 

node-failure-specific simultaneous use. It only requires 2 copies of cycle 2 in total, instead of 

3 copies for 3 trees in total, to protect those three trees should any one of the nodes 5, 7 and 8 

fail. The spare capacity reserved is significantly reduced by allowing multiple intermediate 

nodes to share a p-cycle. 

   The protection mechanisms of node-and-link protecting p-cycles and tree-protecting p-

cycles are different. The node-and-link protecting p-cycles protect all individual nodes (on 
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the flows) and links, so as to achieve combined node and link failure recovery for multicast 

trees. The p-cycles are shared by nodes or links. For link failure recovery, the end nodes of 

the link are responsible for protection switching. For node failure recovery, one of the 

upstream nodes and one level of the downstream nodes are responsible for the protection 

switching. If all the nodes and links of all multicast trees are protected, these multicast trees 

are protected for combined node and link failure recovery.  

   Tree protecting p-cycles protect the multiple mutually disjoint trees (or sub-trees) on end-

to-end basis. In this approach, a p-cycle can be shared by multiple mutually disjoint trees. For 

both the node failure recovery and link failure recovery, the end nodes of the trees (or sub-

trees) are responsible for the protection switching. 

 

5.4 Spare capacity optimization algorithm of the node-and-link protecting 

p-cycle (SOPN) 

The ILP formulation in [255] is extended to optical multicast traffic protection and being 

named as the spare capacity optimization algorithm of node-and-link protecting p-cycle 

(SOPN), which minimizes the spare capacity required to configure the node-and-link 

protecting p-cycles. In the SOPN algorithm, after identifying the candidate p-cycles and 

routing the multicast traffic, j ,
ma  , 

mw , wmn, ߙj,mn, and βj,mn  are obtained as the input 

parameters, using the proposed multicast protection mechanism presented above, and a subset 

of p-cycles is selected by ILP optimization, such that all link working capacity and node 

transit working capacity are protected, and the spare capacity required is minimized as well. 

Next, the ILP formulation of the SOPN design is presented: 
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Objectives:     Minimize 
 
 mn mn
mn E

c v      (5.1) 

    

Constraints: 

j , j ,
m m m

j C

f a w                       T, m s,d   
 

          (5.2) 

j ,
j m

T

f f                             j C , m s,d

 

          (5.3) 

 

  mn j ,mn j
j C

w f                       mn E      (5.4) 

 

  mn j ,mn j
j C

v f                        mn E      (5.5) 

   mn mn mnw v t                           mn E      (5.6) 

 
   The objective (5.1) is to minimize the spare capacity required for configuration of the node-

and-link protecting p-cycles. Constraint (5.2) ensures 100% (intermediate) node failure 

restorability. Constraint (5.3) determines the maximum number of copies required for node 

failure recovery by cycle j, whereas Constraint (5.4) guarantees 100% single link failure 

recovery. Constraint (5.5) calculates the total spare capacity used by the selected candidate p-

cycles on link mn. Constraint (5.6) is to restrict the total capacity on each link.  

 

5.5 Efficiency score based heuristic algorithm of the node-and-link 

protecting p-cycle (ESHN)  

The above ILP based SOPN design selects an optimal subset of candidate cycles by 

capacity optimization.  Since ILP-based design is not scalable to large networks with a large 

number of multicast sessions, an efficiency score based heuristic algorithm of node-and-link 
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protecting p-cycle design (ESHN), which can be viewed as a multicast version of the 

capacitated iterative design algorithm (CIDA) in [118] and the efficiency-ratio based unity-p-

cycle heuristic algorithm (ERH) in [120], are considered.  Note that both the CIDA and the 

ERH were independently developed for dealing with link failures in the context of unicast 

traffic, whereas the ESHN is developed for multicast traffic protection and can be applied for 

link failure recovery or node failure recovery or both. 

Similar to ESHT, an efficiency-score (ES) is introduced for measuring the efficiency of a 

cycle for combined node and link failure recovery. The ES of unity p-cycle j, which can be 

calculated by (5.7), is uniquely defined as the ratio of the sum of largest amount of 

unprotected link working capacity (Wj,L) and unprotected node transit capacity (Wj,N)  that 

unity-p-cycle j can protect to the sum of spare capacity required by unity-p-cycle j 

( j ,mn
mn E


 
 ). Wj,L is calculated by the link protecting p-cycle principle: a unity-p-cycle can 

protect one working unit on any on-cycle link in opposite direction and two working units in 

both directions on any straddling link. Wj,N is calculated by the flow p-cycle principle: the 

amount of unprotected node transit capacity can be protected by a unity-p-cycle is maximized 

by randomly picking the nodes that this unity-p-cycle can protect, with the constraint that no 

common node of multiple trees is allowed. 

 

 

    j j ,L j ,N j ,mn
mn E

ES( c ) W W          (5.7) 

 
Wj,L The largest amount of unprotected link working capacity that unity-p-cycle j 

can protect. 

Wj,N  The largest amount of unprotected node transit capacity that unity-p-cycle j 

can protect. 
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αj,mn         It is 1 if cycle j traverses link mn and 0 otherwise.  
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Figure 5-3: Flow chart of the ESHN algorithm for dynamic multicast traffic 

 

   For static traffic, given a network topology, the ESHN algorithm identifies all the candidate 

cycles using the heuristic edge-digraph based cycle algorithm [68, 241] and routes all the 

multicast traffic,  according to the Steiner tree (ST) heuristic algorithm [239] first. Then, the 

ES for each unity-p-cycle is calculated and the one with the maximum ES is selected. The 

unprotected capacity on each link and also the unprotected transit flows passing through each 

node are then updated. Then, the next candidate cycle with the maximum ES is searched. The 

whole process iterates until all the working units on every link and all the transit flows 
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through all the nodes are protected. Finally, the algorithm outputs the number of copies 

required for each p-cycle. 

The ESHN algorithm can also be applied to dynamic multicast traffic protection. The flow 

chart of p-cycle reconfiguration process of the ESHN algorithm for dynamic multicast traffic 

protection is presented in Figure 5-3, The process presented is similar to the dynamic p-cycle 

(DpC) algorithm in [231], but we here also consider the node failure recovery in the ESHN. 

   Upon the arrival of a new multicast request, the proposed model first tries to route the new 

multicast tree using the ST heuristic algorithm [239] and assign wavelengths to it. If the new 

multicast tree is successfully set up (The tree can be set up if there is a simple path with 

enough remaining free capacity from the source to each destination), the proposed model 

attempts to protect the new multicast tree by using the existing p-cycles. If the existing p-

cycles cannot fully protect the whole new multicast tree (its link working capacity and node 

transit capacity) but only part of the new multicast tree, additional new unity-p-cycles will be 

configured to protect the unprotected link working capacity and node transit capacity, if there 

is enough remaining free capacity for configuring cycles. If the routing of the new multicast 

tree is successful and all its link working capacity and node transit capacity can be protected 

by the existing p-cycles or by a combination of the existing p-cycles and newly configured p-

cycles, the request is accepted; otherwise, it is blocked. On the other hand, if the new 

multicast tree cannot be set up within the remaining capacity of the network, all the existing 

p-cycles will be released for reconfiguration. As the old configuration of p-cycles may not fit 

the traffic, the purpose of the reconfiguration is to make the newly configured cycles to fit the 

current multicast traffic, so as to accommodate the new incoming multicast request. After 

releasing the existing p-cycles, the proposed model attempts to route the new multicast tree, 

and reconfigure p-cycles to protect all the existing multicast trees as well as the new multicast 

tree. If this is successful, the new multicast request is accepted, otherwise it is blocked.  
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      Upon successful setup of the new multicast request, the new multicast tree begins service. 

If a link or a node in the network fails, the multicast trees traversing the failed link or the 

failed node are rapidly switched to their corresponding pre-cross-connected p-cycles. 

Because the p-cycles are pre-configured, the service recovery exhibits ring-like fast speed 

and takes about typically 30–80 ms [106, 247]. It is noted that a multicast tree will be tore 

down and its occupied capacity will be released upon the completion of the service of that 

multicast tree. In the mean time, the corresponding p-cycles are also released if they no 

longer protect any multicast light trees. 

 

5.6 Performance evaluation for static traffic protection 

For performance evaluation, we select the COST239 network (11 nodes and 26 links), the 

NSFNET network (14 nodes and 21 links) and the US backbone network (24 nodes and 43 

links) are selected as the test networks (shown in Figure 5-4), whose average node degrees 

are 4.727, 3 and 3.583, respectively.  

The computing platform is an Intel Quad-Core CPU (2.66 GHz) PC with 4G RAM. In this 

study, for every multicast session, the source node is randomly selected among all the nodes, 

and the set of destination nodes is also randomly selected among all the nodes excluding the 

source node, following uniform distribution. For static traffic protection, each link is assumed 

to have two fibers of 64 wavelengths per fiber, transmitting in opposite directions. For every 

multicast group size, 20 independent simulation experiments are performed and the average 

value is obtained. For each simulation experiment, 20 multicast sessions were generated.  
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(a)       (b) 

 

(c) 
Figure 5-4: Test networks: (a) COST239 network; (b) NSFNET network; (c) US 
backbone network 

 

   Firstly, the cycle hop limit (H) effect on the required average total capacity of the four p-

cycle based algorithms in the COST239 network is examined. The results are shown in Table 

5-1.  As the H increases, longer and more efficient cycles are selected and hence the required 

total capacity is reduced. The average total capacity (TC) required for the case of link failure 

recovery (LR) as well as for the case of combined node and link recovery (CNLR) in the 

COST239 network is compared in Table 5-2.  

 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 Chapter 5: Node and Link Protecting p-Cycle Based Multicast Protection Approach

 

~ 144 ~ 
 

Table 5-1: The cycle hop limit (H) effect on the required total capacity for four p-cycle 
based algorithms in the COST239 network (multicast group size k = 5) 

H  5 6 7 8 9 10 All 

ESHT 279.6 267.2 259.2 255.2 252.1 249.4 248.5 

SOPT 261.7 250.2 243.3 236.7 233.1 230.3 229.8 

ESHN 218.3 203.6    199.4    195.8    193.1    191.6    190.6 

SOPN 198.3 182.3 176.7 175.1 174.7 173.2 173.1 

  

 

Table 5-2: Comparison between the average total capacity (TC) required by 20 random 
multicast sessions for link failure recovery (LR)  and those for combined node and link 
recovery (CNLR) in COST239 network (k= 5) 

Algorithms TCLR TCCNLR PI RECNLR 

ESHT 233.1 248.5 6.6% 1.4126 

SOPT 201.4 229.8 14.1% 1.2311 

OPP-SDP 225.7 240.8 6.7% 1.0031 

ILP-OPP 216.2 224.1 3.7% 1.0008 

ESHN 162.4 190.6 17.4% 0.8505 

SOPN 155.2 173.1 11.5% 0.6806 

 

    

   The total capacity required by most protection algorithms would increase if the node failure 

recovery capability is required on top of the link failure recovery capability.  However, 

surprisingly, the extra capacity increased for node failure recovery is quite small (less than 

17.4%).  The percentage increase (PI) is defined to be the ratio of the difference of the total 

capacities in the CNLR case and the LR case to the total capacity in the LR case. The SOPN 

consumes the least total capacity for both the LR and the CNLR cases; whereas the PI of the 

total capacity for the ILP-OPP is the smallest. The average redundancy (RE) (which is 
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defined as the average ratio of the spare capacity reserved to the working capacity [27]) for 

the CNLR case is shown in the 4th column. The RE can be calculated by (5.8):  

 

 

 





mn mn
mn E

mn mn
mn E

c v
RE

c w
          (5.8) 

 

   cmn is the cost for a unit capacity on link mn (1 in this study).  wmn is the number of working 

units occupied by the multicast sessions on link mn, and vmn is the number of spare units 

required to be reserved on link mn to configure p-cycles.  

 

   Generally, heuristic algorithms have higher redundancy compared with their respective ILP 

bench marks. Among all algorithms, the SOPN has the least redundancy (68.06%), while the 

ESHT has the highest redundancy (141.26%).   

The comparison of the average total computational time (TI) for setting up a multicast 

session in COST239 network is shown in Table 5-3. For the LR case, the node-and-link 

protecting p-cycle based approach is essentially the link-protecting p-cycle based approach: 

the ESHN and the SOPN correspond to the efficiency-ratio based unity-p-cycle heuristic 

algorithm (ERH)  [120, 231] and the spare capacity optimization algorithm of p-cycle based 

link protection (SOPL) [232]. The ESHN is the fastest among all the algorithms. For the 

CNLR case, the OPP-SDP is the fastest. The computational speed of the ESHN is slowed 

down in the CNLR case by the process of maximizing the node transit capacity that can be 

protected by each unity-p-cycle. The SOPN is also slowed down, because spare capacity 

required for node failure recovery is minimized by considering largest node-failure-specific 
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simultaneous use. Heuristic algorithms are also shown to be faster than the corresponding ILP 

algorithms.  

 

Table 5-3: Comparison of the average total computational time (TI) for setting up a 
multicast session in COST239 network for the LR case and for the  CNLR case in static 
traffic environment (multicast group size = 5) 

Algorithms ESHT SOPT OPP-SDP ILP-OPP ESHN SOPN 

TILR(ms) 100 400 15 1430 6 25 

TICNLR(ms) 110 430 18 1500 750 1120 

 

 
Table 5-4: Comparison of the number of variables and constraints in different ILP 
algorithms 

ILPs Number of variables Number of constraints 

SOPT |E| + |C|×|DTS|+|C| |T|+|C|+2|E| 

SOPN |E| + |C|×|T|×|N|+|C| |N|×(|T|+|C|)+3|E| 

ILP-OPP |2k×|T|×(|E|+|N|)+|E|×(|T|+1) k×|T|×(8+6|E|+3|N|)+2|E| 

 

Generally, besides the platform factor, the computational time also increases with the 

computational complexity of the algorithms. Two factors affecting the computational 

complexity of the ILP algorithms are the number of variables and constraints, which are 

compared in Table 5-4. |N| is the number of nodes. |E| is the number of edges. |C| is the 

number of cycles. |T| is the number of multicast sessions. |DTS| is the number of DTSs. k is 

the multicast group size. |E| and |C| would increase with |N| and the nodal degree. Note that 

|C| could be reduced considerably using p-cycle pre-selection strategies reported in [27], 

whereby the computational speed of p-cycle based algorithms would be significantly 

increased at the cost of consuming more spare capacity. 

 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 Chapter 5: Node and Link Protecting p-Cycle Based Multicast Protection Approach

 

~ 147 ~ 
 

 

(a) 

 

(b) 
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(c) 
Figure 5-5: Total capacity comparison for static multicast traffic protection: ILP 
algorithms (solid traces) vs. heuristic algorithms (dash traces): (a) in the COST239 
network; (b) in the NSFNET network; (c) in the US backbone network. 

 

Figure 5-5 (a), (b) and (c) show the required total capacity versus the multicast group size 

for different ILP algorithms (in solid traces) and heuristic algorithms (in dash traces) in the 

COST239, NSFNET and US backbone networks, respectively. The required working 

capacities,  which are obtained using the Steiner tree heuristic algorithm  [239], the ILP-OPP 

algorithm and the OPP-SDP heuristic algorithm,  are also shown as traces marked as “WC-

ST”, “WC-ILP-OPP”, and “WC-OPP-SDP” respectively, in all three sub-figures.  As the 

multicast group size increases, more links and nodes are traversed by each multicast tree and 

hence the working capacity required by multicast trees would increase. In all the three test 

networks, the SOPN achieves the best capacity efficiency among all algorithms. This is 

because, for node failure recovery, the optimization in the SOPN chooses the least copies of 

each cycle just enough to satisfy the failure-specific simultaneous use for copies of each cycle; 

for link failure recovery, the spare capacity is shared among different multicast sessions. 
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However, the OPP does not consider sharing of the spare capacity among different multicast 

sessions [220]. The efficiency of tree-protecting p-cycle based approach is inferior to the rest, 

because it is difficult to enumerate all the DTSs [229, 232]. Besides, splitting one tree into 

several sub-trees require overlapping at the splitting node for splitting node failure recovery, 

which further decreases the efficiency.   As shown in Figure 5-5, the ILP algorithms achieve 

better results than their corresponding heuristic methods, but their differences are quite small. 

The advantage of the ILP algorithms is that they solve all the variables simultaneously and 

can obtain the globally optimized solution (the selection of p-cycles for the SOPN and the 

SOPT, or the routing of the paths pairs for the ILP-OPP), according to both the optimization 

objectives and constraints. However, the ILP algorithms may be very time consuming, as the 

network size and the number of multicast session increase, and hence they are generally not 

suitable for dynamic traffic.  Heuristic algorithms can only look for a locally optimized point 

(the most efficient cycle for the ESHN and the ESHT, or the minimum cost path pair for the 

first source-destination pair of the first multicast session for the OPP-SDP), based on the 

limited number of initial input parameters, at the beginning. Then, the results of locally 

optimized variables of the previous iteration would be the input parameters to the next 

iteration of local optimization, so as to find the next locally optimized point (after the 

network capacity matrixes, cost matrixes, and so on, are updated, the next most efficient 

cycle for the ESHN and the ESHT, or the minimum cost path pair for the next source-

destination pair for the OPP-SDP). In other words, the heuristics can only get close to the 

global optimal point by iterative processing. Therefore, the significant drawback is their 

“greedy” nature: they always look for the nearest local optimal point and therefore their 

results are not globally optimized. The larger the network and the more the variables, the 

more difficult for the heuristic algorithms to get close to the global optimal point, and 
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therefore the larger the gap would be between the ILP algorithms and the corresponding 

heuristic algorithms. 

Therefore, the ILP algorithms provide the theoretical optimal results, which serve as the 

bench marks (bounds) for the corresponding heuristic algorithms in each network so that the 

effectiveness of the heuristic algorithms can be assessed. However, heuristic algorithms are 

faster and more scalable, which are more suitable for dynamic traffic. 

 

5.7 Performance evaluation for dynamic traffic protection 

In this study of dynamic traffic protection, the COST239, NSFNET and US backbone 

networks are selected as the test networks. The computing platform is an Intel Quad-Core 

CPU (2.66 GHz) PC with 4G RAM. If the total number of available wavelengths is large, a 

network can support many multicast sessions simultaneously. Unless the traffic load is very 

high, there will not be any blockings or very few blockings. In order to evaluate the blocking 

effect easily, the total number of available wavelengths on each link is reduced to be 16. The 

total number of randomly generated multicast requests is 105 for each network traffic load. 

For every incoming request, either if no candidate backup cycles/paths can protect the request, 

or if one or more links are out of capacity for either routing or protection, the current request 

is blocked.  

Traffic requests are assumed to arrive to the overall network from a Poisson process with 

an average arrival rate λ and have exponentially distributed holding times with a mean value 

μ. Hence, the network offered traffic is λμ. The total network traffic is a combination of 

unicast and multicast traffic. Let R be the probability that a traffic request is a multicast 

request, which can be considered as the percentage of the multicast requests to the total 

requests. Multicast requests are assumed to be of random multicast group size, following a 
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truncated geometric distribution [256] with parameter q. The probability of a multicast 

request with group size k is given by (5.9): 

 

      1 11 2 1k NP x k q q q q , k N          　      (5.9) 

 
The average multicast group size for a multicast request can be calculated by (5.10): 

 

      2 1 12 1 1N N NE x q q Nq N q q q q                 (5.10) 
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   The effective multicast traffic load 1, effective unicast traffic load 2, and effective total 

traffic load  are defined as follows: 

 

 1 RE x        (5.11) 

 

 2 1 R         (5.12) 

 

   1RE x R            (5.13) 

 

   Both the effective multicast traffic load and the total traffic load take into account the 

average multicast group size E(x).  Let r=1/ be the multicast traffic parameter, which is 
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defined as the ratio of the effective multicast traffic load to the effective total traffic load. r 

can be calculated by (5.14): 

 

1 1 1 1


  

   N N

N RE( x ) R E( x )
r /

N RE( x ) N ( R ) R[ E( x ) ]

 
 

   (5.14) 

 

1


 
r

R
( r )E( x ) r

      (5.15) 

 

As shown in the Figure 5-6, r increases with both R and E(x). 

 

 

Figure 5-6: Multicast traffic parameter r vs.  multicast percentage R with different 
average multicast group size E(x) 
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(a) 

 

(b) 
Figure 5-7: Blocking performance comparison in COST239 network for dynamic 
multicast traffic protection (the average multicast group size E(x) is 5): (a) r is fixed at 
0.6, (b) the network offered traffic load λμ is fixed at 99 Erlang.  

 

   Simulation results for the COST239 network in Figure 5-7 (a) and (b) (results for the 

CNLR case are shown in solid traces; whereas the results for the LR case are shown in dash 
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traces.) show that, the blocking probability increases with the network offered traffic load and 

the multicast traffic parameter r, respectively. This is because, as the network offered traffic 

load increases, there are more demands within the same period of time. As the multicast 

traffic parameter r increases, there is more multicast traffic, which consumes more capacity 

than unicast traffic. (Unicast traffic is equivalent to multicast traffic with multicast group size 

equal to one. The larger the multicast group size, the more capacity is consumed). Similar 

trends have been observed in the NSFNET and US backbone networks. Hence, it is advised 

that, when r is high, the network offered traffic load should be controlled to be moderate, in 

order to keep a low blocking performance. As expected, compared with the results in the LR 

case, the blocking probabilities for the CNLR case are higher for all the algorithms, because 

more spare capacity is required for additional node failure recovery capability, on top of the 

link failure recovery capability. However, the difference between the blocking performance 

traces of the CNLR case and the LR case is not large, as it has been proven in the simulations 

for static traffic that, the extra capacity increased for node failure recovery is quite small (less 

than 17.4%). Thus, network operator can provide three classes of protection for multicast 

services: (1) without protection; (2) with link failure recovery; (3) with combined node and 

link failure recovery. The higher the class of protection, the more cost, and therefore more 

fees would be charged to multicast service content providers.  

   In the three test networks, for both the CNLR and the LR cases, the simulation results show 

that the ESHN outperforms the rest of the heuristic algorithms. This is agreeable with the 

results obtained in the simulations for static traffic. This is because the node-and-link 

protecting p-cycle based approach considers both inter-request spare capacity sharing and 

intra-request spare capacity sharing. However, the OPP-based approach only considers intra-

request spare capacity sharing. Generally, more capacity-efficient protection approaches 

achieve better blocking performance.  
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   The simulation results also show that the blocking performance of the ESHN and the OPP-

SDP are superior to that of the ESHT. One of the reasons is because that, the tree partitions in 

the ESHT divide the working trees into overlapped working domains for node failure 

recovery, which requires extra spare capacity. Another reason is that because it is difficult to 

enumerate all the DTSs [229, 232]. 

 

Table 5-5: Comparison of the average total computational time (TI) for setting up a 
multicast session in COST239 network for the LR case and for the CNLR case in 
dynamic traffic environment (E(x) =5, r=0.6, λμ = 60.5 Erlang)  

Algorithms OPP-SDP ESHT ESHN 

TILR(ms) 26 329 18 

TICNLR(ms) 47 380 1550 

 

The comparison of the average total computational time for setting up a multicast session in 

the COST 239 network for dynamic traffic protection is shown in Table 5-5. Similar to the 

results obtained in static traffic simulations, the ESHN is the fastest for the LR case, whereas 

the OPP-SDP is the fastest for the CNLR case. The average total computational time for 

setting up a multicast session is longer for dynamic traffic protection, compared with those in 

static traffic protection, because of the network state update process (working/spare/total 

capacity matrixes update process, registry and release of trees/paths/cycles, etc), blocking 

check process and p-cycle reconfiguration process and so on.  

   Besides the capacity consumption and computational time, another important performance 

criterion is the restoration speed. p-cycle based protection approaches offer much faster 

restoration speed, because p-cycles are fully preconfigured with preplanned spare capacity, 

where only on-cycle end nodes of protection entity (link, segment-flow, path or tree) handle 

the switching after the failure [27, 36, 139, 229]. No switching and configuration processes 
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are required at the intermediate nodes. In contrast, path-based approaches require a 

complicated two way signaling process (e.g., following the RSVP-TE protocol, which 

consists of a PATH message and a RESV message to inform multiple relevant nodes to 

configure the backup paths) and cross-connection process, which results in much longer 

restoration time [139]. 

 

5.8 Conclusions 

   In this chapter, the node-and-link protecting p-cycle based approach was proposed. Its 

performance was investigated and evaluated, in comparison to the tree-protecting p-cycle 

based approach and the OPP based approach. The node-and-link protecting p-cycle based 

approach protects individual nodes (on the flows) and links. The selected p-cycles are shared 

by nodes and links. The tree protecting p-cycle based approach protects multiple mutually 

disjoint trees (or sub-trees) on an end-to-end basis. The selected p-cycles are shared by 

multiple mutually disjoint trees.  

   The OPP based approach is selected for performance evaluation and comparison, because it 

was reported to be most efficient among the existing approaches [204]. The OPP based 

approach protects the paths from the source to every destination in each multicast session. 

Both the node-and-link protecting p-cycle based approach and the tree protecting p-cycle 

based approach consider inter-request and intra-request capacity sharing. However, the OPP-

based approach only considers intra-request capacity sharing.  

    Besides, p-cycle based protection approaches offer much faster restoration speed, because 

p-cycles are fully preconfigured. Simulation results show that the SOPN algorithm achieves 

the best capacity efficiency in static traffic. For dynamic traffic simulations conducted, the 
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ESHN algorithm outperforms the rest of the approaches. Besides, p-cycle based protection 

approaches offer much faster restoration speed, because p-cycles are fully preconfigured. 
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Chapter 6. Conclusions and Future Work  
 

6.1 Conclusions 

WDM networks transport huge amount of unicast/multicast traffic, in order to meet 

exponentially increasing demand. As network failures are capricious, without an efficient and 

fast recovery mechanism, a network failure can cause huge data loss and therefore lead to 

severe disruption to network services and calamitous loss to end users. Hence, failure 

resilience is crucial to WDM networks, especially for multicast traffic, as multicast traffic 

suffers even more in a network failure, compared with the unicast traffic. 

The optical network resilience consists of four steps: (i) fault detection; (ii) fault 

localization; (iii) fault notification; (iv) fault mitigation [97]. Fault detection should be 

handled at the layer closest to the failure; for optical networks, this is the physical layer. Fault 

localization requires communication between nodes to determine where the failure has 

occurred. Once a failure has been detected and localized, the node(s) responsible for fault 

mitigation must be notified and repair procedures should be initiated. Fault mitigation is 

typically done by using protection and restoration approaches. 

This thesis focused on the investigation of optical multicast traffic protection approaches 

for WDM mesh networks, in particular, the pre-configured protection cycle (p-cycle) based 

approaches, because the p-cycle based approaches can provide protection with ring-like fast 

speed and mesh-like high capacity efficiency. p-cycles based protection approaches have 

been intensively studied for unicast traffic protection, but have not been investigated for 

multicast traffic protection yet. The p-cycles make use of the ring protection switching 

function (originally developed and used in SONET/SDH rings) to perform fast protection 

switching, but goes beyond the ring functionality.  
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In Chapter 3, the link-protecting p-cycle based protection approach was analyzed for 

multicast traffic protection for link failure recovery. Link protecting p-cycles provide both 

ring like restoration speed (because upon a link failure, only the end nodes of the failed link 

handle the protection switching) and mesh like efficiency (because link protecting p-cycles 

protect both on-cycle links and straddling links, compared with rings). Besides applying link 

protecting p-cycle based protection algorithms previously proposed for unicast traffic 

protection (such as the SOPL algorithm and the ERH algorithm for static multicast traffic 

protection, p-cycle based PWCE algorithm and the DpC algorithm for dynamic multicast 

traffic protection), new link protecting p-cycle based protection algorithms were also 

proposed for multicast traffic protection (such as the JOPL algorithm, the NJOPL algorithm 

for static multicast traffic protection, and the hybrid DpC and PWCE algorithm for dynamic 

multicast traffic protection). In the simulations conducted, the link protecting p-cycle based 

protection approach was shown to outperform other existing multicast traffic protection 

approaches for link failure recovery, in terms of capacity efficiency in static traffic 

environment and blocking performance for dynamic traffic environment. 

   In Chapter 4, motivated by the serious impact of node failures, the tree-protecting p-cycle 

based multicast traffic protection approach (the SOPT algorithm and ESHT algorithm) was 

proposed and examined for combined node and link failure recovery. The advantage of tree-

protecting p-cycle based approach over link protecting p-cycle based approach is the ability 

of the node failure recovery. Tree protecting p-cycles protect light trees (or sub-trees) on an 

end-to-end basis. For the case of link failure recovery, the same copy of a p-cycle can protect 

multiple mutually link-disjoint trees, as long as  these trees are arc-disjoint with the cycle and 

their source and destination nodes are all on-cycle. For the case of combined node and link 

failure recovery, in addition to satisfying the constraints on link failure recovery, trees 

sharing the same copy of a p-cycle have to be mutually node-disjoint, and node-disjoint with 
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the protection path provided by the cycle. For both the node failure recovery and link failure 

recovery, the end nodes of the trees (or sub-trees) are responsible for the protection switching. 

Tree-protecting p-cycle based approach retains the ring-like fast restoration speed, because p-

cycles are pre-configured, and only the end nodes of the trees handle the protection switching 

upon a link/node failure. However, the capacity efficiency of the tree-protecting p-cycle 

based approach is limited by the difficulty of enumerating all possible disjoint tree sets (DTS) 

and so on. 

   In Chapter 5, to improve the performance for combined node and link failure recovery, the 

node-and-link protecting p-cycle based protection approach (the SOPN algorithm and the 

ESHN algorithm) was proposed. In contrast to the tree protecting p-cycle based approach, the 

node-and-link protecting p-cycle based protection approach protects individual nodes and 

links of the multicast trees. The link failures are restored through the conventional link-

protecting p-cycle principle, whereas the node failures are restored by the flow p-cycles like 

principle.  Hence, the node and link protecting p-cycles are able to protect on-cycle/straddling 

links and the nodes on the portions of the trees that “flow” across the cycles. The node-and-

link protecting p-cycle based approach retains the ring-like fast restoration speed, because p-

cycles are pre-configured, and only the end nodes of failed link handle the protection 

switching upon a link failure, or end nodes of the flows handle the protection switching upon 

a node failure. This study showed that node-and-link protecting p-cycle based protection 

approach is superior to the existing multicast protection approaches, in terms of capacity 

efficiency in static traffic environment and blocking performance for dynamic traffic 

environment, for combined node and link failure recovery. 

Through the studies of multicast traffic protection, it was proven that, similar to the unicast 

traffic protection case, p-cycle based approaches are also very promising for optical multicast 

traffic protection, in terms of capacity efficiency, blocking performance and recovery speed. 
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The proposed p-cycle based protection approaches can prevent severe disruptions to optical 

multicast traffic and calamitous loss to end users. The work on optical multicast protection 

presented in this thesis can be classified into another new category: p-cycle based multicast 

protection approaches [229-234]. It is believed that this work is of significance of preventing 

catastrophic loss to network operators and users, as the p-cycles were extended to multicast 

protection for the first time. 

 

6.2 Suggestions for future work 

   The future work can be explored in the following four topics: (i) the first topic is to 

consider sparse wavelength conversion and sparse splitting in our current work; (ii) the 

second topic is the traffic protection  in IP/WDM networks, considering joint optimization of 

routing, grooming, and protection; (iii) the third topic is the theoretical analysis of blocking 

probability and availability of optical multicast traffic protection; (iv) the fourth topic is in the 

direction of survivable network designs of wavelength division multiplexing – passive optical 

networks (WDM-PONs).  

   In the current study, every node in the network is assumed to be equipped with full 

wavelength conversion capability and multicasting capability. The assumptions of full 

wavelength conversion capability and the splitting capability at every node are mainly to 

reduce the problem complexity, so that study could be focused on the multicast traffic 

protection, without taking into consideration of sparse wavelength conversion problem and 

sparse splitting problem. In the future work, if sparse wavelength conversion and sparse 

splitting are considered, adding more constraints into the algorithms is necessary. The total 

capacity (static traffic) required and the number of blockings (dynamic traffic) would 
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increase. Current results could serve as a lower bound for the future work considering sparse 

wavelength conversion (or without wavelength conversion) and sparse splitting.  

      The trend of network revolution is moving towards IP/WDM networks [243, 244, 257-

259]. We believe that research in traffic protection in IP/WDM networks [251, 260, 261] is 

worthwhile. In the current study, to efficiently utilize the huge bandwidth offered by optical 

multicast, the traffic of relevant higher layer applications is assumed to be groomed into one 

or more multicast sessions. This assumption provides ease for us to focus on multicast traffic 

protection in the current study. Nevertheless, future work can be focused on the problem of 

joint optimization of grooming, routing and protection. Performance comparison can be done 

to check the advantages and disadvantages of protection in the IP layer and protection in the 

WDM layer. 

   For provisioning dynamic traffic, the simulation-based performance evaluation has the 

weakness of the lack of generality of the results. Statements for the simulations scenarios can 

only be made in the test networks considered. A rigorous theoretical analysis (similar to 

Kaufman analysis [262-264]) and mathematical models of the blocking probability are 

recommended for optical multicast and optical multicast traffic protection, in comparison to 

previous simulation-based performance evaluation. Besides the mathematical models of the 

blocking probability, the analysis on the availability of optical multicast and optical multicast 

protection has been rarely studied. It is believed that survivable network designs for optical 

multicast with availability constraints are worthwhile. 

  The hierarchical structure of a current WDM network consists of the backbone network, the 

metropolitan area network and the access network. Recently, the WDM-PON [265-267] has 

been actively researched as a potential technology for the next generation access networks. 

As a WDM-PON [268-276] carries huge data, a network failure could also cause huge loss to 
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the end customers. Fast and efficient protection approaches or survivable structure designs 

are crucial to the development of the WDM-PON as well. 
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