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Abstract

Neuroscientists have shown an increased interest in knowing interactions among brain

regions activated during sensory and cognitive tasks in order to obtain a holistic view

of brain function. The existing methods of connectivity analysis, such as Structural

Equation Modeling (SEM), Dynamic Causal Modeling (DCM), and Granger Causal-

ity Mapping (GCM), are confirmatory in the sense that they need a prior connectivity

model to begin with. These methods are often under anatomical constraints or com-

plicated by the fact that many of them have been obtained in the studies of monkeys.

It is not always certain which areas are to be included in the studies, especially if

the brain regions involved are specific functions that are unique to humans such as

language and cognition.

This thesis presents an exploratory (data-driven) approach based on Bayesian

networks in modeling neural systems with functional MR images. Bayesian networks

are directed graphs where the effective connectivity between two brain regions is

represented by conditional probability densities (CPD). Therefore, the interactions

in the network are represented in a complete statistical sense. The results with

synthetic data show that Bayesian networks can better fit the imaging data obtained

in functional MR experiments. The effective connectivity patterns obtained from

silent reading tasks are consistent with previous literature. The method was further

applied on fMRI data collected in English letter searching tasks for deriving a plausible

model of language system.

Disconnectivity among brain regions is hypothesized in brain diseases such as

dyslexia, Alzheimer’s disease, Parkinson’s disease, and schizophrenia. The previous

xii

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



xiii

methods of testing disconnectivity hypotheses were mostly done by comparing the ac-

tivation patterns. However, this is not effective when the diseases are due to deficits

in connectivity. This thesis demonstrates how the graphical models derived by the

present method can be effectively used in the analysis of lesion studies, using a count-

ing Stroop task and a case study of a stroke patient. These studies indicate the

promise of the present method as a general framework for analyzing a wide range of

brain disorders in future.
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Chapter 1

Introduction

Functional Magnetic Resonance Imaging (fMRI) is increasingly utilized in the explo-

ration of brain networks and neural interactions underlying brain functions. A variety

of analysis methods have been developed for detecting brain activations with fMRI.

The analysis of an fMRI image series is most often based on the computation of Statis-

tic Parametric Maps (SPM) and making inferences from that. SPM is computed by

adapting a general linear model [4]. Non-parametric approaches such as Kolmogorov-

Smirnov [5] statistics have also been used. Inferences from SPMs are usually based on

voxel-wise intensities above a threshold [6], on the spatial extent of contiguous voxels

above a threshold (cluster-size thresholds) [7, 8] or on the combination of these two

[9]. The parameters of tests are chosen so that the probability of detecting a false

activation in the whole volume (or in the search volume) is relatively small, e.g. 0.05.

Gaussian random field (GRF) [10], Markov random field (MRF) [11], and conditional

random field (CRF) [12] have been used for correction of contextual information of

data. Model free data-driven methods such as principal component analysis (PCA)

[13], independent component analysis (ICA) [14], and fuzzy c−means clustering [15]

have also been used for analysis of fMRI data [16].

1
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2

Although many researchers have attempted to identify individual brain areas in-

volved in various cognitive tasks, holistic views of effective connectivity of higher-order

functions have not been investigated thoroughly. More recently, functional integration

studies describing how functionally specialized areas interact and how these interac-

tions lead the brain to perform a specific task have become one of the hot topics in

brain mapping research [17].

Presently, information about neural interactions is often extracted by decom-

posing interregional covariances among activations. Structural Equation Modeling

(SEM) has been the most commonly method used to analyze the effective connectiv-

ity among brain regions. The covariances among the brain regions in SEM describe

the behavior of a neural system in a second-order statistical sense whereas the con-

ditional probability densities (CPD) characterising Bayesian network describes the

behavior of a network in a complete statistical sense. Dynamic Causal Modelling

(DCM) was introduced by Friston [3] to model functional interactions at the neu-

ronal level and comprises of a bilinear model for neurodynamics and an extended

balloon model for hemodynamics. DCM models interactions at the neuronal rather

than the hemodynamic level [17], which is more useful in analyzing the temporal inter-

actions between brain regions. Instead, the present approach focuses on exploring the

structure of interactions of the neural systems. Granger causality mapping (GCM),

a linear method developed for modelling time-resolved fMR time-series, investigates

effective connectivity among activated brain areas by using a vector autoregressive

(VAR) model [2]. Granger causality mapping renders a voxel-wise connectivity anal-

ysis whereas the present approach seeks for a global representation of a neural system

with a region-wise connectivity.
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3

The present method based on Bayesian networks allows extraction of the con-

nectivity among brain regions from functional MRI data in an exploratory manner.

Bayesian network modelling is widely applicable for compactly representing the joint

probability distribution over a set of random variables [18]. In the functional brain

networks, the nodes represent the activated brain regions and a connection between

two regions represents an interaction between them. The Maximum A Posteriori

(MAP) estimation of the structure of the functional network is derived from fMRI

data to maximize the Bayesian Information Criterion (BIC) by using a greedy search

algorithm.

1.1 Motivation

Graphical models, also known as belief networks or Bayesian networks, are widely

applicable formalism for compactly representing the joint probability distribution

over a set of random variables. They are a marriage between probability theory and

graph theory [18]. They have the following four main advantages [19]:

1. They can readily handle incomplete data sets: When one of the input variables

is not observed, most models will produce an inaccurate prediction. Bayesian

networks offer a natural way to encode the correlation between the input vari-

ables.

2. They allow one to learn about causal relationships: It is useful during ex-

ploratory data analysis and allows us to make predictions in the presence of

interventions.

3. They facilitate the combination of domain knowledge and data: Prior or domain
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4

knowledge is important especially when data is scarce or expensive. Prior knowl-

edge and data can be combined with well-studied techniques from Bayesian

statistics.

4. They offer an efficient and principled approach for avoiding the over fitting of

data: There is no need to hold some of the training data for testing.

In this thesis, a novel method is proposed for exploratory way of learning the

structure of effective connectivity among brain regions involved in a functional MR

experiment, using Bayesian networks. The approach is exploratory in the sense that

it does not require an a priori model as in the earlier approaches. In a Bayesian net-

work, the activated brain regions are represented by the nodes in a directed acyclic

graph (DAG) and the interactions among them are represented by connections among

the nodes. The Maximum A Posteriori (MAP) estimation of the structure of the func-

tional network can be derived from fMRI data to maximize the Bayesian Information

Criterion (BIC) of a DAG. The Metropolis-Hastings (MH) algorithm [20], a Markov

Chain Monte Carlo (MCMC) method, can be used to search the space of DAGs to

find the optimal structure of the network.

The last decade has witnessed many new and non-invasive neuroimaging tech-

niques (e.g., fMRI, PET, EEG and MEG) allowing researchers to investigate the

specific brain regions involved in higher-order brain functions such as language pro-

cessing. However, elaborate neuroimaging studies that describe how brain regions

interact in exploratory way do not exist. A neuroanatomical network model will be

proposed for language processing across three main components: orthography, phonol-

ogy and semantics, by using the present data-driven method. As it may be difficult

to truly isolate any particular component in language processing, it is worthwhile to
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discuss the model in three components collectively. The method will be applied on

the fMRI datasets from language tasks to introduce and discuss a plausible language

system model.

The previous approaches mostly detect brain disorders by comparing activation

patterns between patients and matched controls. However, such approaches do not

reflect the abnormalities due to disconnectivity, such as the functional disconnection

of the left angular gyrus involved in normal reading task, that has been found to be

implicated in the disease of dyslexia [21, 22], functional disconnectivity of the me-

dial temporal lobe in Asperger’s syndrome [23], and the functional disconnectivity in

subjects at high genetic risk of schizophrenia [24], etc. The present method of con-

nectivity can be used in the analysis of disorders by studying the differences between

the functional networks of patients and healthy participants, derived from fMRI data.

The strength of interactions between regions is another important factor for con-

nectivity analysis. A brain disorder could be due to either a complete disconnectivity

or a weak connection. The method could be extended by estimating the parameters

of the connections, where the values of conditional probabilities reveal how much an

activation of a region depends on the others. Hence, the brain disorders could be

explored more completely.

In short, the research has culminated towards the followings:

1. Introduction of Bayesian networks for the effective connectivity analysis of func-

tional MR images.

2. Study of neural systems involved in particular task such as reading, working

memory, visual, and motor tasks, etc.
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3. Simulate lesion studies, and interpret abnormal behavior.

4. Study disconnectivity hypotheses made in diseases such as dyslexia, Alzheimer’s

disease, Parkinson’s disease and schizophrenia, etc.

1.2 Major Contributions

The major achievements of this research are listed as entries below:

� A novel method was proposed by using Bayesian networks to learn the structure

of effective connectivity among brain regions involved in a functional MR ex-

periment [25]. The approach is exploratory in the sense that it does not require

an a priori model as in the earlier approaches, such as SEM or DCM, which can

only affirm or refute the connectivity of a previously known anatomical model

or a hypothesized model. The conditional probabilities that render the inter-

actions among brain regions in Bayesian networks represent the connectivities

in the complete statistical sense. The present method is applicable even when

the number of regions involved in the cognitive network is large or unknown.

The method was tested and compared with earlier methods by using synthetic

data. The results of data simulation show that the method is robust to noise,

and performs better than the SEM method as the number of region grows. The

performance of the present approach was further demonstrated on fMRI data

collected in silent word reading task. The network derived from silent reading

data was consistent with the literature. The network demonstrated the domi-

nance of language processing in the left hemisphere and the regions in the right

hemisphere receives the effects of processing from the left hemisphere.
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� FMRI data was collected in a letter searching task which was designed to com-

pare reading of high frequency words (HFW), low frequency words (LFW), legal

non-words (LNW) and illegal non-words (INW). The results reveal the differ-

ences between the three components of language processing and yield a plausible

model explaining how these regions are connected at the three subcomponents of

language processing (orthography, phonology, and semantics). The complexity

of the brain makes it difficult to be explored, especially in higher cognitive tasks;

the analysis of functional integration (functional connectivity and effective con-

nectivity) is still far from settled. The proposed method of exploring global

neural systems from functional imaging data provides an alternate method to

study brain function in terms of networks.

� Networks derived from patients and healthy participants were used to explore

disconnectivities of brain diseases. The basic idea is that networks learnt from

a patients and a normal person doing the same tasks show how the connectivity

differs from one another. Hence functional disorders could be diagnosed. This

approach is a global disconnectivity analysis, which benefitted from the char-

acteristic of the complete statistical analysis. The approach was demonstrated

by applying the method on fMRI datasets collected in a counting Stroop task.

It was found that some of the important connections which reveal the interfer-

ence effects in the counting Stroop task are not present in the results from the

patient group. This reflects the conclusion made by the previous literature [26],

that females with fragile X have anomalous brain activation during cognitive

interference processing tasks and may fail to appropriately recruit and modulate

lateral prefrontal cortex and parietal resources.
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� The present method was extended to parameter estimation for brain lesion

study. The values of conditional probability densities (CPD) reveals how much

a region’s activation depends on the others. A disconnection or degeneration of

connectivity leads to brain disorders. Promise of the present method of studying

brain disorders is illustrated by a case study of stroke patient.

1.3 Organization of the Thesis

This report is organized so as to describe the research from basic background to

specific topic details. It consists of 5 chapters.

Chapter 1 begins with a brief introduction of related methods involved in this

project, followed by the motivation and objectives of my research, with an outline of

my achieved work.

Chapter 2 gives a review of the framework involved in this project, including basic

knowledge about the brain, functional imaging, activation detection, neural system

modeling, and earlier approaches for the analysis of brain connectivity.

Chapter 3 introduces Bayesian networks for analysis of functional MR images.

The method is tested and compared with earlier methods by using synthetic data.

Further, the approach is demonstrated by fMRI data collected in silent word reading

task.

Chapter 4 describes the application of the present method on fMRI data collected

in a letter search task to introduce a plausible model explaining how activated regions

are connected at the levels of three subcomponents of language processing.
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Chapter 5 demonstrates how the networks derived from patient and healthy par-

ticipants by using the present method could be used to explore disconnectivity hy-

pothesis in brain diseases.

Finally, the last chapter concludes this report and gives an outline of my future

research plan.
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Review of Related Work

This chapter reviews basic knowledge about the brain, functional imaging, activation

detection, and neural system modeling. Earlier approaches of effective connectivity

analysis including Structural Equation Modeling (SEM), Granger Causality Map-

ping (GCM), and Dynamic Causal Modeling (DCM) are briefly discussed and their

limitations are highlighted.

2.1 Background

This section gives some basics related to brain function and fMRI technique, which

serves as the threshold leading to the area from where this research started.

2.1.1 Basics About the Brain

The brain is composed of three types of tissue: gray matter, white matter, and

cerebrospinal fluid (CSF) [27]. Gray matter is called �gray�because it looks relatively

dark in anatomical brain specimens (postmortem tissue). Its dark color is produced by

densely packed cell bodies of nerve cells (neurons), which perform the basic �command

10
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functions�within our brains. White matter gets its name from the fatty covering of

the fibers, which give it a whitish appearance. Neurons are connected to one another

by long �wires�that project out of them, called axons which permit individual neurons

to send messages back and forth to one another. The brain is bathed inside and out

by CSF, a fluid that contains nutrients and byproducts of brain activity. The regions

inside the brain that contain CSF are called ventricles. Generally, white matter can

be understood as the parts of the brain and spinal cord responsible for information

transmission; whereas, grey matter is mainly responsible for information processing.

In this research, the interactions among activated brain regions during particular

cognitive tasks are studied. It is the relationship between individual information

processing that is of interest. Hence, only the grey matter will be considered.

The brain contains 98 percent of body’s neural tissue. An average brain weighs

about 3 lbs. Ninety five percent of brain’s energy is supplied from glucose; fat cannot

cross blood-brain barrier [28]. The major regions of the brain include: brainstem, di-

encephalon, cerebellum, and cerebrum. The cerebrum (also called the telencephalon)

is mainly concerned in function imaging analysis, and can be broadly classified into

the following:

� Cortex: outer surface of cerebrum consisting of gray matter (cell bodies of

neurons).

� Cerebral white matter: contains neuron axons, and has nuclei of gray matter.

The cortex has expanded over the evolution of the brain; it comprises of 80 percents

of the human brain. The cortex consists of two nearly symmetrical hemispheres, left

and right, separated by the medial longitudinal fissure. Each hemisphere is subdi-

vided into four lobes: frontal lobe, temporal lobe, parietal lobe, and occipital lobe.
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The cortex is highly organized, each of the lobes is thought to be associated with

a particular sensory function: frontal lobe for motor functions, temporal lobe for

body senses, parietal lobe for auditory function, and occipital lobe for visual func-

tions. Nevertheless, these areas are involved in other functions as well. There are

some higher-level association areas that mediate complex functions such as language,

planning, memory, and attention.

The complexity of the brain’s structure makes it difficult to relate its components

to individual functions. One of the objectives of human brain research is to establish

structure-function relationships. The general principles of hemispheric and regional

brain function are well established but the ways in which specific perceptual and

cognitive functions relate to brain structure remain elusive. For details about the

brain, please refer to Andreasen (2001) [27] and Frackowiak (1997) [29].

2.1.2 Functional MRI

The brain has a grey and rather uniform appearance. However, with the use of

Magnetic Resonance Imaging (MRI), a rich internal structure can be visualized. MRI

can provide a detailed picture of the brain with a resolution of less than 0.5 mm.

Even structures buried deep within the center of the brain can immediately be made

apparent. The rich network of arteries, including those penetrating deep into the

substance of the brain that are as small in diameter as a hair, can also be seen with

MRI [30]. Functional MRI (fMRI) has enabled scientists to look, for the first time,

into the human brain in living organism, to literally �watch it while it works�. This has

revealed exciting insights into the spatial and temporal changes underlying a broad

range of brain functions, such as how we see, feel, move, understand each other, and
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lay down memories. The technique is safe, allowing repeated examinations to probe

time-dependent changes such as those involved in learning. FMRI also improved our

understanding of a variety of brain pathologies [30].

MRI of human brain depends on a magnetic property of hydrogen nucleus, known

as the spin angular momentum. Like other tissues in the body, over 70 percent of

brain is composed of water. Thus, finding out how the water is distributed in the head

is just like localizing brain tissue. Different parts of the brain have slightly different

amounts of water. Nerve cells, for example, are relatively rich in water, whereas

the fatty coating around the long nerve fibres and cells, called myelin, has less water.

This generates a contrast between the surface cortex and the underlying white matter

of the brain, that can be used to provide exquisite details of brain structure by the

technique of MRI [30, 31].

Functional MRI technique has been successfully employed to locate brain pro-

cesses in various functional experiments involving sensory and cognitive stimuli. In-

put stimuli in fMRI experiments activate neuronal populations at specific areas of

the brain. The metabolic events ensuing neuronal activation create hemodynamic

changes such as blood flow and blood oxygenation in the vicinity of activated regions.

As de-oxygenated hemoglobin and oxygenated hemoglobin differ in their magnetic

properties, neuronal events create magnetic field inhomogeneities in the surround-

ings. Changes in the magnetic fields in the regions of neuronal activity cause changes

in T ∗
2 (observed signal decay rate, one of the fundamental temporal parameters that

used to describe the MR signal [30]) weighted magnetic resonance sequences, and thus

result in intensity changes in functional MR images. The contrast mechanism, which

depends on the blood oxygenation level, is known as blood oxygen level dependent
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(BOLD) contrast.

2.1.3 Paradigm Design

The most commonly used paradigm is the regular epochs of stimulus and rest, usu-

ally called �on�and �off�. The duration of these epochs needs to be long enough to

accommodate the hemodynamic response, and so a value of at least 8 seconds, or

more commonly 16 seconds is chosen. These epochs are repeated for as long as is

necessary to gain enough contrast to noise in order to detect the activation response.

The total experimental duration however must be a balance between how long the

subject can comfortably lie still without moving, and the number of data points re-

quired to obtain enough contrast to noise. There are often some technical limitations

to the experimental duration, and there is the possibility of the subject habituating

to the stimulus causing the BOLD contrast to reduce with time.

Instead of epochs of stimuli, it is possible to use single events as a stimulus. Again

due to the hemodynamic response, these must be separated by a sufficient period of

time. This type of stimulus presentation has the major advantage of being able to

separate out the relative timings of activations in different areas of the brain. One

of the major disadvantages of single event paradigms is that the experiments need to

be much longer than their epoch based counterparts, in order to gain the necessary

contrast to noise.

2.1.4 Correlation Analysis

The technique of correlation analysis exploits a priori knowledge of the anticipate time

course of task-related changes in the signal to determine their intensity and spatial
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extent [32]. Many current fMRI experiments use a block design in which the subject

is instructed to perform experimental (E) and control (C) tasks in an alternating

sequence of 20-40s blocks (e.g., CECECEC. . . ). A reference function is constructed

by convolving a square wave matching time course of the experimental control task

blocks with a fixed model of the hemodynamic response function [33] (an estimate of

the fMRI signal changes evoked by a brief burst of neural activity). This reference

function is then correlated with the time-series recorded from each voxel as follows:

cor(k) =
mT

k y√
mT

k mk

√
yT y

(2.1.1)

where cor(k) is the correlation coefficient for the kth voxel time-series,

mk = (mk1 mk2 . . . mkn)T where mki is the mean-corrected intensity value of

the kth voxel in the ith scan, y = (y1 y2 . . . yn)T where yi is the mean-corrected

value of reference function at the time point corresponding to the ith scan. Those

voxels, whose signals are positively correlated with the reference function above a

preselected threshold are designated �areas of activation�.

2.1.5 Statistical Parametric Mapping

Statistical Parametric Mapping (SPM) is a hypothesis-driven method for fMRI anal-

ysis. It refers to the construction and assessment of spatially extended statistical

processes used to test hypotheses about functional imaging data. These ideas have

been instantiated in software that is also called SPM by Wellcome department of

imaging neuroscience [34]. It is a voxel-based method by the conjoint use of General

Linear Model (GLM) [4] and Gaussian Random Field (GRF) theory [10].
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Spatial Preprocessing

For fMRI time-series analysis in SPM, in order to analyze structural and functional

data from different scans of the same subject, or data from different subjects, spatial

preprocessing is a necessary step before statistical analysis to make images conform

to the same anatomical frame of reference. Spatial preprocessing normally involves:

realignment and unwarping, co-registration, normalization and smoothing.

Realignment and Unwarping is used in SPM for motion correction. Under

the assumption of no shape change and rigid body motion, this intra-modality, intra-

subject image registration uses a least squares approach and a 3D (rigid body) spatial

translation. The first image in a time-series is used as a reference scan to which

all subsequent scans are aligned. These estimates can be used to determine group

or subject related movement differences [35]. After realignment, there may still be

some motion related artifacts that cannot be solved by rigid transformation [36, 37].

Furthermore, different material has its own susceptibility, so different field disturbance

is ensued at different location by the presence of object in the field. This is called

susceptibility-by-movement artifacts in fMRI time-series, and unwarping is required

in addition to realignment to solve this problem [38].

Co-registration often refers to spatial transformation within subject and be-

tween image modalities. In fMRI study, it is a necessary step to co-register a series of

fMRI images of certain subject to the corresponding structure MR image because only

when structural and functional images are co-registered, the high-resolution structural

image can be superimposed on fMRI to give functional activation maps of the brain

with better anatomical background. Moreover, if functional and anatomical images

are registered, the relationship between them for any individuals can be studied [39].
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Normalization spatially normalizes images into a standard space defined by some

ideal model or template image. Generally these algorithms work by minimizing the

sum of squares differences between analyzing image and the template. Spatial normal-

ization is performed with affine (12 parameter) and quadratic (3rd order) automated

transformations [35, 40].

Smoothing convolves spatial filtering of images with an isotropic Gaussian kernel.

There are two purposes for this. The first is to make sure that the image data have the

characteristics of a random Gaussian field in order that the statistical assumptions of

SPM are valid. The second purpose is to recognize that the spatial normalization step

is not perfect, and to correct for modest imprecisions in this process by smoothing

the data so nearby voxels share more information.

Statistical Analysis

SPM is a spatially extended statistical process that is used to test hypotheses about

regionally specific effects in neuroimaging data [34]. The most established sorts of

statistical parametric maps are based on linear models and t-tests.

The general linear model for a response variable xij (such as the regional cerebral

blood flow - rCBF) at voxel j is

xij = β1jgi1 + β2jgi2 + . . . + βKjgiK + eij (2.1.2)

where i = 1, . . . , I indexes the observation (e.g. scan). The general linear model as-

sumes the errors (eij) are independent and identically distributed normally [N(0, σ2
j )].

Here the βkj are K unknown parameters for each voxel j. The coefficient gik are ex-

planatory variables relating to the conditions under which the observation i is made.
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The model can be rephrased in terms of matrices:

xj = Gβj + ej (2.1.3)

Here xj = (x1j, x2j, . . . , xIj)
T is the rCBF data vector for voxel j, G is the design

matrix, comprised of the coefficient gik, with each row for every scan and each column

for every effect (condition) in the model. βj = (β1j, β2j, . . . , βKj)
T is the regression

parameter vector for voxel j and ej is a vector of normally distributed error terms.

The least square estimate of βj, say β̂j, is given by:

β̂j = (GT G)−1GT X (2.1.4)

and the residual error is given by:

ej = xj −Gβ̂j (2.1.5)

The hypothesis can be tested to see whether there will be a linear relation linking

effect k with the fMRI intensity values of voxels. This can be tested against the null

hypothesis that there is no relationship between effect k and the voxel data. On the

null hypothesis, βkj will not be significantly different from zero. This can be tested

by computing a t statistic:

t =
β̂kj

εkj

(2.1.6)

The standard error εkj can be computed from the original analysis of variance, using

the remaining error ej above. SPM performs the above calculation at every voxel in

the brain, and thus there is a separate β̂kj. This t-statistic is large and positive if

the linearity is significantly greater than 0, and large and negative if the linearity is

significantly less than 0.
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After calculating the t-statistic, SPM technique converts the t-statistics to Z -

scores. SPM uses Z -scores to display and analyze the p-values from the t-statistics,

which are the numbers from the unit normal distribution that would give the same p

value as the t statistic. Then, SPM will show a picture of the Z -statistics, thresholded

at a given p-value.

2.2 Connectivity Analysis

A neural system is unique in the sense that it is composed of numerous interconnected

elements ranging from single neurons to entire ensembles. These connections range

from local intra-regional connections among neurons, to interregional connections

among ensembles of neurons across brain areas. Within small and localized regions of

the brain, neurons form characteristic sets of connections so-called local circuits. The

communication between nerve cells is carried out along physical connections, often

linking cells that are separated by large distances. Signals within these connections

consist of series of action potentials (spikes) of unit magnitude and duration. The

arrival of an action potential at a synaptic junction triggers numerous biochemical

and biophysical processes, ultimately resulting in transmission of electrical signals to

the postsynaptic (receiving) cells. Neurons in the cerebral cortex maintain thousands

of input and output connections with other neurons, forming a dense network of

connectivity spanning the entire thalamocortical system.

Brain networks are not random but form highly specific patterns. A predominant

feature of brain networks is that neurons tend to connect predominantly with other

neurons in local groups. At this high level of scale, connection patterns formed

by these local, intra-areal networks are thought to be responsible for the specific
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processing requirements of each area. Considering the entire brain, the large-scale

organization of the cortex is characterized by patterns of interconnections linking

brain areas within and between specific sensory and motor systems.

It is worth noting that communications between and along neural elements under-

lie the brain function. It was suggested that the brain function is due to the changes

in the covariance among neural elements [1]. Looking from higher-order perspective,

attempts have been made to demonstrate the contribution of a collection of synchro-

nized brain units to understand brain activities beyond the second-order statistical

sense.

As the definitions of brain connectivity are going to be developed, it is useful at this

point to introduce and clarify some conventional and new terminology and investigate

into their relations. Hitherto, basically three kinds of connectivities have drawn the

attentions of scientists and researchers in brain studies: anatomical, effective and

functional connectivity. In summary, the definitions are given as follows [41, 42]:

Anatomical connectivity simply refers to the set of physical or structural con-

nections linking neuronal units at a given time [28]. In any structural analysis of

neural connection patterns, a choice has to be made on the level of the spatial scale

at which the analysis is to be performed. Analysis carried out at the local circuit

level would most likely focus on the pattern of synaptic connections between individ-

ual neurons. Analysis of intra-areal patterns of connections would involve connection

bundles or synaptic patches linking local neuronal populations (neuronal groups or

columns). Analysis of large-scale connection patterns would focus on connection path-

ways linking segregated areas of the brain. Such pathways would comprise of many

thousands or millions of individual fibers [43].
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Functional connectivity refers to the pattern of temporal correlations (or, more

generally, deviations from statistical independence) that exist between distinct neu-

ronal units [41, 42]. Such temporal correlations are often due to neuronal interac-

tions along anatomical or structural connections; in some cases, observed correlations

may be due to common inputs from an external neuronal source or stimulus source.

Deviations from statistical independence between neuronal elements are commonly

captured in a covariance matrix (or a correlation matrix), which, under certain sta-

tistical assumptions, may be viewed as a representation of the system’s functional

connectivity. While temporal correlations are perhaps most often used to represent

statistical patterns in neuronal networks, other measures such as spectral coherence

or consistency in relative phase relationships [44] may also serve as indicators of func-

tional connectivity. The relationship between structural and functional dimensions

of brain connectivity is mutual and reciprocal. It is easy to see that structural con-

nectivity is a major constraint on the kinds of patterns of functional connectivity.

On the other hand, functional interactions can contribute to the shaping of the un-

derlying anatomical substrate. This is accomplished either directly through activity

(covariance)-dependent synaptic modification, or, over longer time scales, through

effects of functional connectivity on an organism’s perceptual, cognitive or behavioral

capabilities, which in turn affect adaptation and survival. The reciprocity between

anatomical and functional networks deserves emphasis as it captures some of the

unique aspects of brain networks [45].

Effective connectivity: Over the past decade, functional neuroimaging has been

extremely successful in establishing functional segregation as a principle of organiza-

tion in the human brain. Functional segregation is usually inferred by the presence of
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activation foci in statistical parametric maps [46]. The nature of the functional spe-

cialization is then attributed to the sensorimotor or cognitive process that has been

manipulated experimentally. Many approaches have been attempted for the connec-

tivity analysis [1, 47, 41, 42, 46, 48, 49, 50, 51]. These approaches have introduced

a number of concepts into neuroimaging (e.g. functional and effective connectivity,

eigenimages, spatial modes, information theory, multidimensional scaling) and their

application to issues in imaging neuroscience (e.g. functional systems, cortical in-

tegration, associative plasticity, and nonlinear cortical interactions) [46]. The study

of effective connectivity is also gaining importance in relating cognitive theories (eg.

attention) to brain operations. It would be very compelling to demonstrate the mod-

ulation of responsiveness of these areas in terms of attention-dependent changes in

the interactions or effective connectivity among them [50].

Effective connectivity is closer to the intuitive notion of a connection than func-

tional connectivity and can be defined as the influence one neural system exerts over

another [41], either at a synaptic or cortical level [46]. Effective connectivity pro-

vides insight about causal influence among activated brain regions, while functional

connectivity indicates their temporal correlations without causal influence. Effective

connectivity gives an accurate quantification to describe the connectivity between

brain regions, which could be further divided into direct and indirect effects through

the anatomical model [1]. In some aspects, the functional model is close to the notion

of effective connectivity since they both measure the dependence between brain re-

gions. Yet, effective connectivity deals with more of a cause-to-effect influence. While,

functional connectivity does not necessarily imply a causal link whereas effective con-

nectivity does. To this extent, effective connectivity is much closer to achieving the
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goal of investigating and modeling the interactions of neural networks. Thus, the

interdependence and reciprocity among these three connectivities deserves emphasis

as it captures some of the unique aspects of brain networks [42].

2.3 Previous approaches to brain connectivity

This section reviews the earlier approaches of functional and effective connectivity

analyses. The studies of functional connectivity are briefly mentioned. The illustra-

tion has been focused on more related effective connectivity methods including SEM,

DCM, and GCM, followed by a motivation to the present research.

2.3.1 Functional connectivity approaches

The study of functional connectivity is to establish connectivity between two regions

of the brain on the basis of similar functional response. If two regions of the brain

show similar fMRI measurements over time, then they could be determined as being

functionally connected, even though there may be no direct neuronal connection

between these two regions [52]. There are generally three common approaches for

detecting functional connectivity of image data, which are listed as below:

� The correlation based approach is the most direct method that calculates a

correlation of image values between pairs of voxels; the correlations are then

threshold to reveal the statistically significant connectivity [53].

� Singular value decomposition (SVD) is equivalent to Principal Components

Analysis (PCA) [54], and similar to Independent Components Analysis (ICA)
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[55]. SVD seeks to express the correlation structure by a small number of prin-

cipal components, multiplied by random weights that vary randomly over time

or subject.

� The clustering method attempts to form clusters of voxels whose values over

time or over subject are similar [56]. This is closely related to the correlation

method, thresholding correlations, since correlation is used by many clustering

methods as a measure of similarity, and thresholding correlations simply clusters

together all voxels whose similarity exceeds a threshold value.

Besides, SEM was also used by Goncalves and Hall [57] to model the functional

connectivity, but only feasible for connectivity between a small number of pre-selected

voxels or regions. More recently, Dodel et al. [58] extends conventional activation

analyses to the notion of networks by using correlation based method, emphasizing

functional interactions between regions independently of whether or not they are

activated. Salvador et al. [59] explored properties of whole brain networks based

on multivariate spectral analysis of fMRI time-series measured in the resting state.

Undirected graphs representing conditional independence between multivariate time-

series used in the method, was found to be more readily approached in the frequency

domain than the time domain.

2.3.2 Effective connectivity approaches

The previous methods of effective connectivity including SEM, DCM, and GCM are

illustrated and compared with the proposed method in this section.
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Structural Equation Modeling (SEM)

SEM basically represents the covariance structure of a set of variables (as seen in fig-

ure 2.1). Instead of minimizing functions of observed and predicted individual values,

the SEM minimizes the difference between the sample covariances and the variances

predicted by the model [60]; that is, the observed covariances minus the predicted

covariances form the residuals. The fundamental hypothesis for these structural equa-

tion procedures is that the covariance matrix of the observed variables is a function

of a set of parameters. Σ = Σ(θ) where, Σ is the population covariance matrix of ob-

served variables, θ is a vector that contains the model parameters, and Σ(θ) represents

the covariance matrix predicted by the model.

In modeling fMRI, theoretically anticipated connections among p brain regions

are written in the matrix form of a path model, and the numerical values of the

q nonzero path coefficients in the matrix are estimated so as to minimize a mea-

sure of discrepancy between the observed interregional correlation matrix C and the

correlation matrix predicted by the model Σ(θ) [47].

The pairwise correlations cij between the first eigentimeseries for the ith and j th

regions constituted the interregional correlation matrix C. The residual variance for

each region is estimated by the ratio between the first eigenvalue and the sum of

eigenvalues:

Ψi = 1− λ1
2

∑m
j=1 λj

2 (2.3.1)

where λi denotes the ith eigen value of the correlation matrix.

A model can be written down as a set of simultaneous regression equations:
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Figure 2.1: Schematic representation of methods involved in structural equation mod-
eling of a neural system: (a) Path diagram of a simple network with four regions; (b)
The information about the correlations of activities; (c) Path equations showing how
the correlations between regions can be decomposed to solve for the path coefficients;
(d) Structural equations showing the variance in activity of each region as a function
of the weighted variance of other brain regions and a residual influence. [1]

x = Kx + ψ (2.3.2)

where x denotes the vector of regional variances, ψ denotes the vector of residual

variances, and K denotes the path model matrix. Equation 2.3.2 can be rearranged

to show that:
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x = (1−K−1)ψ

and the correlation matrix predicted by the path model Σ(θ) is given by:

Σ(θ) = (1−K−1)ψψ′(1−K−1)′

The objective is to find estimates for the non-zero path coefficients θj, which

minimize a measure of discrepancy between the observed correlation matrix C and the

correlation matrix predicted by the model Σ(θ). Estimates of the path coefficients are

found by iteratively minimizing the maximum likelihood (ML) discrepancy function:

F = log |Σ(θ)|+ tr(CΣ−1(θ))− log |C| − q (2.3.3)

where |.| denotes the determinant and tr denotes the trace of a matrix.

Granger Causality Mapping (GCM)

The method proposes to treat a time-series x[n] as a vector autoregressive (VAR)

process, and thus to use vector autoregressive models to make inferences on effective

connectivity [2]. An inherent problem in inferring interactions at a neuronal popula-

tion level from fMRI data is the indirect access to the signals of interest (figure 2.2).

The fMRI signal can be considered a filtered and sampled version of the Local Field

Potential (LFP) signal that is itself a measure of the activity fluctuations of local

population of neurons [61].

Taking the temporal structure of signal time-courses into account is related to

the commonsense concept of causality: causes always precede effects. Something in

the future cannot cause something in the past or present. All events taking place
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Figure 2.2: Illustration of the indirect access to interacting brain regions with fMRI.
Hemodynamics and the MR scanner contribute unwanted artifacts to the signals of
interest and might confound modeling efforts. Confounding is especially deleterious
when the unwanted contributions are different for the brain regions under investiga-
tion (e.g., different hemodynamic responses in different regions) [2].

at a certain point in time must have had their cause at an earlier stage. These

considerations have led the econometrist Clive Granger to propose a definition of

causality for temporally structured data, i.e., time-series. Conceptually, it amounts

to the following: if a time-series y causes (or has an influence on) x, then knowledge

of y should help predict future values of x. Thus, causality (or influence) is framed

in terms of predictability.

The vector time-series x[n] can be modeled as an AR process:

x[n] = −
p∑

i=1

A[i]x[n− i] + u[n] (2.3.4)

where u[n] is (multivariate) white noise. The matrices A[i] are called the autore-

gression (AR) coefficients because they regress x[n] onto its own past. p is the order

of the auto-regression and will refer to the above model, with adjustable parameters
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A[i] and Σ to be estimated, as a VAR(p) model.

Geweke [62] has proposed a measure of linear influence Fx,y between the time-

series x[n] and y[n] which is regarded as an implementation of the concept of Granger

causality in terms of vector autoregressive models. The influence measure Fx,y is the

sum of three components: the linear influence from x to y (Fx→y), the linear influence

from y to x (Fy→x), and the instantaneous influence between x and y (Fx.y). The

measure can be defined using the residual cross-covariance matrices of the following

three VAR models involving the K-dimensional series x[n] and L-dimensional series

y[n]:

x[n] = −
p∑

i=1

Ax[i]x[n− i] + u[n] var(u[n]) = Σ1 (2.3.5)

y[n] = −
p∑

i=1

Ay[i]y[n− i] + v[n] var(v[n]) = T1 (2.3.6)

and with q[n] =

[
x[n]

y[n]

]
(2.3.7)

q[n] = −
p∑

i=1

Aq[i]q[n− i] + w[n] var(w[n]) = Y =

[
Σ2 C

CT T2

]
(2.3.8)

where q[n] is O-dimensional (with O = K + L), Σ1 and Σ2 are K by K, T1 and

T2 are L by L, and Y is O by O. It is these residual cross-covariance matrices Σ1,

Σ2, and Y, that are currently of interest, because they quantify how well the current

values of x and y from their past valuesto can be predicted (using linear AR models).

The measures of total linear dependence between x and y, linear influence from x to y,

linear influence from y to x, and instantaneous influence between x and y are defined

to be, respectively:
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Fx,y = ln(|Σ1| · |T1|/|Y |) (2.3.9)

Fx→y = ln(|T1|/|T2|) (2.3.10)

Fy→x = ln(|Σ1|/|Σ2|) (2.3.11)

Fx·y = ln(|Σ2| · |T2|/|Y |) (2.3.12)

where �|Σ|�denotes the determinant of Σ. From these definitions, it can be seen

that it holds that:

Fx,y = Fx→y + Fy→x + Fx·y (2.3.13)

Dynamic Causal Modeling (DCM)

The general idea behind DCM is to construct a reasonably realistic neuronal model

of interacting cortical regions with neurophysiologically meaningful parameters [3].

These parameters are estimated such that the predicted BOLD series, which results

from converting the neural dynamics into hemodynamics, correspond as closely as

possible to the observed BOLD series. In DCM, neural dynamics in several regions

(represented by a neural state vector z with one state per region) are driven by

experimentally designed inputs that enter the model in two distinct ways: they can

elicit responses through direct influences on specific anatomical nodes (e.g., evoked

responses in early sensory cortices) or they can modulate the coupling among nodes

(e.g., during learning or attention). DCM models the change in neural states as a

non-linear function of the states, the inputs u and neural parameters θn:

ẑ = F (z, u, θ) (2.3.14)
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Where F is some nonlinear function describing the neurophysiological influences

that activity in all l brain regions z and inputs u exert upon the changes in the others.

θ represents the parameters of the model whose posterior densities are required for

inference. It is not necessary to specify the form of equation 2.3.14 because its bilinear

approximation provides a natural and useful re-parameterisation in terms of effective

connectivity. The bilinear form of 2.3.14 is given as:

ẑ ≈ Az +
∑

ujB
jz + Cu = (A +

∑
ujB

j)z + Cu (2.3.15)

A =
∂F

∂z
=

∂ẑ

∂z
(2.3.16)

Bj =
∂2F

∂x∂uj

=
∂

∂uj

· ∂ẑ

∂x
(2.3.17)

C =
∂F

∂u
(2.3.18)

The matrix A represents the effective connectivity among the regions in the ab-

sence of modulatory input, the matrices Bj encode the change in effective connectivity

induced by the jth input uj, and C embodies the strength of direct influences of inputs

on neuronal activity.

DCM combines the above neural model with the biophysical forward model of

Friston [63] which describes how neuronal activity translates into a BOLD response

(figure 2.3). This enables the parameters and time constants of the neuronal model

to be estimated from measured data, using a fully Bayesian approach with empirical

priors for the biophysical parameters and conservative shrinkage priors for the cou-

pling parameters. The posterior distributions of the parameter estimates can thus be

used to test hypotheses about the size and nature of modeled effects. Usually, these

hypotheses concern context-dependent changes in coupling which are represented by
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Figure 2.3: The schematic shows the architecture of the hemodynamic model for a
single region [3].

the bilinear terms of the model. If there is uncertainty about which connections

should be included in a model, or if one would like to compare competing hypotheses

(represented by different DCMs), a Bayesian model selection procedure can be used

to find the DCM that shows an optimal balance between model fit and the number

of parameters.
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Discussion and Motivation

In earlier approaches, the information about neural interactions is often extracted

by decomposing interregional covariances among activations. Structural Equation

Modeling (SEM) has been the most commonly used method to analyze the effective

connectivity among brain regions. McIntosh and Gonzalez-Lima [1] first described

SEM and applied for network analysis of vision tasks using PET. Other researchers

[51, 64, 65, 66, 67, 68, 69, 70] have later used SEM for the analysis of networks of

brain regions involved in sensory or cognitive tasks. In these research, the applications

of SEM had been implied to test on several cognitive tasks with known structure in

order to confirm or reject a prior hypothesis. Bullmore et al. showed how to search for

the best fitting covariance model of connectivity from fMRI data by using SEM [47].

Mechelli et al [71] constructed a multisubject network based on SEM to illustrate

the differences in connectivity among subjects. In this thesis, we propose modeling

brain connectivity using Bayesian networks where the interactions are represented

by probability distribution functions. Comparing the SEM and the method being

proposed, the covariances between the brain regions in SEM limit the behavior of a

neural system to the second-order statistical sense whereas the conditional probability

densities (CPD) characterising Bayesian network describes the behavior of a network

in the complete statistical sense. Hence, complete behavior of a neural system can be

described and inferences due to disconnectivity of the network can be made, by using

the present method.

Granger causality mapping (GCM), a linear method developed for modelling time-

resolved fMR time-series, investigates effective connectivity among activated brain ar-

eas by using a vector autoregressive (VAR) model [2]. The connectivity is computed
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by evaluating interactions between a current voxel and a reference voxel, and intro-

duce a statistical framework for distinguishing different types of interactions. More-

over, a graphical approach linking the notions of graphical modelling and Granger

causality is applied to describe the dynamic dependencies in neural systems [72].

Valdes-Sosa et al [73] proposed to use the sparse MAR (SMAR) models to deal with

the problem of lacking degree of freedom in some techniques such as multivariate

autoregressive (MAR) modelling. Granger causality mapping renders a voxel-wise

connectivity analysis whereas the current proposed approach is region-wise and seeks

for a global representation of a neural system. The objective of this research is to

determine how different regions interact and obtain a holistic view of brain function.

Dynamic Causal Modelling (DCM) was introduced by Friston [3] to model func-

tional interactions at the neuronal level and comprises of a bilinear model for neuro-

dynamics and an extended balloon model for hemodynamics. DCM has shown to be a

potential model for making inferences about the temporal changes of effective connec-

tivity from fMRI data [3, 17, 74]. More recently, Penny et al [75] proposed a Bilinear

Dynamical Systems (BDS) for model-based deconvolution of fMRI time series, which

comprise a stochastic bilinear neurodynamical model specified in discrete-time and a

set of linear convolution kernels for the hemodynamics. DCM models interactions at

the neuronal rather than the hemodynamic level [17], which is more useful in analyz-

ing the temporal interactions between brain regions. Instead, the present approach

focuses on exploring the structure of interactions of the neural systems.

Earlier methods of effective connectivity analysis, such as SEM, DCM, and GCM,

are confirmatory in the sense that they need a prior connectivity model to begin with.

The prior models are often under anatomical constraints and complicated by the fact
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that many of them have been obtained in the studies of monkeys. In this thesis and

the research group’s parallel work [25, 76], the exploratory way of investigating brain

connectivity was first proposed. The present method based on Bayesian networks

allows not only extraction of the connectivity among brain regions in an exploratory

manner, but also modeling of the connectivity pattern in a complete statistical sense.
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Chapter 3

Effective Connectivity with
Bayesian Networks

In this chapter, an exploratory method is proposed to derive effective connectivity

from fMRI data, using Bayesian networks. The approach is exploratory in the sense

that it does not require an a priori model as in the earlier approaches. The condi-

tional probabilities that render interactions among brain regions in Bayesian networks

represent the connectivities in the complete statistical sense. The present method is

applicable even when the number of regions involved in the cognitive network is large

or unknown. The present approach is demonstrated by using synthetic data as well

as fMRI data collected in silent word reading task.

3.1 Introduction

With the rapid development of medical imaging techniques, researchers are now able

to obtain a multifaceted view of brain function and anatomy [77]. Functional brain

imaging represents a range of measurement techniques, which extracts quantitative in-

formation about physiological function and provides functional maps showing which

36
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regions are specialized for different sensory or cognitive functions [78]. Although

many researchers have attempted to identify the individual brain areas involved in

various cognitive tasks, holistic views of effective connectivity of higher-order func-

tions have not been investigated thoroughly. More recently, functional integration

studies describing how functionally specialized areas interact and how these interac-

tions lead the brain to perform a specific task have become one of the hot topics in

brain mapping research [17]. In this chapter, an exploratory approach is presented

to determine effective connectivity among brain regions from fMRI data based on

Bayesian graphical models where interactions among the regions are represented by

conditional probabilities.

The existing methods of connectivity analysis, such as SEM, DCM, and GCM

(briefly reviewed in section 2.3), are confirmatory in the sense that they need a prior

connectivity model to begin with. The prior models are often under anatomical con-

straints and complicated by the fact that many of them have been obtained in the

studies of monkeys. And it is not always certain which areas are to be included in

the study, especially if the brain regions are involved in functions unique to human,

such as language and cognition [47]. The present method based on Bayesian net-

works allows extraction of the connectivity among brain regions from functional MRI

data in an exploratory manner. Bayesian network modelling is widely applicable for

compactly representing the joint probability distribution over a set of random vari-

ables [18]. The nodes represent the activated brain regions and a connection between

two regions represents an interaction between them. The Maximum A Posteriori

(MAP) estimation of the structure of the functional network is derived from fMRI

data to maximize the Bayesian Information Criterion (BIC) by using a greedy search

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



38

algorithm.

A synthetic fMRI dataset was used to test the feasibility and robustness of the

proposed method. The method was further demonstrated by exploring the functional

structure from fMRI data obtained in a silent word reading experiment. The network

derived from the silent reading task was consistent with the previous literature and

hypotheses, validating the present approach.

3.2 Methods

Graphical models (Bayesian networks, Belief networks, probability networks, or causal

networks) are models for representing uncertainty in our knowledge [18, 79]. Uncer-

tainty arises in a variety of situations:

� uncertainty in the experts themselves concerning their own knowledge;

� uncertainty inherent in the domain being modeled;

� uncertainty in the knowledge engineer trying to translate the knowledge, and

just plain;

� uncertainty as to the accuracy and actual availability of knowledge.

Belief Networks use probability theory to manage uncertainties by explicitly rep-

resenting the conditional dependencies between the different knowledge components.

This provides an intuitive graphical visualization of the knowledge including the in-

teractions among the various sources of uncertainty.

Probabilistic graphical models are graphs in which nodes represent random vari-

able, and the arcs represent conditional dependencies. Hence they provide a compact
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representation of joint probability distributions. For example, if we have N binary

random variables, a representation of the joint distribution, P (X1; . . . ; XN), needs 2N

parameters, whereas a graphical model may need exponentially fewer, depending on

which conditional assumptions are significant. This aids both inference and learning.

There are two main kinds of graphical models: undirected and directed. Undirected

graphical models, also known as Markov networks or Markov random fields (MRFs),

are more popular with the physics and vision communities. Directed graphical models,

also known as Bayesian networks (BNs), belief networks, generative models, causal

models, etc. are more popular with the AI and machine learning communities [18].

It is also possible to have a model with both directed and undirected arcs, which is

called a chain graph [80]. In this thesis, graphical models are restricted to Bayesian

networks.

3.2.1 Neural Systems Modeling with Bayesian Networks

A Bayesian network, a specific graphical model that utilizes Bayes’ rule for inference,

consists of a graph structure and a set of parameters indicating the path coefficients.

The graph structure S is a directed acyclic graph (DAG) that encodes a set of con-

ditional independence assertions about the variables at nodes. The parameters are

represented by conditional probability distributions (CPD) defining the probabilities

of the nodes given their parent nodes.

Figure 3.1 shows an example of a Bayesian network, representing a neural system

consisting of five brain regions; {ri : i = 1, 2, . . . 5} denotes the set of brain regions

activated during the task where ri represents the ith brain region and xi denotes the

activation of the region; the set of the directed arcs and the conditional probabilities

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



40

{p(xi|xj) : i, j = 1, 2, . . . 5; i 6= j} characterize the effective connectivity among the

brain regions, in the neural system. The brain regions are presumed to collectively

and interactively perform the sensory or cognitive task in the fMRI experiment.

r r

r

r

r

1

2 3

4 5

p(x2|x1) p(x3|x1)

p(x2|x3)

p(x5|x2)

p(x4|x3)p(x4|x2)

p(x5|x4)

Figure 3.1: Illustration of a neural system represented by a Bayesian network: the
set of five activated brain regions {ri : i = 1, 2, . . . , 5} is represented by the nodes and
the set of conditional probabilities, {p(xi|xj) : i, j = 1, 2, . . . , 5; i 6= j}, represents the
interactions.

Consider a neural system consisting of a set of n brain regions R = {ri : i = 1,2,

. . . , n}, that is capable of collectively performing a particular sensory or cognitive

task. The activation of a brain region ri is represented by the average of the time

courses of hemodynamic responses of the neurons in the region. Suppose that the

average of the time-series responses of the activated brain region is xi. The fMRI

experiment is represented by the dataset containing activations of all activated brain

regions: x = {xi : i = 1, 2, . . . n}. From the chain rule of probability, the likelihood
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of the activation of the neural system is given by

p(x) =
n∏

i=1

p(xi|x1, . . . , xi−1) (3.2.1)

where p(x) indicates the joint probability of the activations of all brain regions in the

neural system and defines the likelihood of the function of the neural system. For

each variable xi, let ai ⊆ {xj; j = 1, 2, . . . , n, i 6= j} be a set of parent nodes of xi,

that renders xi and its ancestors conditionally independent. That is,

p(xi|x1, x2, . . . , xi−1) = p(xi|ai, θi) (3.2.2)

where θi denotes the parameters of the distribution.

Then, a Bayesian network representing the joint probability of the activation of

all brain regions, i.e., of the whole brain system, can be written as

p(x) =
n∏

i=1

p(xi|ai, θi) (3.2.3)

where θi indicates the parameters of the CPD, involving brain region ri and its parent

nodes in ai. Let θ = {θi,j : i, j = 1, 2, . . . n; i 6= j} denote the set of parameters of the

whole neural system. It is presumed that all CPD in the graphical model carry the

same form.

For two activated regions r1 and r2, the interaction or the influence from region r1

to r2 is indicated by the conditional probability p(x2|x1), and the influence from r2 to

r1 is p(x1|x2). Since the activities of r1 and r2 are not independent, the distribution

of x1 will be affected when x2 is given, and vice versa. Thus the interactions of two

linked nodes are bi-directional. One of the biggest advantages for choosing Bayesian

networks is that they have the bi-directional message passing architecture and can be

learned in an unsupervised manner from data.
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3.2.2 Learning the Structure

Structure learning refers to the learning of the topology of the functional network

with respective to the parameterization used. Learning the structure of the neural

system from functional MRI data is done by taking a Bayesian approach considering

the probability distributions over the parameters or models. This allows the determi-

nation of the confidence of one’s estimate and the usage of predictive techniques such

as Bayesian model averaging [81]. The present model is a directed model, as referred

to the Bayesian networks, where all the nodes are fully observed and the interactions

are presumed to be Gaussian.

The model attempts to obtain the Maximum a Posteriori (MAP) estimation of

the structure, Ŝ, given all the dataset:

Ŝ = max
S

p(S|D) (3.2.4)

where from Bayes theorem,

p(S|D) =
p(D|S)p(S)

p(D)
; (3.2.5)

as the denominator does not depend on S, only the numerator is needed to be maxi-

mized. p(S) is assumed to have a uniform prior over the structures [82] and to compute

p(D|S), the Bayesian approach averages over all possible parameters, weighing each

by their posterior probability:

p(D|S) =

∫
p(D|S, θ)p(θ|S)dθ (3.2.6)

For large samples, the term p(D|S, θ)p(θ|S) is reasonably approximated as a mul-

tivariate Gaussian [83]. In addition, approximating the mean of the Gaussian with

the maximum likelihood (ML) estimates of θ and ignoring the terms that do not
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depend on the dataset size N , The Bayesian Information Criterion (BIC) is obtained

to indicate the fitness of the graph to the data:

BIC(θ) = log{p(D|θ̂)} − 0.5l log{N} (3.2.7)

where θ̂ is the ML estimate of the parameters and l is the number of free parameters of

the model. The present approach assigns a score to each candidate graphical model,

which measures how well the graphical model describes the dataset D [84] and yields

the best fit model by optimizing the BIC score.

3.3 Experiments and Results

In this section, the technique is illustrated with experiments on a synthetic dataset

and a fMRI dataset obtained from the fMRI Data Center, Dartmouth College [85]: a

silent word reading task (access number: 2-2000-11189). The method was tested on

a synthetic dataset for robustness and compared the results with the SEM approach.

The structure of the neural system involved in the reading tasks was derived and the

validity was investigated with the help of the past literature and known hypotheses.

3.3.1 Implementation

In all the experiments, the software package, Bayes Net Toolbox, written by Murphy

[86] was used for structure learning. The nodes that represent the activated brain

regions are set to be Gaussian. For each possible structure, a score function describing

how well the structure fits the data is calculated. There are two popular choices of the

scoring function. The Bayesian score integrates out the parameters, i.e., the marginal
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likelihood of the model. The BIC, which is chosen to be used in the present method.

has the advantage of not requiring a prior.

There are two different approaches for learning the structure of the network:

constraint-based approach and search-and-score approach [18]. The constraint-based

approach begins with a fully connected graph and removes edges in a sequential man-

ner if certain conditional independencies are absent in the data. This approach has

the disadvantage of repeated independence tests, leading to a loss of statistical power.

The more popular search-and-score approach searches through the space of possible

DAGs and returns either the best one or a sample of the best models by using a fitness

score [86]. Since the number of DAGs is super-exponential of the number of nodes,

an exhaustive search in the space is impractical. Either a local search algorithm, such

as greedy hill climbing, or a global search algorithm, such as Markov Chain Monte

Carlo (MCMC) method [20], should be employed. The Metropolis-Hastings (MH)

algorithm [20], an MCMC algorithm, is used in the present method to search the

space of DAGs for finding the optimal structure of the network. The sample size

is set to be 100 in all the experiments. After learning, the structure which has the

highest BIC score is chosen to represent the functional network.

3.3.2 Synthetic Data

Synthetic fMRI datasets were generated to test the feasibility and robustness of the

proposed method for detecting the underlying neural system.
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Data Generation and Simulation

A neural system was simulated with synthetic time-series where interactions among

the brain regions are represented by linear coefficients. Suppose that the activities

had zero mean Gaussian variates with a n × n covariance matrix Σ, i.e., N(x; 0, Σ).

Regression equations describe how the activity of one region is related to the activity

of the other regions with a set of linear coefficients:

xt = Mxt + et (3.3.1)

where xt denotes the vector of activations of the regions at time t and et is the

zero mean Gaussian innovation. Matrix M = {bij}n×n is formed by the predicted

interactions among regions. By subtracting Mxt from both sides of the regression

equation and multiplying by (I − M)−1, where I is a n × n identity matrix, the

equation becomes:

xt = (I −M)−1et (3.3.2)

Eq. 3.3.2 can be used to generate synthetic data from a known model given by

M . The Gaussian variates et was randomly generated and then pre-multiplied by

(I −M)−1. This approach was repeated for each t to obtain the time-series.

All synthetic time-series were simulated to have 300 time points and the dataset

was generated based on the following parameters: the structure was the same as in

figure 3.1; the nonzero elements of the linear coefficient matrix M were b21 = 1.1, b23 =

0.6, b31 = 0.8, b42 = 1.3, b43 = 1.1, b52 = 0.9, b54 = 1.2. The present method was used

to derive the functional structure from the synthetic dataset.
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Robustness

The synthetic dataset was corrupted by adding random Gaussian noises at randomly

selected time points for each time-series to test the robustness of the present method.

The percentage of corrupted time points was varied from 10% to 60% in steps of 10%.

A Likelihood-Ratio (LR) measure was used to assess the matching between the

learned structure and the known structure as for a given specificity, no other test

renders a higher sensitivity [17]. If p(x|θ, Ŝ) and p(x|θ, S) are the likelihoods of the

estimated structure Ŝ and the actual structure S, then the log of the likelihood ratio

is given by

log LR = log p(x|θ, Ŝ)− log p(x|θ, S). (3.3.3)

Under the null hypothesis that the models are identical, and for large t, −2 log LR

is distributed as a χ2 variable having degrees of freedom equal to the difference in

number of parameters between the models. The results of fitness of the present

method at various amount of noise are shown in figure 3.2. The values of log LRs

were scaled between 0 and 1 for better display. The results were stable until 40% of

the data points were corrupted by random noise.

Comparison with SEM

The SEM approach proposed by [47] was used to derive the neural systems generated

by the synthetic datasets and the performances were compared with the present

technique using Bayesian networks. Several synthetic datasets were generated to

simulate brain systems with different number of regions, n = 3, 4, . . . , 15, as illustrated

in figure 3.1. The log-likelihood ratios against the number of brain regions are shown

in figure 3.3.
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Figure 3.2: Illustration of the robustness of the proposed method for deriving neural
systems: the log-likelihood ratios of prediction versus the percentage of number of
data points corrupted by random noise

As seen, the present technique using Bayesian networks derived the neural systems

closer to the ground truth on all randomly generated synthetic datasets. In the case

of synthetic network with 13 regions, the estimated structure did not match well

with the actual structure, indicating that the algorithm might have fallen into a local

minimum during searching. As the number of regions in the neural system increases,

the probability of the structure falling into the local minimum becomes higher.

3.3.3 Silent Reading Task

Data

The fMRI data used in this experiment consists of six subjects (five males, one female),

aged between 20 and 34, with English as the first language. The experiment consisted

of a 3 × 2 factorial design, three frequencies of presentation: 20, 40, 60 words per
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Figure 3.3: Comparison of performances in deriving the functional structure of a
neural system by the SEM method and the present approach: the log-likelihoods are
shown against the number of brain regions.

minute, and for each, words and pseudowords presentations alternated with a resting

condition. The task involved silent reading of words and pseudowords as soon as they

appeared on the screen; the resting condition involved fixating to a cross in the middle

of the screen. Each subject was presented with 105 words and 105 pseudowords.

Stimuli were composed of four, five, or six letters and were presented in 12 blocks.

Each block lasted 21s and was followed by a resting period of 16s. The data for each

subject contains 360 volume images with a repetition time (TR) of 3.15 s/volume.

For more details on the experiment, please refer to [87].

Detection of Activation

All raw data of functional images were realigned, coregistered, normalized, and smoothed

as the preprocessing steps of activation detection. The design matrix, convolved with
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a synthetic hemodynamic response function (HRF), was used as the reference wave-

form for each time-series and then estimated the parameters of the linear model. The

time-series were high-pass filtered using a set of discrete Cosine basis functions with

a cutoff period of 156s and low-pass filtered using a symmetric HRF as the smoothing

kernel to condition the temporal autocorrelations (see [87] for details).

Regions showing increased activity during reading for both words and pseudowords

were identified by statistically comparing the fMRI signal while reading relative to the

rest condition. The changes in the blood oxygenation level dependent (BOLD) con-

trast, associated with the performance of the reading task, were assessed on a voxel-

by-voxel basis by using the general linear model [4] and the theory of Gaussian fields

[10]. This analysis pipeline thus uses multivariate regression analysis and corrects for

temporal and spatial autocorrelations of the fMRI data. Group analyses were per-

formed using a fixed-effect analysis (FFX) [88], which infers �typical�characteristics

about the group of subjects. Significant hemodynamic changes for each contrast were

assessed using the t-statistical parametric maps and the results were reported by giv-

ing the t-values; And the statistical inferences were made at p < 0.05 corrected for

multiple comparisons by using Family-Wise-Error-Rate (FWER) [89, 90].

SPM2 [4] was used for the above analysis - preprocessing and identification of

significantly activated regions. Talairach daemon database [91] and the co-planar

stereotaxic atlas [92] were used to assist the specification of the activated regions in

Talairach coordinates. The Montreal Neurological Institute (MNI) coordinates given

by SPM2 were converted to the corresponding Talairach coordinates by using the

technique described by [93]. Table 3.1 and figure 3.4 show the activations found during

the silent word reading task. The activations were found in bilateral extrastriate
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Table 3.1: Significantly activated brain regions during reading relative to the rest
condition are shown in 3D MNI coordinates with t-statistics. Statistical inferences
were made at p < 0.05 corrected for multiple comparisons by using FWER.

Brain Regions (Broadmann Areas) Coordinates t-value
Left Extrastriate Cortex(LEC: BA18,BA19) (-16 -98 6) 17.19
Right Extrastriate Cortex(REC: BA18,BA19) (16 -99 -6) 17.19
Left Superior Parietal Lobule (LSPL: BA7) (-28 -60 56) 7.65
Right Superior Parietal Lobule (RSPL: BA7) (24 -58 54) 7.53
Left Middle Temporal Cortex (LMTC: BA21,BA22) (-50 -52 -8) 6.51
Right Middle Temporal Cortex (RMTC: BA21,BA22) (58 -46 8) 8.13
Left Inferior Frontal Gyrus (LIFG: BA44,BA45) (-40 12 28) 7.33
Right Inferior Frontal Gyrus (RIFG: BA44,BA45) (40 8 30) 7.46
Left Middle Frontal Gyrus (LMFG: BA46,BA9) (-48 36 6) 6.68
Right Middle Frontal Gyrus (RMFG: BA46,BA9) (40 38 -8) 6.50

Figure 3.4: Significantly activated brain regions obtained in the group study (using
the fixed-effect analysis) of the silent reading task.
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cortices, superior parietal lobes, middle temporal cortices, inferior frontal sulci, and

middle frontal cortices, and the cerebellum.

Derivation of Neural System

The time courses of significantly activated regions were extracted by taking the av-

erages of the time-series at the peak-activated voxels and its neighbors (8mm) at the

cluster level for all subjects. All extracted time-series representing activated regions

were formed into a matrix as the input to learn the structure of the neural system.

The Metropolis-Hastings algorithm was used to search the space of all DAGs, with

the Bayesian Information Criterion (BIC) as the score function to find the optimal

model. Figure 3.5 shows the posterior probability of the DAGs, assuming a uniform

structural prior, and each point in the horizontal axis, representing a possible graph

structure; the structure with the highest score was chosen to represent the network of

this particular task. Figure 3.6 shows the acceptance ratio versus the number of the

iteration steps as a crude convergence diagnostic during the search for the optimal

structure. The network which had the highest BIC score is shown in figure 3.7.

The left hemisphere has been the focus of the analysis of the neural correlates of

reading tasks. Since some language tasks such as those involving different languages,

English-knowing bilinguals, literate versus illiterate, etc., show activation in both

hemispheres [70, 94, 95], all the activated regions of the cortex were included and the

possible connections among all the brain regions were explored.

The extrastriate cortex (EC: BA18, BA19) in the visual cortex plays the role of

visual representation in word processing [96]. The connection from the extrastriate

cortex to superior parietal lobe (SPL: BA7) forms the dorsal stream of visual analysis,
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Figure 3.5: The posterior scores of possible DAGs derived from the Metropolis-
Hastings algorithm, assuming a uniform prior of the structures.
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Figure 3.6: The acceptance ratio versus the number of MCMC steps in finding the
optimal structure of the neural system.
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Figure 3.7: The neural system learned from fMRI data of the silent reading task.
L(R)EC: left (right) extrastriate cortex, L(R)SPL: left (right) superior parietal lobe,
L(R)MTC: left (right) middle temporal cortex, L(R)IFG: left (right) inferior frontal
gyrus, L(R)MFG: left (right) middle frontal gyrus.
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performing the perception of visual word form. As seen in figure 3.7, the connections

from EC to SPL are found in both hemispheres (LEC→LSPL and REC→RSPL).

Meanwhile, the connections from the EC to prefrontal cortex including middle frontal

gyrus (MFG: BA46, BA9) and inferior frontal gyrus (IFG: BA44, BA45) represent the

information flow for the processing of semantic analysis and decision (LEC→LMFG,

LEC→RMFG, LEC→RIFG, REC→RMFG, REC→LMFG and REC→LIFG) [47].

Furthermore, the connections between EC and middle temporal cortex (MTC: BA21,

BA22), associated with the retaining and recalling of words from the memory [96] are

found in both hemisphere with reversed directions (REC→RMTC, LMTC→LEC);

the reversed direction may be due to the bi-directional characteristic of the connectiv-

ity, represented by the Bayesian networks. In addition, a homologous interhemispheric

connection between the ECs of both sides (REC→LEC) is found, which may be due

to the transcallosal inferences between two hemispheres [51].

The parietal lobe generally performs the integration of sensory information for the

control of movement. In particular, the superior parietal lobe (SPL: BA7) plays the

role of visual analysis and mainly makes efferent connections to the prefrontal cor-

tex including MFG and IFG, providing more elaborate information (LSPL→LMFG,

LSPL→RIFG) [96]. A homologous interhemispheric connection is also found between

the SPLs (LSPL→RSPL). As seen in figure 3.7, the functional links from EC via SPL

to prefrontal cortex form the dorsal visual pathway of language processing (LEC →
LSPL → LMFG, LEC → LSPL → RIFG) [51].

The temporal lobes are involved in understanding and processing language, in-

termediate and long term memory, complex memories, the retrieval of language or

words, and emotional responses [97]. The middle temporal cortex (MTC: BA21,
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BA22) involved in the model is the general association cortex that integrates the

input from the lower level auditory and visual areas for retaining in the memory.

In particular, the posterior aspect of the left middle temporal cortex, which is also

called the Wernicke’s area, is involved in storing the visual word forms and processing

lexical-semantic information [98]. It is supposed to have connections with LSPL for

movement control (LMTC→LSPL), with the prefrontal cortex for semantic phono-

logic retrieval and semantic processing (LMTC→LIFG) and with EC for memory

retention (LMTC→LEC, LMTC→REC) [99, 100, 101].

The MFG is involved in tasks that require executive control, such as the selection

of behavior based on short term memory [64]. It receives inputs from the posterior

parietal and temporal lobe. The IFG is most active for phonemic decisions and

receives inputs from temporal lobes and parietal lobes [97, 99]. As seen in figure 3.7,

except for the connections that have been mentioned above, there are interhemispheric

connections between the prefrontal regions, including the interconnection between the

homologous regions of IFG (LMFG→ RIFG, RMFG→ LIFG, LIFG→ RIFG), which

may be involved in semantic processing during inner speech [47].

In the derived interhemispheric language network, the left hemisphere showed

dominant pathways, which is consistent with the traditional language network (left-

hemispheric). Although the activations have been symmetrically distributed in both

hemispheres, the right hemisphere activations may be due to the transcallosal in-

fluence of the left. This hypothesis is supported by the fact that there are more

connections between the regions in the left hemisphere and the regions in the right

hemisphere receive only results of processing in the left regions.
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Table 3.2: List of the connections among the activated brain regions, found to be in-
volved in the silent reading task, which had been previously verified in other language-
based tasks.

Connection Functional Discription Relative Reference
LEC → LSPL perception of visual word form Horwitz [102]
REC → RSPL perception of visual word form McIntosh [51]
LEC → LMFG semantic decision and analysis Krause [64]

Bullmore [47]
REC → RMFG semantic decision and analysis Krause [64]
REC → LEC homologous interconnection McIntosh [1]

McIntosh [51]
Krause [64]

LSPL → LMFG executive control Honey [67]
LSPL → RIFG phonemic decisions Honey [67]
LSPL → RSPL homologous interconnection Honey [67]
LMTC → LSPL semantic processing Price [99]

Horwitz [102]
LMTC → LIFG semantic phonologic retrieval McKiernan [69]

Matsumoto [103]
Hampson [100]
Mechelli [71]

LMTC → LEC memory retention Nyberg [65]
LMTC → REC memory retention McIntosh [51]
LMFG → RIFG inner speech production Krause [64]

Nyberg [65]
Petersson [70]

LIFG → RIFG homologous interconnection Honey [67]
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The connections in the derived model that are consistent with the previous lit-

erature are given in table 4.2. Due to the fact that the specific networks for each

cognitive task are different even though the tasks are very similar (e.g., different pre-

senting rate, different words, or different block design in reading tasks), the existing

literature can only be used as a general reference to an existing connection. The con-

nectivity pattern derived from the present method is consistent with the information

flow in the silent reading task as evidenced by the literature, but the connections

without a corresponding reference cannot be refuted.

3.4 Discussion

Earlier approaches to neural system analysis, such as SEM, DCM, and GSM, are

confirmatory; a researcher is more likely to use them to determine whether a previ-

ously known neural system model is valid, rather than to �find�a suitable model from

the data [104]. The structures of those models were constrained by the prior model

derived from previous studies or by anatomical constraints although the exact model

for the experiment under consideration is often unknown. The present method inves-

tigated the use of Bayesian networks to learn large or unexplored cognitive networks

from fMRI data by assuming that the basis of such networks does not have proper

prior models.

In SEM studies, effective connectivity was explored using path coefficients indi-

cating the covariances among regions [47]. The present approach uses conditional

probability densities in graphical models to determine the structure of a functional

network. In contrast to the second-order models, such as SEM, the connections
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between the regions in the present approach were derived by considering CPD de-

scribing the behavior of a network in the complete statistical sense, which renders

more information about the effective connectivity. The results on the synthetic data

showed that the Bayesian networks can better fit the functional imaging data than

the covariance-based models. The connectivity analysis by GSM is voxel-wise; in

contrast, the present approach is region-wise and seeks for a global representation of

a neural system. Both DCM and the present approach make inferences about the

connectivity of the network in the Bayesian framework, therefore there are no limits

on the number of connections that can be modelled without an overfitting problem.

However, DCM analyzes interaction at the neuronal rather than the hemodynamic

level, which is more useful in analyzing the temporal interactions between brain re-

gions. Instead, the present approach focuses on exploring the structure of interactions

of the neural systems.

The complexity of the brain makes it difficult to be explored, especially in higher

cognitive tasks; the analysis of functional integration (functional connectivity and ef-

fective connectivity) is still far from settled. The proposed method of exploring global

neural systems from functional imaging data provides an alternate method to study

brain function in terms of networks. The network derived from the present method

for silent reading was consistent with the literature, providing a partial validation of

the present approach, though a gold standard for the networks of the tasks considered

is unavailable. In the silent reading task, the network demonstrated the dominance

of language processing in the left hemisphere and the regions in the right hemisphere

receives the effects of processing from the left hemisphere.

The structure of the present functional brain network was determined from the
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data by the present method in a completely exploratory manner. As seen in the

experiments with synthetic data, the present method was robust to random noise

and outperformed SEM in determining the structure. The MCMC algorithm searches

the possible DAG space and returns a sample of structures found after search-and-

score learning. The structure with the highest score was chosen as it matches the

data the best. This may not always be the best choice because of the local minima

problem. The synthetic data simulation shows that as the number of region increase,

the search has a higher rate of falling into local minima. However, this problem can

be mitigated if a priori knowledge (even if incomplete) of the regions of activation or

their connectivity is available. A compromise between confirmatory and exploratory

approaches might be more appropriate for brain connectivity analysis.

Another limitation of the present method is that: the strengths of connections

in networks derived from our statistical model is within the range [0, 1], which is

not available for differentiating between the negative and positive influences. The

facilitating and suppressing of the interactions is normally deal with functional con-

nectivity analysis, where the correlations between each pair of regions are studied.

The main focus of the present method in this thesis is the structure learning, where

only the links with positive significant effect is noted. In the future research, the

method could be extended to combine with the correlation method, so that both

positive and negative influences can be addressed.

The ability of exploring structure from data by using the present method can

be used to introduce possible neural system model based on specific fMRI experi-

ments. This approach had been proposed to explain a language system in Chapter

4. This ability could also be extended to differentiate the performance of patients
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and healthy participants performing the same cognitive tasks, and explore discon-

nectivity hypotheses in brain disease as illustrated in Chapter 5. The main aim of

the present work is to determine the existence of significant interactions among brain

regions. Estimating the strengths of these interactions and exploring the behavior of

such networks due to an abnormal event such as a stroke is described in Chapter 5.

Another major advantage of Bayesian networks might be its ability to infer network

function in the case of brain disorders, as inferencing is a strength of the graphical

models. This feature could be used to mimic the disconnectivity hypothesis in lesion

study. Mimicking lesion study is remained as a future research.
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Chapter 4

Study of Language System

Over the past decade, many new and non-invasive neuroimaging techniques have al-

lowed researchers to investigate specific brain regions involved in language processing.

Previous studies investigating the neuroanatomical representation of English at the

levels of orthography, phonology, and semantics are reviewed and discussed in this

chapter. However, these neuroimaging studies have not identified the interactions

among brain regions involved in language tasks. The present method is applied on

fMRI data collected in letter searching task to determine a plausible neural system

explaining how different regions interact for language processing at the level of three

subcomponents: orthography, phonology and semantics.

4.1 Introduction

The classic model of language organization was developed in the late 19th century.

The basic tenet of this model is that receptive speech is localized to the left posterior

temporal Wernicke’s area (BA 22) and expressive speech is localized to the left inferior

frontal gyrus or Broca’s area (BA 45). However, the Wernicke-Broca model, which

was human-lesion based (i.e., on the location of strokes that altered language), may

61
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be oversimplified for two reasons. Firstly, many of these strokes affected regions larger

than the classic Wenicke’s and Broca’s area. Secondly, lesions restricted to the classic

Wernicke’s and Broca’s areas do not produce the entire spectrum of symptoms associ-

ated with these characteristic aphasias [105]. Although the classic model of language

identifies certain critical brain regions for language processing, it does not address the

linguistic representation of language. Kandel [106] argues that a more comprehen-

sive approach to the study of language should emphasize language competence and

principles of grammar rather than merely focus on language performance.

Past neuroimaging studies have demonstrated that there are differences in the neu-

roanatomical representation of English at the levels of orthography, phonology, and

semantics. Evidence from these studies suggest that the differences lie in the location

of the brain regions activated, i.e., orthographic processing is mainly subserved by

the occipital regions, phonological processing is subserved by the left fronto-parietal

regions and semantic processing by the left fronto-temporal regions. Although fMRI

allows us to identify certain brain regions associated with language processing, pre-

vious research did not provide enough information regarding the functional relations

between the regions involved. As Buchel, Frith and Friston [107] note, fMRI does

not reveal how the cognitive processes interact or how the activated brain regions

communicate with each other. Brown and Hagoort [108] argue that elucidating both

the functional connectivity and interactivity of language-related cortical regions are

essential parts of the cognitive neuroscience of language.

As mentioned in section 3.1, the existing methods of connectivity analysis are

confirmatory in the sense that they need a prior connectivity model to begin with.

In what follows, a neuroanatomical network model of language processing is derived

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



63

across the three main components i.e., orthography, phonology and semantics, using

the data-driven method. The validation for the network derived are given with the

help of reported results from past neuroimaging studies. As it may be difficult to

truly isolate any one particular component in language processing, it is worthwhile to

discuss the model to the three components collectively. FMRI data was collected in a

letter searching task, which was designed to have a cross comparison among reading

of high frequency word (HFW), low frequency word (LFW), legal non-word (LNW)

and illegal non-word (INW). This will probably reveal the differences between the

three components of language processing. The dataset was applied with the present

method to derive and discuss a plausible model for language system.

4.2 Brief Review of Language System

Language is one of the most precious abilities for human being, yet most of the people

take it for granted. It is not realized that how much a human depends on the ability

to talk, listen, and read. The use of language is one of the most complex skills, there

are many ways to approach the study of language [109]. This section gives a brief

introduction of the language system.

4.2.1 Component Processes of Language

Although most of people probably think of words as the meaningful units of language,

linguists break down language somewhat differently. Cognitive scientists investigating

the neuronal correlates of cognition often aim to tease apart the components of a

cognitive process. The complex process of reading involves distinct but interrelated
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subcomponents, such as (a) orthography - the knowledge of letter combinations in

written words; (b) phonology - the knowledge of the sound structure of words; and

(c) semantics - the knowledge of the meaning of words. Vocal intonations that can

modify the literal meaning of words and sentences are collectively called prosody.

The stringing together of sentences to form a meaningful narrative is called discourse.

There are analogues in visual language, such as American Sign Language (ASL, or

Ameslan). A morpheme in ASL would be the smallest meaningful movement.

4.2.2 Localization of Language

Current ideas about the localization of language processes come from four basic lines

of inquiry: (1) anatomical studies of language, (2) studies of lesions in human patients,

(3) studies of brain stimulation in awake human patients, and (4) brain imaging

studies.

Anatomical Areas

The anatomical landmarks used by researchers for describing brain regions associated

with language vary considerably. Some researchers refer to sulci, others to Brod-

mann’s areas, and still others to areas associated with syndromes, such as Broca’s

area and Wernicke’s area. Language regions include the inferior frontal gyrus and the

superior temporal gyrus, in which Broca’s areas and Wernicke’s areas, respectively,

are located. Parts of surrounding gyri, including the ventral parts of the precentral

and postcentral gyrus, the supramarginal gyrus, the angular gyrus, and the medial

temporal gyrus, also are within the core language regions. Other regions taking part

in language include the dorsal part of BA 6 within the lateral fissure (supplementary
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motor area); parts of the thalamus, the dorsolateral parts of the caudate nucleus, and

the cerebellum; visual areas (reading), sensory pathways, and motor pathways; and

pathways connecting all of these various regions. Furthermore, many regions of the

right hemisphere also have roles in language.

Lesion Studies

Most discussions of the neural basis of language have centered on Broca’s area and

Wernicke’s area. The early neurological model of language by Wernicke, as well as

its later revival by Geschwind, now called the Wernicke-Geschwind model, was based

entirely on lesion data. This model has played a formative role in directing research

and organizing research results. It has the following three parts: (1) The meaning of

words is represented in Wernicke’s area. When a person listens to speech, word sounds

are sent through the auditory pathways to the primary auditory cortex, Heschl’s

gyrus. From there, they are relayed to Wernicke’s area, where the sense of the words

is extracted; (2) To speak, it is necessary to send word meanings over the arcuate

fasciculus to Broca’s area, where morphemes are assembled. The model proposes that

Broca’s area holds a representation for articulating words. Instructions for speech are

sent from Broca’s area to the adjacent facial area of the motor cortex, and from there

instructions are sent to facial motor neurons in the brainstem, which relay movement

commands to facial muscles; and (3) Reading requires that information concerning

writing be sent from visual areas BA 17, 18, and 19 to the angular gyrus (BA 39) and

from there to Wernicke’s area, which reads silently or, in conjunction with Broca’s

area, reads out loud. Although conceptually useful, many aspects of this model have

been modified by improved lesion analysis and by brain imaging studies.
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Electrical Stimulation

The language zones of the neocortex, particularly those pertaining to speech, were

identified by Penfield and others by using cortical stimulation during surgery. Statis-

tical analysis of results from hundreds of patients have made it possible to construct

a map of these regions. Several important conclusions had been drawn from the ex-

periments: (1) the experimental data do not support strict localizationist models of

language because the effects of stimulation of the anterior and posterior speech zones

on speech functions are remarkably similar; (2) stimulation of the neocortex consid-

erably beyond the classical areas of Broca and Wernicke disturbs speech functions;

and (3) stimulation of the speech zones affects more than just talking because it pro-

duces deficits in voluntary motor control of facial musculature as well as in short-term

memory and reading.

Functional Imaging

With the development of PET, fMRI, and event-related potential procedures, cogni-

tive psychologists have become more interested in the neural correlates of language

processing. The fMRI studies had been used to identify candidate language process-

ing areas in the intact human brain and to distinguish these from non-language areas

[110]. The studies suggest that (1) Wernicke’s area, although important for auditory

processing, is not the primary location where language comprehension occurs; (2) lan-

guage comprehension involves several left temporoparietal regions outside Wernicke’s

area, as well as the left frontal lobe; and (3) the frontal areas involved in language

extend well beyond the traditional Broca’s area to include much of the lateral and

medial prefrontal cortex.
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4.2.3 Cognitive Disorders Effecting Language

Although the deprivation of any function is onerous, diseases that affect cognition

are devastating to humans in a particular way. Not being able to communicate

thoughts efficiently can cut a person off from his or her livelihood and family and have

immense effects on emotional state and social position. Language can be impaired by

sudden events such as stroke or head injuries, insidiously progressive conditions such

as Alzheimer’s Disease or Parkinson’s Disease, or developmental disorders as happens

in dyslexia.

We are now able to make highly specific diagnoses of what language processors are

affected in a particular language disorder, and recent work has begun to demonstrate

that targeting these specific impairments can improve language functioning. As we

know more about the brain mechanisms involved, medical therapies such as those

that improve attention will also become more tailored to remediation of particular

language disorders. The future holds much promise for applying our rapidly-accruing

knowledge regarding the neural basis of language to improving the quality of life of

language-impaired individuals [111].

4.2.4 Right Hemisphere Contributions to Language

Although there is little doubt that the left hemisphere of right-handed people is the

dominant hemisphere in language, there is growing evidence that the right hemisphere

does have language abilities. The best evidence has come from studies of split-brain

patients in whom the linguistic abilities of the right hemisphere have been studied

systematically with the use of various techniques for lateralizing input to one hemi-

sphere. The results of these studies have shown that the right hemisphere has little
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or no speech but surprisingly good auditory comprehension of language, including

both nouns and verbs. There also appears to be some reading but little writing abil-

ity in the right hemisphere. In short, although the right hemisphere appears to be

able to recognize words (semantic processing), it has virtually no understanding of

grammatical rules and sentence structures (syntactical processing).

Complementary evidence of the right hemisphere’s limited role in language comes

from studies of people who have had the left hemisphere removed, a procedure known

as hemispherectomy. If the left hemisphere is lost early in development, the right

hemisphere can acquire considerable language abilities although people with left hemi-

spherectomies are by no means normal. Left hemispherectomy in adulthood is far

more debilitating, and in all such cases there are severe deficits in speech; but even

these people have surprisingly good auditory comprehension. Their reading ability

is limited, however, and writing is usually absent. In general, it appears that left

hemispherectomy produces language abilities that are reminiscent of those achieved

by the right hemisphere of commissurotomy patients.

4.3 Experiments and Results

The Bayesian framework is applied on a letter searching fMRI task to derive a plau-

sible model for the neural system of language.

4.3.1 Data

Fourteen right-handed volunteers (eight females; 18 to 23 years of age), with no

known neurological disorders, volunteered for the imaging study. They gave informed
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consent for this study and received a token sum upon completion of the experiment.

All participants were screened behaviourally for language abilities using the Language

Background Questionnaire and a battery of paper and pencil language subtests. The

three criteria for inclusion in this study were that participants: (a) scored at least

70% or better in accuracy for all the language screening tests, as these scores were

used as an indication of competence in both languages; (b) be right-handed (based

on self-report); and (c) have no known history of neurological impairment.

The visual search task (VST) allows us to use a variety of word stimuli to investi-

gate word processing in the human brain. The VST is used to investigate orthographic

processing directly, and phonological and semantic processing indirectly.

Four types of word strings were used as stimuli in the VST, namely:

1. High frequency words (HFW) - e.g., �brain�, �sweet�;

2. Low frequency words (LFW) - e.g., �dense�, �obtuse�;

3. Legal non-words (LNW) - e.g., �frell�, �drurl�;

4. Illegal non-words (INW) - e.g., �sghri�, �ddaor�

Imaging was performed on a 1.5 Tesla whole-body magnetic resonance imaging

(MRI) scanner (Siemens Vision; Erlangen, Germany) at the Singapore General Hos-

pital. Prior to imaging, participants were briefed on the scanning procedures and

experimental conditions so as to minimize anxiety and enhance task performance.

Participants were asked to lie supine inside the MRI scanner with their heads inside

a standard head coil. Head movement was minimized within the head coil using foam

wedges and a restraining band was placed across the forehead. Participants were also
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fitted with headphones (MSITM , Tampa, Florida) that attenuated ambient scanner

noise by 30dB. They were able to receive instructions using these headphones before

each run commenced.

The presentation of written words and characters was controlled by a laptop,

located outside the scanning room, running the computer E-prime software. Stimuli

were back-projected via a high- resolution LCD projector (MSITM , Tampa, Florida)

onto an opaque screen positioned at the head end of the bore. Participants viewed

the screen through a specially designed mirror mounted on the head coil. They were

asked to respond to the visually presented words and characters by pressing one of

two response buttons placed in each hand. For all trials, participants were instructed

to indicate a ’yes’ response by pressing the button with their first finger and a ’no’

response by pressing the button with their second finger i.e., the fMRI setup was

made as similar as possible to the behavioural procedure.

Tri-planar scout images in the sagittal plane and T1-weighted 3D coronal anatom-

ical images (MPRAGE sequence) were acquired. These high-resolution images of the

entire brain served as structural scans for Talairach transformation. Functional im-

ages were then obtained with a T2-weighted gradient echo, echo planar imaging (EPI

sequence, 17 contiguous oblique axial 8mm slices, TR/TE/θ = 3000ms/66.00ms/90o,

voxel size = 1.5×1.5×8.0 mm, FOV = 190 mm, and acquisition matrix = 128×128)

with blood oxygen level-dependent (BOLD) contrast. For each of 17 slices, 360 images

were acquired in 1460s with a 1000ms cue i.e., �!�, prior to the first trial.
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4.3.2 Detection of Activation

fMRI data were analyzed using SPM2. The first five scans (15s) in each session

(during which magnetization steady state was being reached) were excluded from

data analysis. Prior to statistical analysis, all functional images were corrected for

movement using least-squares minimization [37]. The functional images were then

coregistered to the subjects’ 3D T1-weighted image. Using the 3D image as a guide,

the functional images were then spatially normalized into the SPM standard space.

Images were then resampled at every 2mm using Sinc interpolation and smoothed

with a FHWM 8mm, 3D Gaussian kernel to decrease spatial noise. Changes in blood

oxygenation level dependent (BOLD) contrast associated with the performance of

the reading tasks were assessed on a pixel-by-pixel basis, using the general linear

model [4] and the theory of Gaussian fields [10] as implemented in SPM2. The

method takes advantage of multivariate regression analysis and corrects for temporal

and spatial autocorrelations in the fMRI data. Group analyses were investigated

using fixed-effect analysis (FFX) [88] which infer �typical�characteristics about this

group of subjects. Each language effect was tested by applying appropriate linear

contrast. Significant hemodynamic changes for each contrast were assessed using

the t-statistical parametric maps and results were reported by giving the t-values.

Activations below a threshold of p < 0.05 corrected for multiple comparison using

Family-Wise-Error-Rate (FWER) [89, 90] were reported. The ICBM single subject

MRI anatomical atlas from the ICBM consortium [112] was used to interpret the

locations of the activations. The pre-labeled high resolution (0.5 mm isotropic) atlas

was normalized, using the same transformation as the MR images, to infer MNI

coordinates and region labels. Talairach coordinates are not given but interested

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



72

Table 4.1: Results of group activation for the four tasks, activation voxels are shown
in 3D MNI coordinates (p < 0.05, FWER corrected). 14 subjects included in the
analysis. (EC: Extrastriate cortex; SPL: superior parietal lobe; IPL: inferior parietal
lobe; IFG: inferior frontal gyrus; VIFG: ventral inferior frontal gyrus; PMA: primary
motor area; SMA: supplementary motor area; FUG: fusiform gyrus; letters L and R
before the regions indicating the left and right hemisphere)

Brain regions High Frequency Low Frequency Legal non-word Illegal non-word

Coordinates t-value Coordinates t-value Coordinates t-value Coordinates t-value

Occipital

LEC: BA18,BA19 -21, -93, 4 9.99 -17, -89, 6 9.28 -19, -85, -4 11.51 -21, -90, 8 9.20

REC: BA18,BA19 23, -87, 6 6.51 25, -87, 4 10.10 25, -81, 2 10.13 25, -85, 4 7.61

Parietal

LSPL: BA7 -25, -60, 41 6.70 -27, -57, 48 8.61 -25, -59, 47 8.59 -27, -57, 47 10.90

RSPL: BA7 29, -59, 50 6.16 29, -59, 49 6.89

LIPL: BA39,BA40 -29, -46, 42 6.79 -37, -38, 38 7.14 -37, -42, 40 5.77

RIPL: BA39,BA40 35, -50, 43 5.90 31, -48, 46 5.04 39, -50, 46 7.52

Frontal

LIFG: BA44,BA45 -39, -4, 31 5.79 -43, 1, 29 9.65 -43, 1, 31 8.23 -47, 3, 27 9.88

RIFG: BA44,BA45 43, 1, 31 6.43 43, 3, 27 6.87 45, 3, 29 8.69

RVIFG: BA47 43, 23, -2 5.67 39, 17, 0 6.16 35, 19, -7 4.94

LPMA: BA4 -53, 5, 34 4.90 -31, -8, 55 6.52 -39, -5, 51 6.84 -39, -7, 46 6.93

SMA: BA6 -17, -9, 48 4.84 -3, 2, 55 7.25 -7, 8, 51 5.48 -1, 6, 53 7.35

Temporal

LFUG: BA37 -43, -49, -16 2.78 -37, -49, -16 4.75

RFUG: BA37 39, -35, -15 3.01 47, -50, -2 5.38 39, -45, -17 4.78

readers can readily estimate the Talairach coordinates using routines developed by

Matthew Brett [113].

Table 4.1 and figure 4.1 show the activations found during the letter searching

tasks. The activations were found in bilateral extrastriate cortices, superior parietal

lobes, inferior parietal lobes, fusiform gyrus, prefrontal frontal lobes, primary motor

area, supplemental motor areas and the cerebellum.
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(a) HFW Task (b) LFW Task

(c) LNW Task (d) INW Task

Figure 4.1: Brain regions showing significant activation in letter searching tasks rel-
ative to the rest condition: (a) the high frequency word reading, (b) low frequency
word reading, (c) legal non-word reading and (d) illegal non-word reading. Statistical
inferences were made at p < 0.05 corrected for multiple comparisons using FWER.
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4.3.3 Derivation of Neural Systems

The time courses of significantly activated regions were extracted by taking the av-

erages of the time-series at the peak-activated voxels and its neighbors (8mm) at the

voxel-level for all subjects. The same procedures as described in the previous Chapter

3 were followed for driving the network structures from the extracted time-series. The

networks which had the highest BIC score are shown in figure 4.2.

The extrastriate cortex (EC: BA18, BA19) in the visual cortex plays the role of

visual representation in word processing [96]. The connection from the extrastriate

cortex to superior parietal lobe (SPL: BA7) forms the dorsal stream of visual analysis,

performing the perception of visual word form. As seen in figure 4.2 for most of

network structures, the connections from EC to SPL are found in both hemispheres

(LVEC→ LSPL, RVEC→ RSPL, LVEC→ RSPL, and RVEC→ LSPL). Meanwhile,

the connections from the EC to prefrontal cortex including inferior frontal gyrus

(IFG: BA44, BA45) and ventral inferior frontal gyrus (VIFG: BA47) represent the

information flow for the processing of semantic analysis and decision (LEC→RVIFG,

LEC→RIFG, REC→RVIFG, REC→LVIFG and REC→LIFG) [47]. Furthermore,

the connections between EC and fusiform gyrus (FUG: BA37), associated with the

retaining and recalling of words from the memory [96] are found in both hemisphere

with reversed directions (REC→RFUG, LFUG→LEC); the reversed direction may

be due to the bi-directional characteristic of the connectivity, represented by the

Bayesian networks. In addition, a homologous interhemispheric connection between

the ECs of both sides (REC→LEC) is found, which may be due to the transcallosal

inferences between two hemispheres [51].

Parietal lobe generally performs the integration of sensory information for the
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Figure 4.2: Structures learned from the data for (a) the high frequency word reading,
(b) low frequency word reading, (c) legal non-word reading and (d) illegal non-word
reading. A dotted circle indicates that the region is not significantly activated in
the particular task. L(R)VEC: left (right) ventral extrastriate cortex, L(R)SPL: left
(right) superior parietal lobe, L(R)IPL: left (right) inferior parietal lobe, L(R)FUG:
left (right) fusiform gyrus, L(R)IFG: left (right) inferior frontal gyrus, VIFG: ventral
inferior frontal gyrus, PMA: primary motor area, SMA: supplemental motor area.
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control of movement. In particular, the superior parietal lobe (SPL: BA7) plays the

role of visual analysis and mainly makes efferent connections to the prefrontal cortex,

providing more elaborate information (LSPL→LIFG, LSPL→RIFG) [96]. A homolo-

gous interhemispheric connection is also found between the SPLs (LSPL→RSPL). As

seen in figure 4.2, the functional links from EC via SPL to prefrontal cortex form the

dorsal visual pathway of language processing (LEC → LSPL → LIFG, LEC → LSPL

→ RIFG) [51]. The LIPL or supramarginal gyrus (BA40) activation has been linked

to the memories of visual word forms in language system. In the derived networks,

it is mainly connected with the occipital lobe and superior parietal lobe performing

the initial processing of visual words.

The LIFG is mostly active for phonemic decisions and receives inputs from parietal

lobes [97, 99]. In figure 4.2, the LIFG in most of networks has output connections

to primary motor area (IFG → PMA). The VIFG (BA47), including orbitofrontal

cortex, plays a specific role in controlling voluntary goal-directed behavior [26]. The

connections of VIFG → LPMA (BA4) stores the voluntary activities involved [114,

115].

The SMA is believed to play a role in the planning of complex and coordinated

movements [96]. The PMA is treated as the storage of motor patterns and voluntary

activities and is involved in the expressive language of lips and tongue areas, and

writing and sign language of hand and arm areas [114]. The connection LPMA →
SMA is common for all tasks, indicating the voluntary movements involved in letter

searching [115].

In the derived interhemispheric language network, the left hemisphere showed
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dominant pathways, which is consistent with the traditional language network (left-

hemispheric). Although activations have been symmetrically distributed in both

hemispheres, the right hemisphere activations may be due to the transcallosal in-

fluence of the left.

The connections in the model that are consistent with previous literature are

given in table 4.2. Due to the fact that the specific networks for each cognitive

task are different even though the tasks are very similar (e.g., different presenting

rate, different words, or different block design in reading tasks), existing literature

can only be used as a general reference to an existing connection. The connectivity

pattern derived from the present method is consistent with the information flow in

the letter searching task as evidenced by the literature, but the connections without

a corresponding reference cannot be refuted.

4.3.4 Derivation of Language System

Past neuroimaging studies have demonstrated that there are differences in the neu-

roanatomical representation of English at the levels of orthography, phonology and

semantics. Evidence from these studies suggest that the differences lie in the location

of the brain regions activated, i.e., orthographic processing is mainly subserved by

the occipital regions, phonological processing is subserved by the left fronto-parietal

regions and semantic processing by the left fronto-temporal regions.

In the experiments, fMRI data was collected in a letter searching task, which was

designed to have a cross comparison among reading of high frequency word (HFW),

low frequency word (LFW), legal non-word (LNW) and illegal non-word (INW), that
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Table 4.2: List of the connections among activated brain regions, found to be involved
in the reading task, which had been previously verified in other language-based tasks.

Connection Functional Discription Relative Reference
LEC → LSPL perception of visual word form Horwitz [102]
REC → RSPL perception of visual word form McIntosh [51]
LEC → LIPL memories of visual word forms McKiernan [69]
LEC → LFUG retaining and recalling of words from the memory Kolb [96]
REC → RFUG retaining and recalling of words from the memory McIntosh [51]
LEC → REC homologous interconnection McIntosh [1]

McIntosh [51]
Krause [64]

LSPL → LFUG semantic processing Price [99]
Horwitz [102]

LSPL → RSPL homologous interconnection Honey [67]
LIPL → LIFG executive control McKiernan [69]

Petersson [70]
LFUG → LIFG semantic phonologic retrieval McKiernan [69]

Matsumoto [103]
LIFG → LPMA motor function Krause [64]
LIFG → SMA motor function He [116]
LIFG → RVIFG inner speech production Krause [64]

Nyberg [65]
Petersson [70]

LIFG → RIFG homologous interconnection Honey [67]
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will probably reveal the differences between the three components of language pro-

cessing. Basically in the design, illegal non-word reading reveals the orthographic

processing. When reading an illegal non-word, readers concentrate on the shape of

characters and form of the words, hence the absence of phonological and semantic

processing. High frequency word reading usually trigger semantic processing because

these words are highly used and highly associated (context wise), and when reading

them, there is little need to go through how it sounds (phonology processing) or what

it looks like (orthography processing). Legal non-word and low frequency word read-

ing would largely involve phonological processing, this being especially true for legal

non-words as these words can be pronounced but have no meaning whatsoever (no

semantics processing). Since low frequency words do not occur often, readers often

need to pronounce them first (phonology processing) before attempting to process

the words semantically.

As there will be a great deal of overlap in terms of brain activation for the three

subcomponents of language processing, it is worthwhile to discuss the model to the

three components collectively. This is the reason that the experiments were designed

to have four tasks instead of three (one task for each subcomponent). The tasks lead

to a gradual switch between the language processing components as it is not possible

to truly isolate any one particular component in language processing. Thus low

frequency word reading could also involve semantics processing and legal non-word

reading might be effected by orthographic processing.

In this section, three neural systems referring to the language components are dis-

cussed individually, based on the models derived from the fMRI experiments. Further

more, a possible language system that concludes the three subsystems is developed.
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Orthography System

The proliferation of neuroimaging studies on orthographic processing in English unilin-

guals makes a summary difficult [117]. Researchers have used a variety of tasks

and found activations in many different brain regions. Experimental paradigms

that have been developed to tap orthographic processing include single word reading

[118, 119, 120, 121, 122], verbal fluency or word generation [123, 124, 125, 126], and

case judgement on letter strings [127, 128]. Joseph et al. [117] noted that many

of the tasks that have presumed to tap orthographic processing might also involve

phonological decoding and even automatic activation of semantic processing. For

example, in the word generation task, participants are presented with a single letter

and instructed to generate a word that begins with the given letter. Although access

to the orthographic lexicon is required in order to generate a word, participants may

use phonological strategies by converting the given visual letter into a correspond-

ing sound before retrieving words from the phonological lexicon (see Friedman et al.,

1998). Also, other neuroimaging studies have suggested that the left frontal gyri

(BAs 44, 45) contribute to the semantic rather than orthographic processing of words

[129, 130, 131, 132]. Thus, Joseph et al. [117] concluded that there might be a great

deal of overlap in terms of brain activation for both orthographic and phonological

processing even though the tasks sought to tap only orthographic processing. Non-

word reading networks in letter searching task were used to derive the orthographic

system; particularly, illegal non-word reading network was mainly used with the as-

sistance of legal non-word reading network by considering the overlapping problem

mentioned above.

Figure 4.3 shows the proposed neuronal network for the orthographic system based
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Figure 4.3: Schematic diagram showing the proposed neuronal network for the ortho-
graphic processing of English words during reading.

on the derived illegal non-word network (INW network) with the reference of legal

non-work network (LNW network) and previous studies. The homologous regions

including occipital lobes, parietal lobes, inferior frontal lobes, supplemental motor

areas are interconnected. The initial stage of word reading involves early visual

processing, which takes place bilaterally in the occipital lobe including the striate

(BA 17) and extrastriate cortices (BAs 18 and 19). The information is sent to the

superior parietal lobe (BA 7) for the perception of visual word form. In addition, the

words viewed may automatically activate networks related to semantic processing and

this is subserved by brain regions located in the inferior frontal lobes (BA 44/45).

Finally, it is also likely that the reader would engage in phonological monitoring or
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’subvocal articulation’ during reading. This involves the premotor regions (i.e., medial

BA 6 or supplementary motor area) and the motor cortex (BA 4).

Phonology System

The activation areas identified for phonological processing of English words vary in

previous research. Again, the discrepancies in activation foci may be due to the

diverse range of experimental paradigms employed by investigators. Access to the

phonological components of language has been studied with tasks that require the

perception and evaluation of the sound structure of words and letters [117]. These

have included rhyme judgements [117, 120, 127, 133], passive word listening [134, 135,

136], phonological monitoring [137, 138], nonword reading [139, 140], etc. Legal non-

word reading network in letter searching task with the assistance of low frequency

word reading network, was used to derive the phonology system.

Figure 4.4 shows the proposed neuronal network for the phonology system based

on the legal non-word network (LNW network) with the reference of low frequency

word network (LFW network) and previous studies. In addition to the connections

related to visual and orthographic processing (as discussed in the orthographic sys-

tem), phonological processing also involves the inferior parietal lobe (BA 39,40) which

has been linked to the memories of visual word forms in language system as the reader

is trying to distinguish the legal non-word with formal word. Thus the information

from occipital lobe and superior parietal lobe is sent to the inferior parietal lobe. The

temporal lobe (BA 21,22,37) is also included, which likely involves the conversion of

graphemes to phonemes. Finally, it is also likely that the reader would engage in

phonological monitoring or ’subvocal articulation’ during reading. This involves the
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Figure 4.4: Schematic diagram showing the proposed neuronal network for the phonol-
ogy processing of English words during reading.

premotor regions (i.e., medial BA 6 or supplementary motor area) and the motor

cortex (BA 4).

Semantics System

Experimental paradigms that have been developed to isolate the semantic processing

of English words usually require participants to make judgements concerning word

meaning or determine if the stimulus is a member of a designated category [117].

These areas were identified using a variety of experimental paradigms that included

word generation [119, 120, 141, 142], categorical judgements [127, 137, 143], semantic

monitoring, such as verb-noun comparison [105, 131, 136, 144], etc. Recent studies
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also suggest that the posterior temporal regions may be responsible for the mainte-

nance of semantic knowledge, whilst the inferior prefrontal regions may be involved

in the executive processes of retrieving semantic information [145]. High frequency

word reading network in letter searching task with the assistance of low frequency

word reading network was used to derive the semantics system.
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Figure 4.5: Schematic diagram showing the proposed neuronal network for the se-
mantics processing of English words during reading.

Figure 4.5 shows the proposed neuronal network for the semantics system based on

the high frequency word network (HFW network) with the reference of low frequency

word network (LFW network) and previous studies. Thus, the neural network for

the semantic processing of words is likely to connect the regions involving visual and

orthographic processing (subserved by the regions in the ventral extrastriate cortices),

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



85

regions involving initial processing of visual word form (subserved by the parietal

lobes) and the regions involving semantic monitoring and retrieval (subserved by the

inferior prefrontal and middle temporal regions).

Langauge System

The process of reading generally involves a) visual processing, b) orthographic pro-

cessing, c) phonological recoding, d) semantic retrieval and e) execution of motor

plans. When a word is presented, visual processing takes place bilaterally in the stri-

ate (BA 17) and extrastriate cortices (BAs 18 and 19). In these areas, the fine-grained

analysis and identification of the letter shapes take place, i.e., helping to distinguish

if the letters are in upper or lower case, whether the letters are real alphabetic letters

or meaningless shapes/symbols. After the information regarding the letter form has

been established, orthographic processing takes place for perception of visual word

form in superior parietal lobe (BA 7). After which, phonological processing may

occur in the angular gyrus (BA 39). After the reader has established both the or-

thographical and phonological cues from the letter strings, the next step would be to

perform a lexical search for the word’s meaning in the mental lexicon. This is likely

to involve the anterior frontal lobes (BA 44/45 or Broca’s area), together with BA

37 (inferior posterior temporal lobe) and BA 40 (supramarginal gyrus in the inferior

parietal lobe). Finally, it is also likely that the reader would engage in phonologi-

cal monitoring or ’subvocal articulation’ during reading. This involves the premotor

regions (i.e., medial BA 6 or supplementary motor area) and the motor cortex.

Figure 4.6 concludes the schematic diagram showing the proposed neural network

model for orthographic, phonological and semantic processing of English words during
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Figure 4.6: Schematic diagram showing the proposed neuronal network for ortho-
graphic, phonological and semantic processing of English words during reading. FL
= frontal lobe; MA = motor area; TL = temporal lobe; PL = parietal lobe; OL =
occipital lobe.

reading.

4.4 Discussion

Given that reading is a complex cognitive process which involves more than reading

single words, it may involve a more extensive network than what has been described.

However, as newer computational analyses and neuroimaging techniques such as Dif-

fusion Tensor Imaging (DTI) emerge, we will be able to verify and validate if the

proposed neural network model of reading accurately depicts reading in the healthy

human brain. More importantly, we will then be able to conclusively determine the

direction of communication between the identified brain regions.
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Many tasks were designed to examine the access and the functioning of the lan-

guage processing, yet the specific brain regions related to the processing of the three

language components vary considerably. This disparity in the findings might be at-

tributable to differences in experimental design, stimuli (words, pseudowords, letter

strings, etc.), baseline tasks (fixation, line orientation judgement, etc.), and imag-

ing method (PET, fMRI, etc.) across studies. In this experiment, fMRI data was

collected from letter searching tasks. It is not possible to cover all the aspects men-

tioned above by a single experiment. More experiments should be used to cover other

aspects or how these three processes cooperate and compete.

The complexity of the brain makes it difficult to be explored, especially in higher

cognitive tasks; the analysis of functional integration (functional connectivity and

effective connectivity) is still far from settled. The proposed method of exploring

global neural systems from functional imaging data provides an alternate method to

study brain function in terms of networks. The derived network is consistent to most

of the previously published results.
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Chapter 5

Modeling Brain Disconnectivity

The present method, which learns the structure of the functional network of the brain

from functional MR images, has been illustrated in previous chapters. This chapter

extends the method for applications in lesion studies. Firstly, how the networks

derived from patient and healthy participants could be compared to explore discon-

nectivities of brain disease is illustrated. The approach is demonstrated by applying

the method on fMRI datasets collected in a counting Stroop task. Secondly, the

present method is extended by estimating the strengths of the interactions to explore

the behavior of such networks due to an abnormal event. The latter is demonstrated

by using a case study of stroke patient.

5.1 Introduction

This chapter consists of two parts, each showing a possible way of handling brain

lesions by using Bayesian network. The first part shows how the networks derived

from patient and healthy participants could be used to explore disconnectivities of

brain disease. The second part shows how the behavior of neural networks due to an

abnormal event is explored by estimating the strengths of connectivity.

88
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Many researches have been done for the lesion study based on functional imaging

techniques. Previous methods of disconnectivity detection are mostly comparing the

activation patterns of patients and healthy controls. However, there are diseases

that are due to disconnections, for example: the functional disconnection of the left

angular gyrus, which is involved in normal reading task, has been found in the disease

of dyslexia [21, 22]; the functional disconnectivity of the medial temporal lobe in

Asperger’s syndrome [23]; the functional disconnectivity in subjects at high genetic

risk of schizophrenia [24].

The new method can be used in the analysis of disorders by studying the difference

of the networks explored from fMRI data between patients and healthy participants

performing the same cognitive tasks. The primary idea is that since Bayesian net-

works are able to derive the brain structures from functional data, the results from

a patient and a normal person doing the same tasks should show the differences in

the connectivity pattern. The method is demonstrated by exploring the functional

structure from fMRI data obtained in a counting Stroop task.

The strength of the interactions between regions is another important factor for

connectivity analysis. A brain disorder could be due to either a disconnectivity or just

a weak connection. Taking this into consideration, the method can be extended to

brain lesion study. The present method uses conditional probability densities (CPD)

that describe the behavior of a network in a complete statistical sense, whereas the

conditional probability that reveals how much a region’s activation depends on the

others represents the strength of an interaction. The approach is demonstrated in a

case study of a stroke patient.
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5.2 Disconnectivity analysis - X-syndrome patients

with Stroop task

The present approach of global disconnectivity analysis benefits from the complete

statistical representation of activity. The method is demonstrated by exploring the

functional structure from fMRI data obtained in a counting Stroop task. In the

experiment, the neural systems were derived for neutral and interference counting

Stroop tasks performed by both normal control subjects and patients. The networks

were used to infer the differences of the performances between groups. The technique

is illustrate with an experiment on a fMRI dataset obtained from the fMRI Data

Center [85], a counting Stroop task (access number: 2-2000-1123B). The structures

of the neural systems involved in the tasks were derived and compared between the

two groups.

5.2.1 Experiments and Results

Data

Functional MRI data used in this experiment was obtained from a counting Stroop

task testing the cognitive interference that occurs when processing of one stimulus

feature impedes the simultaneous processing of a second stimulus attribute [146].

The data was collected by Tamm et al [26] to investigate the performance of females

with fragile X-syndrome on the cognitive interference task compared to a healthy

control group. The participants included 14 females with fragile X-syndrome and 14

age-matched healthy control females without the fragile X mutation, ranging in age

from 10 to 22 (mean age 15.43). The task consisted of 12 alternating experimental
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(interference) and controlled (neutral) conditions with the rest condition. For both

conditions, subjects were instructed to press the button that corresponded to the

number of words appeared on the screen. During the neutral counting task, the

word �fish�was presented 1, 2, 3, or 4 times on the screen (15 trials) and during the

interference counting task, the words �one�, �two�, �three�and �four�were presented

1, 2, 3, or 4 times on the screen (15 trials). Stimuli were presented for 1350ms at a

rate of one every 2s (TR) for a total of 180 trials (90 experimental, 90 experimental,

90 control). For more details on the experiment, the reader is referred to Tamm et al

[26].

Detection of Activation

The preprocessed functional images of the subjects had been provided by the fM-

RIDC; images were reconstructed by using Inverse Fourier Transform for each of the

225 time points into 64 × 64 × 18 image matrices and voxel size of 3.75 × 3.75 × 7

mm. The regions showing increased activity during counting for both neutral and

interference were identified by looking at the fMRI signal while counting relative to

the rest condition. The changes in the blood oxygenation level dependent (BOLD)

contrast, associated with the performance of the counting task, were assessed on a

voxel-by-voxel basis by using the general linear model and the theory of Gaussian

fields. The method takes the advantages of multivariate regression analysis and cor-

rects for temporal and spatial autocorrelations of the fMRI data. Group analyses were

performed using the fixed-effect analysis (FFX) which infer �typical�characteristics

about the group of subjects.
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Significant hemodynamic changes for each contrast were assessed using the t-

statistical parametric maps and the results were reported by giving the t-values; And

the statistical inferences were made at p < 0.05 corrected for multiple comparisons by

using Family-Wise Error Rate (FWER). Both females with fragile X-syndrome and

control groups did the interference counting and neutral counting tasks, there will

be four groups of results ready for network analysis: interference-control (IC, control

group doing interference task), neutral-control (NC, control group doing neutral task),

interference-fragile X (IFX, females with fragile X-syndrome group doing interference

task) and neutral-fragile X (NFX, females with fragile X-syndrome group doing neu-

tral task). The aim of this experiment is to explore the functional networks from data

for different groups performing the interference counting and neutral counting tasks

and make inferences about the differences.

SPM2 was used for the above analysis. Table 5.1 and figure 5.1 show signifi-

cant activation for each group in this experiment. Most of the significant activations

had been found in bilateral parietal and frontal lobe, including superior parietal lobe

(SPL), inferior parietal lobe (IPL), superior frontal gyrus (SFG), middle frontal gyrus

(MFG), inferior frontal gyrus (IFG), primary motor area (PMA), supplementary mo-

tor area (SMA) and anterior cingulate cortex (ACC). A comparison between the two

groups (females with fragile X-syndrome and control group) reveals that there are

more activations in inferior parietal lobe (BA40) and motor areas (SMA BA6) for the

females with fragile X-syndrome group, and much stronger activity in middle frontal

gyrus including Brodmann Area 9 and 10, which are treated as reasoning judgement

areas, in the control group. Although proper motion correction was performed on the

data, the crescentic frontal activations (AFG) in figure 5.1 may looked like motion
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(a) NC Task (b) NFX Task

(c) IC Task (d) IFX Task

Figure 5.1: Brain regions showing significant activation in all counting tasks relative
to the rest condition: (a) the neutral-control task, (b) the neutral-fragile X task,
(c) the interference-control task and (d) the interference-fragile X task. Statistical
inferences were made at p < 0.05 corrected for multiple comparisons using FWER.
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Table 5.1: The results of the analysis of brain activation patterns. Significantly ac-
tivated regions during the counting tasks relative to the rest condition are shown
in 3D MNI coordinates with the significance given by t-values. Statistical infer-
ences were made at p < 0.05 corrected for multiple comparisons by using FWER
for NC (neutral-control), IC (interference-control), NFX (neutral-fragile X), and IFX
(interference-fragile X) groups. Statistical inferences were made at p < 0.05 corrected
for multiple comparison using FDR. (SPL: superior parietal lobe; SG: supramarginal
gyrus (inferior parietal lobe); SFG: superior frontal gyrus; MFG: middle frontal gyrus;
IFG: inferior frontal gyrus; PMA: primary motor area; SMA: supplementary motor
area; ACC: anterior cingulate cortex; the letters L and R before the regions indicating
the left and right hemisphere).

Region NC IC NFX IFX
Coordinates t Coordinates t Coordinates t Coordinates t

LSPL(BA 7) (-28,-74,50) 9.99 (-36,-56,60) 8.65 (-36,-56,60) 7.53
RSPL(BA 7) (32,-72,50) 7.34 (32,-72,50) 6.64
LIPL(BA 40) (-42,-38,58) 7.02 (-42,-38,60) 8.63 (-50,-36,54) 6.35 (-46,-46,58) 9.45
RIPL(BA 40) (40,-40,62) 7.73 (40,-40,62) 5.71
LLMFG(BA 9) (-16,38,32) 8.66 (-16,38,32) 8.32 (-10,34,62) 9.95 (-8,32,62) 7.77
RLMFG(BA 9) (6,38,60) 6.37 (6,38,60) 7.17 (6,48,52) 6.98 (6,46,52) 8.47
MMFG(BA 8) (-18,46,42) 8.07 (-16,48,42) 6.91 (-42,38,36) 11.0 (-40,36,40) 8.94
LLIFG(BA 44) (-56,8,34) 7.03 (-60,12,32) 8.32
RLIFG(BA 44) (56,8,34) 6.86 (58,14,18) 9.76 (56,8,34) 5.79 (56,8,34) 7.03
SMA(BA 6) (-6,-4,64) 9.27 (-6,-4,66) 7.78 (-2,4,72) 8.23 (-2,4,72) 5.91
LPMA(BA 4) (-32,-26,68) 5.93 (-34,-24,66) 6.94 (-38,-20,64) 6.79 (-38,-20,64) 8.34
ACC(BA 24) (10,36,-8) 9.03 (10,34,-8) 9.31 (10,22,-10) 7.05 (10,22,-10) 9.63

artifact [48, 147, 37, 148]. This region was still included in the model, as under proper

preprocessing [37] and statistic analysis the region was significantly activated.

Derivation of Neural System

The same procedures as described in the previous Chapter 3 were followed for driving

the network structures from the extracted time-series. The networks which have the

highest BIC score in each task are shown in figure 5.2.

The study regarding this experiment data conducted by Tamm et al [26] inves-

tigated the performance of females with fragile X on the cognitive interference task
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Figure 5.2: Structures learned from data, each node represents a brain region and
the arcs showing their connections, solid circle indicating that the region is not sig-
nificantly activated in that particular experiment: (a) the neutral-control network,
(b) the neutral-fragile X netwrok, (c) the interference-control network, and (d) the
interference-fragile X network.
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comparing with a healthy control group using fMRI. Females with fragile X syndrome

is the most common form of inherited developmental and learning problems. They

are known to be impaired in executive function. The study revealed that females

with fragile X performed less well than controls in terms of both speed and accu-

racy on the counting Stroop task. Compared to healthy controls, females with fragile

X show different patterns of activation, particularly in the prefrontal cortex, and a

specific deficit in the orbitofrontal gyrus, as well as strikingly different patterns of

deactivation, suggesting that females with fragile X have anomalous brain activation

during cognitive interference processing tasks and may fail to appropriately recruit

and modulate lateral prefrontal cortex and parietal resources [26].

Network Study within a Group

This section studies the networks between neutral and interference conditions

for each group (control group and females with fragile X syndrome group). The

similar activation seen in the medial cortices for the two conditions may indicate

that the function of counting is mainly processed by the medial areas especially in

the anterior cingulate cortex (ACC: BA24), which had been shown to be playing an

essential role in counting Stroop [146, 149, 150]. So, the different activation in the

lateral cortices between the neutral and interference conditions may reflect the effects

of the �interference�; more activation in the language areas in the left hemisphere

was found in the interference counting task. This is due to the fact that the subjects

had been more attracted or interferred by the meaning of the words, being counted

in the interference counting task.

The ACC (BA24) is engaged during the Stroop task in order to resolve competing

streams of information by selection sensory inputs and responses [146]. The effects
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are reflected in the IC network by the connections, ACC → LLMFG (BA9) and

ACC → RLMFG (BA9), that involved in resolving interference effects, and ACC →
LLIFG (BA44) for phonemic decisions. The difference of connection shows the more

involvement of the semantic processing and decision making in the IC network.

The LMFG (BA9) is involved in the tasks that require executive control and

receives input from posterior parietal, and the selection of behavior based on the

short term memory [97, 99]. Particularly in this experiment, this region is involved in

processing Stroop-related conflit and resolving interference effects [26]. The LLMFG

in the IC network is connected to the LLIFG (BA44) and the RLMFG in the NC

network has been connected to the RLIFG for executive controls. The MMFG (BA8)

is believed to play an important role in the control of eye movements [114]. The

common connections found for both tasks are MMFG→ RLMFG, MMFG→ RLIFG,

and MMFG → LLIFG. The connection MMFG → SMA in the NC network is absent

in the IC network while the connections, MMFG → RSPL, MMFG → ACC, and

MMFG → LPMA, in the IC network are absent in the NC network. The difference

may be due to the different concentration demanded by the tasks.

The LIFG (BA44) is mostly active for phonemic decisions and receives inputs

from parietal lobes [97, 99]. In figure 5.2, the LIFG in both networks has no output

connection to other region. The VIFG (BA47) including orbitofrontal cortex plays

a specific role in controlling voluntary goal-directed behavior [26]. The common

connection for both task, VIFG → LPMA (BA4), stores the voluntary activities

involved in the task [114, 115]. The connection VIFG → LLMFG (BA9) that is

found only in IC network, is related to the specific function of LMFG that involved

in processing Stroop-related conflit.
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The AFG (BA10) is believed to play a part in strategic processes involved in

memory retrieval and executive function [114]. The connections from AFG to other

regions that are common in both networks include: AFG → SPL (BA7) and AFG →
LMFG (BA9). The connections, AFG → LPMA (BA4) and AFG → RLIFG (BA44)

present in the NC network are absent in the IC network. The SMA is believed to play

a role in the planning of complex and coordinated movements [96]. The connection

is found from SMA to ventral inferior frontal gyrus in both networks. The PMA is

treated as the storage of motor patterns and voluntary activities and is involved in

the expressive language of lips and tongue areas, and the writing and sign language

of hand and arm areas [114]. The connection LPMA → SMA is common for both

tasks indicating the automatic movements involved in counting task [115].

The parietal lobe generally performs the function of processing and discriminating

of the sensory inputs [96]. The LIPL or supramarginal gyrus (BA40) activation, which

has been linked to the memories of visual word forms in language system, observed

in this experiment likely resulted from the arithmetic computing (counting) and lan-

guage processing (reading) involved in the task. As seen in figure 5.2, the LIPLs in

both networks send the representations of the inputs to the medial regions, AFG,

MMFG, VIFG, and SMA, which are mainly involved in the counting function. The

differences are seen as the extra activations in the language areas of the IC network:

the connections from LIPL to LLIFG (BA44) and LSPL (BA7); as well as the con-

nection for processing Stroop-related conflit and resolving interference effects: LIPL

to LLMFG (BA9). The connections from LIPL to RSPL (BA7) and RLIFG (BA44)

are seen only in the NC network; this may account for a compensation function for

the absent of language pathways that present in the IC network, and be more likely
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involved in visualization of symbols instead of reading, i.e., the �automatic speech�,

where the right hemisphere is subserving residual aphasia speech [151]. The LSPL

(BA7) was found to be activated only in the interference counting task and has con-

nections to the regions, LLIFG and VIFG (BA47); the RSPL was activated in both

tasks and connected to the RLMFG (BA9) while the connections from RSPL to SMA

(BA6) and ACC (BA24) are only found in the IC network.

In summary, the structures involved in both tasks are mostly common and the

differences are mainly due to the specific language areas activated in the interfer-

ence counting task. The connections, such as LIPL → LLMFG → LLIFG, which

are only present in the IC network construct the language pathway thus performing

the phonetic and semantic analysis and decision. Meanwhile, the connections, such

as LIPL → RLIFG, which are only found in the NC network may perform a com-

pensational function for the non-activated patterns corresponding the connections,

LIPL → LLIFG and LIPL → SPL present in the IC network. In addition, based

on the fact that the interactions between two regions could be bi-directional, some

connections are seen reversed between the two networks such as MMFG → RSPL in

the IC network versus RSPL → MMFG in the NC network.

The networks do not show obviously different between neutral and interference

conditions for the females with fragile X syndrome group. The effects of �interference�are

not seen from the networks, indicating the abnormal cognitive interference processing

for the female with fragile X.

Network Study between Groups

This section describes the differences in networks derived from the two groups

(patient group and control group) for each of the conditions (interference condition
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and neutral condition).

Females with fragile X syndrome is the most common form of inherited develop-

mental and learning problems. They are known to be impaired in executive function.

The performance of the experiment revealed that females with fragile X performed

less well than controls in terms of both speed and accuracy on the counting Stroop

task. Compared to healthy controls, females with fragile X show different patterns

of activation, particularly in the prefrontal cortex including the anterior frontal and

the primary motor area, and a specific deficit in the orbitofrontal gyrus.

As mentioned in the previous section, the ACC (BA 24) played an essential role

in counting task. The region in both network has the connections with SPL (BA 7),

LIFG (BA 44) and MMFG (BA 8), however, the key connection ACC → LLMFG

(BA9) which reveals the resolving of interference effects is not presented in the IFX

network. LMFG (BA 9) is another important region that involved with executive

control. Although the region in IFX network still receives input from parietal lobe,

the connections for processing the executive control: LLMFG → LLIFG (BA 44),

AFG (BA 10) → LLMFG and VIFG (BA 47) → LLMFG which are presented in the

IC network, are missing in the IFX network. The LLIFG (BA 44) does not receive

input from parietal lobe as the connections presented in the IC network. The AFG

(BA 10) and VIFG (BA 47) are not activated in the IFX network, and hence the

relative connections in the IC network are not presented in the IFX network.

Although at the first glance the networks between two groups have similar connec-

tions, some of the important connections that reveal the interference effects in the IC

network are not presented in the IFX network. This fact reflects the conclusion made
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by the previous literature [26], that females with fragile X have anomalous brain ac-

tivation during cognitive interference processing tasks and may fail to appropriately

recruit and modulate lateral prefrontal cortex and parietal resources.

The networks between groups for neutral task are less in common due to the

fact that the NFX network is actually similar to the IFX network, indicating that

female with fragile X-syndrome has abnormal effects between neutral and interference

task. The interference processes had been actually merged between the neutral and

interference tasks. As a result, the NFX and IFX networks are likely �sitting�in the

middle between NC and IC networks.

5.2.2 Discussion

The complexity of the brain makes it hard to be explored especially in higher cognitive

tasks; the analysis of the functional integration (functional connectivity and effective

connectivity) is still far from converging. The proposed new method of exploring

global neural systems from functional imaging data provides an alternate method to

study brain function in terms of networks. The inference network derived showed the

involvement of language areas in the interference counting task.

As illustrated in the experiment, the present method offers the feasibility of com-

paring differences of the networks performing different tasks. This could be used

to differentiate the performance of patients and healthy participants performing the

same cognitive tasks, and hopefully, provide a way to explore the disconnectivity

hypothesis in brain disease.
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5.3 Estimating the Strength of Connectivity - case

study of stroke patient

In this experiment, the neural structure of a stroke patient performing English ho-

mophone matching task was derived. The structure was compared with the network

derived from a healthy control group doing the same task to explain the possible

disconnectivity in neural system of the stroke patient. To this end, the connection

strengths of connectivity between normal group and the stroke patient were compared.

5.3.1 Learning Parameters

For a set of brain regions R and a given a dataset D, the likelihood of the parameters

θ is given by

p(D|θ) =
N∏

k=1

p(xk|θ) (5.3.1)

The goal of learning is to find the values of the parameters of each CPD which

maximizes the likelihood of the training data. Equivalently, we can maximize the log

likelihood:

L(θ) =
N∑

k=1

log p(xk|θ)

=
N∑

k=1

n∑
i=1

log p(xk
i |ak

i , θi) (5.3.2)

where the last equality makes use of the factorization (Eq. 3.2.3) of joint distribution

in the directed graphical model. The log-likelihood scoring function decomposes ac-

cording to the structure of the graph, and hence we can maximize the contribution to

the log-likelihood of each node independently. Then the log-likelihood decouples into
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a sum of local terms involving each node and its parents, L(θ) =
∑n

i=1 Li(θi) where

Li(θi) =
N∑

k=1

log p(xk
i |ak

i , θi) (5.3.3)

Then, all that remains is how to estimate the local parameters, θi, given its local data

{(xk
i , a

k
i ) : k = 1, 2, . . . N}.

Considering the multivariate Gaussian distribution for the neural system, i.e.,

p(x) = N(m, Σ−1) [152] [153], we have:

p(x) = (2π)−
n
2 |Σ|− 1

2 exp{−1

2
(x− µ)T Σ−1(x− µ)} (5.3.4)

where Σ = {σij}n×n is a covariance matrix, µ is the n-dimensional mean vector, and

|Σ| is the determinant of Σ. It is convenient to refer to the precision matrix W = Σ−1,

whose elements are denoted by wij. Then, the conditional distributions is written as a

product of component distributions, each being an independent normal distribution:

p(xi|x1, x2, . . . , xi−1) = N(µi + Σi−1
j=1bij(xj −mj),

1

vi

) (5.3.5)

where µi is the unconditional mean of xi, vi is the conditional variance of xi given

values for of the set {x1, x2, . . . , xi−1}, and bij is a linear coefficient reflecting the

strength of relationship between xi and xj ∈ {x1, x2, . . . , xi−1}. So, we can describe

a multivariate normal distribution as a Bayesian network, where there is an arc from

xj to xi whenever bij 6= 0 [153].

Given a multivariate normal density, we can generate a Gaussian belief network,

and vice versa. The unconditional means m are the same in both representation. The

general transformation from v and bij of a given Bayesian network S to the precision

matrix W of the normal distribution represented by S, was described by Shachter

and Kenley [154]. They used the following recursive formula in which W (i) denotes

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



104

the i× i upper left submatrix of W , bi denotes the column vector (b1,i, . . . , bi−1,i), and

b′i denotes the transposed vector bi:

W (i + 1) =


 W (i) +

bi+1b′i+1

vi+1
− bi+1

vi+1

− b′i+1

vi+1

1
vi+1


 (5.3.6)

for i > 0, and W (1) = 1
v1

. Hence, known structure S and data D, the parameter b

can be computed.

5.3.2 Experiments and Results

Data

The data was obtained by Singapore General Hospital, Department of Magnostic

Radiology. The patient and the normal person did the same language task called

Homophone Matching. Imaging was performed on a 1.5 Tesla whole-body magnetic

resonance imaging (MRI) scanner (Siemens Vision; Erlangen, Germany). Prior to

imaging, participants were briefed on the scanning procedures and experimental con-

ditions so as to minimize anxiety and enhance performance. Participants were asked

to lie supine inside the MRI scanner with their heads inside a standard head coil.

Head movement was minimized within the coil using foam wedges, and a restraining

band was placed across the forehead. Participants were also fitted with headphones

(MSITM , Tampa, Florida) that attenuated ambient scanner noise by 30dB, and pro-

vided a means of conveying the experimenter’s instructions. The presentation of

written words and characters was controlled by Eprime software running on an IBM-

compatible computer located outside the scanning room. Using a block design, each

run consisted of four periods of the same language task (i.e., activation condition
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with homophone task), interleaved with four periods of fixation (i.e., baseline condi-

tion with fixation �+�, presented for 30 seconds. All stimuli were back-projected via

a high- resolution LCD projector (MSITM , Tampa, Florida) onto an opaque screen

positioned at the head end of the bore, with a specially designed mirror mounted

on the head coil for viewing. For the activation periods, participants were asked to

respond to the words and the words and characters by pressing �yes�(right hand) if

the stimuli sound alike or �no�(left hand) stimuli sound different. For the fixation

(baseline) periods, participants were instructed to focus their entire attention on a

fixation point (’+’ sign) shown on the middle of the screen.

Prior to the fMRI scans, tri-planar scout images in the sagittal plane and T1-

weighted 3D coronal anatomical images using the MPRAGE sequence were acquired

for each participant. This procedure provided high-resolution images of the entire

brain and subsequently served as the structural scans for Talairach transformation.

Functional images were obtained with a T2-weighted gradient echo, echo planar imag-

ing (EPI) sequence (slice thickness = 1 mm, gap size between the slices = 8 mm,

TR/TE/θ = 3000ms/66ms/90o, voxel size = 1.5× 1.5× 8.0 mm), FOV = 240× 240

mm and acquisition matrix = 128×128, using blood oxygen level-dependent (BOLD)

contrast. Ten contiguous oblique, axial slices covering most of the brain were acquired.

Detection of Activation

The fMRI data were analyzed using the SPM2. The first five scans (15 seconds)

in each session (during which magnetization steady state was being reached) were

excluded from the data analysis. All functional images were first corrected for move-

ment using least-squares minimization, and then co-registered to the subjects 3D
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T1-weighted image. Using the 3D image as a guide, the functional images were

subsequently spatially normalized into the SPM standard space. Images were then

re-sampled every 2mm using sinc interpolation, and smoothed with a FHWM 6mm,

3D Gaussian kernel to decrease spatial noise. Changes in blood oxygenation level de-

pendent (BOLD) contrast associated with the performance of the reading tasks were

assessed on a pixel-by-pixel basis, using the general linear model and the theory of

Gaussian fields as implemented in SPM2. This method takes advantage of multivari-

ate regression analysis and corrects for temporal and spatial autocorrelations in the

fMRI data. Group analyses were investigated using fixed-effect analysis (FFX), which

infers �typical�characteristics about the sample of participants. Each participants.

Each language effect was tested by applying and significant hemodynamic changes

for each contrast were assessed using the t-statistical parametric maps. Activations

below a threshold of p < 0.05 corrected for multiple comparison using Family-Wise-

Error-Rate (FWER) were reported.

Figure 5.3 shows the results for activation detection. Activations for task relative

to rest were found for both normal group and patient in bilateral posterior fusiform,

temporo-occipital, inferior and middle occipital, inferior parietal gyrus, left superior

temporal gyrus, SMA, bilateral inferior frontal sulcus, bilateral middle frontal gyrus,

bilateral superior frontal gyrus and cerebellum.

Derivation of Neural System

Same procedures were used to extract the time course as the previous experiments.

Despite deriving neural system using both left and right hemispheres previously, as

the patient in this experiment has a stroke on the left hemisphere and according to
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(a) Normal (b) Patient

Figure 5.3: Brain regions showing significant activation in English homophone match-
ing tasks relative to the rest condition: (a) the normal group, (b) the patient. Sta-
tistical inferences were made at p < 0.05 corrected for multiple comparisons using
FWER.

the traditional agreement that English language task is mainly involved with the left

hemisphere, only the connectivity on the left hemisphere was considered to specify and

simplify the disorder analysis. The regions of interest are: VEC: Ventral Extrastriate

Cortex, (BA18,19) (-47 -60 -6); IPL: Inferior Parietal Lobule (BA39,40) (-24 -66 42);

STG: Superior Temporal gyrus (BA22) (-43 -41 14); SMA: Supplementary Motor

Area, (BA6) (-38 6 41); IFG: Inferior Frontal Gyrus, (BA44,45) (-47 27 -14).

The present method was implemented on both the patient and normal. The

networks with the highest score for each participant were shown in figure 5.4 and

figure 5.5.

Table.5.2 and Table.5.3 show the marginal probabilities of each node after training

for each subject, where the conditional probabilities that represent the interactions

have been estimated.
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VEC

STG

SMA

IPL

IFG

0.61 0.80

0.53

0.63 0.32

0.69

Figure 5.4: Neural system for the patient learned from a posteriori estimate.

5.3.3 Discussion

In this experiment, the patient has a wedge-shaped lesion in his right hemisphere.

Theoretically, the left hemisphere is mainly involved in the English language task, and

the Chinese language more occur in the right. The results of activation detection show:

For the case that the patient doing English homophone matching (described in section

5.3.2), the activation in the left is basically normal except the weaker activation in

parietal and temporal areas. Observed from the networks for both participants (figure

5.4 and figure 5.5), obviously, the connection between parietal and temporal is not

found in the patient’s structure. Besides, the connections in STG - IFG and IFG -

SMA are stronger in the patient’s structure, while connections in VEC - IPL and IPL

- IFG are weaker. The results suggest that there are abnormal connections between

temporal and parietal areas in this case study. The functional disconnectivity found

correlated well with the patient’s clinical symptoms of dysphasia.
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VEC

STG

SMA

IPL

IFG

0.66 0.91

0.43

0.64 0.42

0.55

0.74

Figure 5.5: Neural system derived from the normal group.

5.4 Conclusion

Functional MRI is increasingly being introduced into clinical practice. Applying

the present techniques into lesion studies will lead to a new way of looking into

the abnormal brain. Brain disorders were analyzed by implementing the Bayesian

networks individually on the fMRI scans from a patient and a normal subject group

doing the same task. From the learning results, the difference of the structures and

interconnections can be observed. The suggestions on the brain disorders can be

made base on the observation.

In the second experiment, the patient has a wedge-shaped lesion in his right hemi-

sphere. The activations do not show much difference between normal and patient

participants, while results from the data-driven method suggest that there are con-

nection problems with temporal and parietal areas in this case study. The functional

disconnectivity correlated well with the patient’s clinical symptoms of dysphasia. The
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Table 5.2: Marginal probabilities for patient model: Marginal probabilities learned
from patient’s data. Each section contains the probability that a node is active given
that the parent is active. Row list of variables are the current nodes (children).
Column list are the parents. Cells containing a dash indicating that there is no
connection in between.

VEC IPL STG IFG SMA
VEC - 0.80 0.61 - -
IPL - - - 0.32 -
STG - - - 0.53 0.63
IFG - - - - 0.69
SMA - - - - -

Table 5.3: Marginal probabilities for normal model: Marginal probability learned
from normal model. Row list of variables are the current nodes(children). Column
list are the parents. Cells containing a dash indicating that there is no connection in
between.

VEC IPL STG IFG SMA
VEC - 0.91 0.66 - -
IPL - - 0.74 0.42 -
STG - - - 0.43 0.64
IFG - - - - 0.55
SMA - - - - -

results again prove the hypothesis that there are diseases which is due to the connec-

tions. The disorder is not only caused from the disconnection but also the strength

of connection.

Another major advantage of Bayesian networks might be its ability to infer net-

work function in the case of brain disorders, as inferencing is a strength of the graphi-

cal models. By simulating the brain lesion study, by means of artificially abandoning

some nodes (to mimic that some regions are not functional), or some connections (to

simulate that some interactions between regions are disconnected), and then recon-

struct the structure to simulate the brain abnormality. In a structure, each region
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is responsible for a specific function or behavior. The abnormality at a structure as

an event with a probability can be mimicked, so that the probabilities of activation

of other structures can be predicted. The approach is not complete yet, we wish to

propose this as a general frame work to analyze a wide range of brain disorders in

the future research.

Exploratory connectivity is an attracted trend for network analysis. The used

of graphical model is a start for exploratory analysis, nevertheless, it could be con-

tributed to disconnectivity analysis for brain lesion. Brain disorders such as dyslexia

are still not completely explored, the proposed technique aims for simulating and

analyzing lesion studies by exploratory extracting the abnormal structure from fMRI

scanning, and hopefully aids the brain diseases analysis.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

Over the past decade, researchers have developed various approaches to accurately

detect and localize activation of the brain from subtle changes seen in functional MR

images. We addressed the challenges of exploring functional brain images for under-

standing the brain function as well as for the diagnosis and treatment of brain disease

[155]. Brain disorders such as: dyslexia, Alzheimer’s diseases, Parkinson’s diseases,

and schizophrenia are common mental diseases disrupting human living. If the re-

searchers can understand the organization and interconnections of these networks,

and are in a position to control or manipulate network activities; then researchers

are in a position to correct aberrant network activity, and thus treat various mental

disorders [156].

A novel method was proposed by using Bayesian networks to learn the structure

of effective connectivity among brain regions involved in a functional MR experiment

in a data-driven manner. The approach is exploratory in the sense that, unlike

previous approaches, no prior model is needed for connectivity analysis. The proposed

112
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approach renders the interactions among brain regions with probability densities, and

allows analysis and simulation of dysfunction of neural systems. So far this is the

first attempt to analyze the brain effective connectivity in a completely exploratory

manner, leading to an attractive new way of interpreting brain function and disease.

The contributions of this report could be summarized in the following four aspects

which are mainly involved in brain connectivity analysis with fMRI.

1. The proposed technique is the first method for exploratory analysis of effective

connectivity. The conditional probabilities that render the interactions among brain

regions in Bayesian networks represent the connectivities in the complete statistical

sense. The present method is applicable even when the number of regions involved

in the cognitive network is large or unknown. In the functional brain networks, the

nodes represent the activated brain regions and a connection between two regions

represents an interaction between them. The Maximum A Posteriori (MAP) estima-

tion of the structure of the functional network is derived from fMRI data to maximize

the Bayesian Information Criterion (BIC) by using a greedy search algorithm. The

present method was tested and compared with other methods using synthetic data,

and was demonstrated on fMRI data collected in silent word reading task. In the ex-

periments with synthetic data, the present method was robust to random noise and

outperformed SEM in determining the structure. As the number of region increase,

the search could fall into a local minima. This problem can be mitigated if a priori

knowledge (even if incomplete) of the regions of activation or their connectivity is

available. A compromise between confirmatory and exploratory approaches might

be more appropriate for brain connectivity analysis. The networks derived from the
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present method for silent reading was consistent with the literature, providing a par-

tial validation of the present approach, though a gold standard of the networks of the

tasks considered is unavailable.

2. Past studies that have investigated the neuroanatomical representation of En-

glish at the levels of orthography, phonology and semantics are reviewed and dis-

cussed. However, these neuroimaging studies do not describe how the identified brain

regions interact. The present method was applied on fMRI data collected in letter

searching task to introduced and discuss a plausible model explaining how these re-

gions are connected at the three subcomponents of language processing. FMRI data

was collected in a letter searching task, which was designed to have a cross com-

parison among reading of high frequency word (HFW), low frequency word (LFW),

legal non-word (LNW) and illegal non-word (INW), that will probably reveal the dif-

ferences between the three components of language processing. The neural systems

derived from these tasks by using the present method were compared and validated

with the existing literatures to finally conclude a possible general language system.

The proposed method of exploring global neural systems from functional imaging

data provides an alternate method to study brain function in terms of networks.

3. The method was extended to illustrate its application into brain lesion study

through connectivity analysis. The earlier methods of disconnectivity detection are

mostly based on comparing the activation patterns. However, there are diseases that

are due to disconnections. Author demonstrated how the networks derived from

patient and healthy participants using Bayesian network can be used to explore dis-

connectivities of brain disease. The basic idea is that since Bayesian networks can be

used to learn the brain structures from functional data, the networks derived from a
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patient and a normal control group doing the same tasks should show the differences

of connectivity if any. Hence the functional disorders could be diagnosed. This is a

holistic approach to disconnectivity analysis, which benefitted from the characteristic

of the complete statistical representation of brain function. The present approach

was demonstrated by applying the method on fMRI datasets collected in a count-

ing Stroop task. A brain disorder may due to just a weak connection instead of a

complete disconnection. Author extended his method by estimating the parameters

of connection for lesion study. The conditional probability that reveals how much a

region’s activation depends on the others can be computed, and used to represent the

strength of an interaction. The approach was demonstrated in a case study of stroke

patient.

6.2 Future Work

6.2.1 Improvements in Bayesian Networks on fMRI

The use of exploratory analysis of brain connectivity gives a new way of studying

brain function and disease. However, there are still some improvements could be

made to the present method employing Baysian networks.

As a matter of fact, results of the structure searching are not the same as from

different searching algorithms. MCMC algorithm was the one that gained the best

performance for these experiments. However, after searching, the MCMC algorithm

actually returns a sample of structures with scored values. Naturally, the structure

with the highest score was chosen. While this is not likely to be the unique choice,

sometimes structures with lower scores seem more reasonable with the anatomical
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constraints due to the local minima problem as mentioned in the discussion section

of Chapter 3. This is a tricky situation as the goal of the method is the exploratory

extraction of the structure from data, while results should not go too far from anatom-

ical constraints. This situation suggests that graphical models are more appropriate

for lesion study, since whatever structure returned, the destination is there to find the

connectivity distinct between patients and healthy controls doing the same tasks and

same initial conditions. The structures are supposed to be the same for all healthy

controls doing the same task, the difference in structures between patients and nor-

mals should show the root of the disorders. For more general structure learning from

fMRI data, searching algorithm and score functions should be improved to get more

affirmable results.

6.2.2 Study Neural Systems

The study of neural network and its interactions is important for relating cognitive

theories with brain operations. It is highly unlikely that psychological function is

modulated by a single brain construct. On the other hand, it is also unlikely that

a single brain region takes part in only one cognitive function. There may not be a

single brain area that represents �attention�for instance, but it is more likely that

numerous brain areas are involved, whose interactions represent attention operations.

The important point is that it may be possible for parts of the same anatomical

network to be involved in another function when the interactions change. These

notions about brain networks may suggest the reasons why some separate functions

cannot occur simultaneously on human beings, since certain brain area is not allowed

to effect in two different neural systems at the same time.
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Therefore, it is promising if distinct neural systems corresponding to separate

brain functions can be detected, which consists of remote or overlapping brain areas.

Using the Bayesian networks, the structures can be derived directly from fMRI data

scanned from any functional tasks. By studying the structures, a general outline of

different neural systems can be learned. So far a possible language network based on

the present method has been introduced. However this is far from enough, there are

still many other systems to be explored. Even the language network being proposed is

ground accepted, it was only representing a tiny aspect of the whole language system.

In future research, more fMRI experiments could be designed and performed for more

specific cognitive tasks. With the developing of the method, a general frame work

of introducing neural system could be built with the assists of other contributions in

this area.

6.2.3 Simulate Lesion Studies

Functional MRI is increasingly being introduced into clinical practice. Applying the

present techniques into lesion studies will lead to a new way of looking into the

abnormal brain. Mimicking abnormal neural systems will contribute to investigating

the pathological mechanism-underlying mental illness.

The implementation of Bayesian networks in brain disorder analysis has been

described in Chapter 5. As the fMRI scan of the patients will normally go with the

normal control groups, the idea that the learning results from a patients and a normal

control group doing the same tasks should show how the connectivity differs to each

other, is thus, feasible. Author will further interpret the abnormal behavior from

more particular brain diseases such as dyslexia. As mentioned before, in a structure
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each region is responsible for a specific function or behavior. The abnormality at a

structure as an event with a probability can be simulated; so that the probabilities

of activation of other structures can be predicted. The approach of mimicking lesion

study is not completed yet. We will continue this promising research and try to

achieve the goal of proposing this method as a general framework to analyze a wide

range of brain disorders.

6.2.4 Study Hypotheses Made in Brain Disorders

Although many efforts have been done, brain disorders such as dyslexia, Alzheimer’s

disease, Parkinson’s disease and schizophrenia still remain as hypotheses. The re-

search can be carried on to study these hypotheses by implementing graphical models

with fMRI data from patients.

Dyslexia is one of the main forms of reading disorders observed when the previously

competent reading activity of an adult is disrupted by brain injury or disease. The

functional disconnection of the left angular gyrus, which is involved in normal reading

task, has been found [102, 157]. Future research will be aimed to test this argument

by detecting the neural system involved in reading tasks. From this finding, it may

be possible to relate other seemingly disparate syndromes with the reading-related

problem, where the same part of brain area belonging to the corresponding neural

system is injured or disconnected.

6.2.5 Theoretical Work and Validation

Conditional probabilities used in Bayesian networks describe complete behavior of

the network, theoretically; covariances describe only second order behavior. Further
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investigation of advantages of graphical model implementation will be instructive to

the implementation of graphical model with functional imaging.

Independent cliques of probability densities to define independent neural systems

will be proposed, by decomposing (factoring) probability densities into marginal den-

sities. When there are many regions showing activities, some of them might be per-

forming the same function as independent neural systems. Doing independent clique

analysis will simplify the model and assist independent neural system analysis.
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