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Abstract 

Eight Central and Eastern European (CEE) countries joined the 

European Union (EU) in May 2004. After joining the EL), they are obliged 

to join the European Monetary Union (EMU) in the future when they meet 

the Maastricht Criteria (MC). Initially almost all these countries showed 

interest in joining the EMU as soon as possible. More recently, however, 

some of them have begun to envisage a somewhat longer process 

because it is not clear whether joining the EMU as soon as possible will 

benefit them the most. Therefore, when is the best time for the monetary 

integration of the CEE countries into the EMU is an interesting and 

relevant research topic, which is the focus of this thesis. 

This dissertation consists of three empirical studies that have 

implications for the accession of the CEE economies into the Eurozone. 

The first essay uses Johansen's multivariate co-integration method 

and the constrained error correction model to investigate the impact of 

real exchange rate volatility on the exports of three key CEE economies 

- Czech Republic, Hungary and Poland - to the Eurozone in both the 

long run and the short run. Our results indicate a significant negative 

effect of exchange rate volatility on exports from the CEE to the 

Eurozone. 

The second essay evaluates the impact of real exchange rate 

volatility on trade among CEE countries using the gravity model. We 

employ recently developed panel co-integration techniques for this 

problem. Our findings confirm a significant negative effect of exchange 

rate volatility on intra-CEE trade. 
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The third essay examines the impact of Eurozone shocks on the 

CEE economies and the role of real exchange rate as a shock absorber 

based on the structural vector auto-regression (VAR) model. Our 

analysis shows that the Eurozone shocks play a substantial role in 

driving the output fluctuations of the above three key CEE economies, 

and the adoption of the euro generally does not pose a substantial 

economic problem for them. 

Based on the above three essays, the benefits of joining the EMU 

for the CEE countries (especially for the three key CEE economies) are 

shown to be significant; while the costs of joining it are not obvious. 

Therefore, we conclude that these countries should devote more efforts 

to meet the Maastricht convergence criteria so that they can become 

member states of the EMU at an earlier date. 
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1. Introduction 

Eight Central and Eastern European (CEE) countries, the Czech 

Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, and 

Slovenia, joined the European Union (EU) in May 2004, after fifteen 

years of transition from central planning to market economies. They are 

also expected to join the European Monetary Union (EMU) and adopt the 

euro when they fulfill the Maastricht Criteria (MC). That is, unlike 

Denmark and the United Kingdom, they do not have the right to opt out of 

the single currency and have to be Member States of the Eurozone1 at 

some point in the future. However, as the Governing Council of the 

European Central Bank (ECB) noted in its "policy position of the 

Governing Council of the ECB on exchange rate issues relating to the 

acceding countries", there is no pre-set timetable for the adoption of the 

euro by these new EU Member States. Initially almost all these countries 

showed interest in joining the Eurozone as soon as possible. More 

recently, however, some of them have begun to envisage a somewhat 

longer process because it is not clear whether joining the Eurozone as 

soon as possible will benefit them the most. Therefore, when is the best 

time for the monetary integration of these Central and Eastern European 

countries (CEECs) into the Eurozone is an interesting and relevant topic. 

It is the focus of this dissertation. 

In this chapter, we first present some background information on 

1 The Eurozone (also known as Euro Area, Eurosystem or Euroland) is the subset of EU 

Member States which have adopted the euro, creating a currency union. 
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the EMU-accession procedure, including the European Exchange Rate 

Mechanism (ERM) and the Maastricht Criteria. Next we describe some 

of the most important macroeconomic indicators of the CEE economies, 

followed by a general discussion of the potential benefits and costs of 

entering a monetary union. Finally we introduce the three empirical 

studies that we conduct in this dissertation. 

1.1 The EMU-accession Procedure 

The Eurozone came into existence with the official launch of the euro 

on 1 January 1999. It included eleven EU Member States: Austria, 

Belgium, Finland, France (except Pacific territories), Germany, Ireland, 

Italy, Luxembourg, Netherlands, Portugal, and Spain. Later, Greece met 

the convergence criteria in 2000 and was admitted on 1 January 2001, 

bringing total Eurozone membership to its current level of twelve Member 

States, known as EU-12. 

Among the other thirteen countries of the European Union that have 

not yet adopted the euro (Denmark, Sweden, the United Kingdom, 

Cyprus, Malta and the eight CEE economies), Denmark and the United 

Kingdom got special derogations in the original Maastricht Treaty of the 

European Union. They are not legally required to join the Eurozone 

unless their governments decide otherwise, either by parliamentary vote 

or referendum. The other countries, including the eight CEE countries, 

are obliged to enter the EMU eventually. However, according to the 

general commitments in the pre-accession agreements signed by the 

new entrants with the European Commission, the CEE will not transfer 
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their monetary authority from the start but rather enter the Union as 

"Member States with derogation" to full EMU-membership. 

According to the ECB, monetary integration of CEE economies in 

the Eurozone should be a multilateral, successive and phased process, 

leading finally to their adoption of the euro. The Commission envisages a 

three-phased process: 

• The pre-accession phase, during which the accession nations 

shall fulfill the general EU membership criteria. In this phase, 

they keep their monetary sovereignty, but have to adopt the 

monetary and exchange rate policy-related provisions of the 

Acquis Communautaire as follows: 

• To treat their economic policies as a matter of common 

concern 

• To exclude all central bank credits to the government and 

guarantee an acceptable degree of central bank 

independence 

• To avoid excessive deficits 

• To regard the exchange rate policy as a matter of common 

interest 

• To submit regular convergence programmes 

• The accession phase, in which the accession countries are 

already in the EU but still outside of the Eurozone. In this phase, 

CEE countries lose to a considerable degree (but not yet fully) 

their monetary sovereignty. Exchange rates of the CEE 

countries are the major concern in this phase. In particular, 
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excessive exchange rate fluctuations or misalignments of their 

exchange rates would be regarded as inconsistent with the 

proper functioning of the single market and potentially harmful to 

other EU members. In addition, the economic policies of the 

CEE also become a matter of common concern and are subject 

to coordination and common surveillance procedures. In order to 

meet the Maastricht convergence criterion of exchange rate 

stability, as one of the preconditions for joining the Eurozone, 

the CEE also need to participate for at least two years in the 

ERM II, a specific system of a fixed, yet adjustable exchange 

rates that is designed for the so called pre-ins, EU member 

countries which are not yet ready for joining the Eurozone. The 

duration of the accession countries' stay in this phase could last 

for more than two years if it is considered appropriate for their 

economies or for the stability of the Euro area. 

• The actual euro phase, which starts when the CEE countries 

meet the required criteria for the joining in the Eurozone: to 

adopt the euro and to give up their own national currencies. 

From then on, the CEE countries will have equal rights and 

obligations in the conduct of the single European monetary 

policy as the other EU members of the Eurozone. It is important 

to note here that no additional transition-type requirements are 

to be applied for full EMU membership. Once a Member State 

adopts the euro, its National Central Bank (NCB) automatically 

becomes a part of the Eurozone. 
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Currently all the eight CEE countries have passed the first phase and 

stepped in the second phase. 

European Exchange Rate Mechanism 

The European Exchange Rate Mechanism (ERM) was introduced in 

March 1979 as part of the European Monetary System (EMS), to reduce 

exchange rate variability and achieve monetary stability in Europe, in 

preparation for the introduction of the euro. It is based on the concept of 

fixed currency exchange rate margins, but with exchange rates variable 

within those margins. Before the introduction of the euro, exchange rates 

were based on the European Currency Unit (ECU), whose value was 

determined as a weighted average of the participating currencies. 

In 1999, the ERM II replaced the original ERM, which is defined as 

the "Resolution of the European Council on the establishment of an 

exchange rate mechanism in the third stage of the EMU" (hereafter, the 

Resolution2). The main objective of the ERM II is to support a stable 

economic environment needed for the single market, in which real 

exchange rate misalignments and excessive nominal exchange rate 

fluctuations between the euro and other EU currencies must be avoided. 

In addition, the ERM II is also expected to provide Member States 

outside the Eurozone with a reference for their monetary policies, to 

facilitate real convergence so that they can adopt the euro eventually, 

2 Resolution of the European Council on the establishment of an exchange rate mechanism in 

the third stage of EMU, Amsterdam 16 June 1997 
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and to help protect participants from unwarranted pressures in foreign 

exchange markets. 

The main features of the ERM II include: (i) a central rate against 

the euro; (ii) a standard fluctuation band of ±15% around the central rate; 

(iii) obligatory interventions at the margins, which are in principle 

automatic and unlimited; and (iv) availability for very short-term financing. 

The Resolution emphasizes, however, that the ECB and the participating 

National Central Banks (NCBs) "could suspend intervention, if this were 

to conflict with their primary objective." Such a decision to suspend 

intervention would "take due account of all relevant factors and in 

particular of the need to maintain price stability and the credible 

functioning of the exchange rate mechanism." 

In addition to help the participating Member States orient their 

policies to stability and to foster convergence, as stated above, 

participation in ERM II also plays a role in the convergence criteria for 

joining the Eurozone, because participation in it for a period of at least 

two years without severe tensions and without devaluing (relative to the 

euro) at the country's own initiative is one of the pre-conditions to join the 

Euro area. These dual roles of the ERM II hence have implications for 

the exchange rate policies of acceding countries upon ERM II entry. 

As stated by European Commission, "in certain cases, staying 

outside the ERMII for some time (after accession) may be useful in light 

of large and volatile capital flows, large fiscal imbalances, and/or risks of 

large economic shocks" ("Acceding countries and ERMII ", a document 

prepared by the European Commission for the High Level Meeting in 
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Athens on 28 May 2003). Participation in the ERM II system is therefore 

voluntary, although the member countries are expected to join the 

Mechanism eventually. Whether it is preferable to enter into the ERM II 

system as soon as possible depends on a number of factors and is 

related to the specific situation of each individual country. 

Among the eight new CEECs, five of them have already become a 

full participant in the ERM II mechanism. The following table shows the 

dates when they enter: 

Date of entry J Country j Notes 

|p . Estonia had pegged its currency to the German] 
j Mark, and then the euro. 

The Lithuanian litas was pegged to the US dollar 
28 June 2004 Lithuania \until 2 February 2002, when it switched to a euro 

|_ __ [peg- ! 
The Slovenian tolar floats in a ±15% range) 
against the euro. (Since entering into ERM II it 
has floated in the range of ±1%) 

Latvia has a currency board arrangement whose | 
anchor switched from the SDR to the euro on 1 
Jan. 2005. The current lats fluctuation margin is 
±1% against the euro. 

Slovenia 

2 May 2005 | Latvia 

The koruna now floats in a ±15% against the: 
euro. 28 Nov. 2005 Slovakia 

Table 1-1 Entry of ERM II for Some CEE Countries 

The three largest countries, the Czech Republic, Hungary and 

Poland are still outside of the ERM II. Although they are expected to 

follow eventually, the exact times are still unclear. 

Maastricht Criteria (MC) 

To join in the Euro area currency union, the CEE countries have to 

fulfill the convergence criteria outlined in the Treaty of Maastricht. The 

four main criteria are shown in the following. 

7 
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• The Inflation Convergence Criterion - annual inflation (of CPI) 

rate not higher than the average inflation rate in 3 EU Member 

States with the lowest inflation + 1.5% points; 

• The Interest Rate Convergence Criterion - long-term interest 

rate (10 year government bond rate) not higher than the 

average interest rates in 3 EU member states with the lowest 

inflation +2% points; 

• The ERM Criterion - (against euro) for two years to remain 

within +/-15% of the pre-established central rate; 

• The Excessive Debt Criterion - fiscal deficit of general 

government not higher than 3% of GDP and public debt not 

higher than 60% of GDP; 

The rationale behind the Maastricht Criteria is that deficits have to 

be sustainable in order to avoid negative externalities to other Eurozone 

members and that inflation and exchange rate instability have negative 

effects on long-run growth. It seems that the CEE economies' chances of 

fulfilling the Maastricht Criteria depend less on capability than 

determination. If the candidates set their minds to it, these nominal 

barriers usually do not pose a significant problem to entry. The more 

frequently asked question is whether it is beneficial to enter EMU as 

quickly as possible. 

1.2 The Macroeconomic Situation of the CEE 

Economies 

After introducing the EMU accession procedure, in this section, we 

shall look at some of the most important macroeconomic indicators of the 

8 
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CEE economies, which give us the implications on how soon they are 

able to meet the convergence criteria. 

GDP Growth and Inflation Rate 

Even though the economies of the CEE countries have a painful 

transition period with a decline in output and employment in the 

beginning, they can be regarded as quite successful in the past 

seventeen years striving for market economies. That is, the current 

macroeconomic situation in most CEE economies is characterized by 

massive decelerations in inflation rates to single-digit values (see Figure 

1-1) and relatively robust GDP growth rate (see Figure 1-2), due to the 

fact that strong Foreign Direct Investments (FDI) and capital inflows are 

attracted with the low wages, the well-educated workforce, the good 

institutions, and the political stability. Figure 1-3 compares the GDP 

growth rate of the CEECs with the one of the EMU in the past three years, 

in which we can see clearly that the GDP growth rates of the CEE 

economies are growing much faster than the average of the EMU 

member countries. 

CEEC Inf la t ion Rates (1994-2005) 

80% 

60% 

40% 

20% 

0% 

-20% 
[994 1996 1998 2000 2002 2004 

•—Czech Rep. 

•—Estonia 

Hungary 

>* Latvia 

*—Lithuania 

•—Poland 

H—Slovakia 

— Slovenia 

Figure 1-1 CEEC Inflation Rates 
Source: International Financial Statistics 
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CEEC GDP Growth Rates (1994-2005) 

• Czech Rep. 
•—•—Estonia 

Hungary 
Latvia 

X Lithuania 
—•—Poland 
—I—Slovakia 

• Slovenia 

Figure 1-2 CEEC GDP Growth Rates 
Source: International Financial Statistics 

GDP Growth Rate 

12. 00% 

10. 00% 

8.00% 

6.00% 
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0.00% 

CZ ET HU LV LT PL SK SL EMU 

Figure 1-3 CEEC GDP Growth Rates Compared with the EMU 
Source: International Financial Statistics 

At the same time, despite the above good aspects, the GDP per 

Capita for most of the CEE countries are still way below those of the 

western EU Member States, ranging from 22.5% in Latvia to 57.6% in 

Slovenia in Year 2005, as can be derived from Figure 1-4. This was 

taken by the ECB Commission as a symptom of unfinished transition, 

which, in its view, warrants a considerable delay in EMU accession of 

these countries. In addition, although the inflation rates of the CEE 

countries are in the single-digit range, they are not very stable over the 

past three years (see Figure 1-5). This is partly attributable to the instable 

prices in fuel and other raw materials. The resource-limited CEE 

countries are heavily dependent upon them. 

10 
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GDP per C a p i t a (US $) 

CZ ET HU LV LT PL SK SL EMU 

Figure 1-4 CEEC GDP per Capita Compared with the EMU 
Source: International Financial Statistics 

Figure 1-5 CEEC Inflation Rates Compared with the EMU 
Source: International Financial Statistics and National Statistical Office 

Long-Term Interest Rate 

Concerning long-term interest rates, most CEE countries stand in the 

range of 3-4% at the end of Year 2005, which is quite similar to the value 

of the EMU Member States (on average about 3.4%), as can be seen 

from Figure 1-6. However, Hungary and Poland still have relatively high 

long-term interest rate, with Hungary above the second Maastricht 

criterion (i.e., not exceeding by more than 2 percentage points that of the 

three best performing EMU Member States) and Poland slightly lower 

than it. 
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Lone-Term Interest Rate (December 2005) 

8 r 

7 -

6 -

5 

0 

CZ ET HU LV LT PL SK SL 

Figure 1-6 CEEC Long-Term Interest Rate3 

Source: ECB and EU-Commission 

Exchange Rate Mechanism 

The exchange rate systems and the corresponding monetary policy 

regimes adopted are quite diverse across these countries. The monetary 

authority of every country has been always trying to evaluate and find out 

the best policy regime for its economy. 

In practice, exchange rate arrangements can seldom be subdivided 

into fully pegged or fully flexible regimes, but they cover a broad variety 

of "intermediate" regimes. The International Monetary Fund (IMF) 

classifications of the exchange rate arrangements, as issued by the IMF 

Annual Reports on Exchange Rate Arrangements and Exchange 

Restrictions, have provided a measure for the commitment by the 

monetary authorities in favor of specified exchange rate targets. In 

particular, the IMF classifies exchange rate arrangements into eight 

groups with a rising degree of exchange rate flexibility, as follows: 

1. Exchange rate arrangements with no separate legal tender 

2. Currency board arrangements 

Estonia does not have suitable government bonds on the financial market and the current 
indicator represents the interest rates on new Estonian Kroon-denominated loans to non-financial 
corporations and households with maturities over five years. 
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3. Other conventional fixed peg arrangements (within a band of 

most±1%) 

4. Pegged exchange rate arrangements within horizontal bands (at 

least ±1%) 

5. Crawling pegs (with small, pre-announced adjustment) 

6. Exchange rates with crawling bands 

7. Managed floating with no pre-announced path for the exchange 

rate 

8. Independent floating (market-determined exchange rate and 

independent monetary policy) 

These eight classifications are generally sub-divided into fixed 

exchange rate arrangements (1 and 2), intermediate exchange rate 

arrangements (3 to 6) and flexible exchange rate arrangements (7 and 8) 

(Fischer 2001). 

Even though their economic tasks and problems were similar to a 

substantial degree at the beginning of transition in the late 1980s and 

early 1990s, the CEE countries have chosen different exchange rate 

regimes to deal with them. Following the liberalization of wages, prices 

and external trade, a sharp depreciation (overshooting) of the exchange 

rate has taken place subsequently in many countries. In order to control 

inflation when facing the insufficiently developed indirect macroeconomic 

policy instruments (i.e., the indirect monetary policy tools such as open 

market operations, refinancing, and reserve requirements for commercial 

banks), a number of CEE countries prefer to anchor their currencies with 

a fixed exchange rate regime. Only few of them, setting out from a 

13 
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position closer to perceived macroeconomic equilibrium, opted for more 

flexible arrangements. Such exchange rate-based stabilization has 

played a positive role in restoring the domestic equilibrium to some 

extent, though in some cases at the cost of widening current account 

imbalances. Further down the line, a number of countries chose or were 

forced to abandon their fixed regimes. Table 1-2 shows the evolution of 

the exchange rate arrangements from Year 1990 to Year 2004. 

90 91 92 93 94 95 96 97 98 99 00 01 02 03 04 
Czech 3 3 3 3 3 3 6 7 7 7 7 7 7 7 7 
Rep. 

Estonia N.A. N.A. 2 2 2 2 2 2 2 2 2 2 2 2 2 
Hungary 3 3 3 3 3 6 6 6 6 6 6 4 4 4 4 

Latvia N.A. N.A. 8 8 3 3 3 3 3 3 3 3 3 3 3 
Lithuania N.A. N.A. 8 8 2 2 2 2 2 2 2 2 2 2 2 

Poland 3 5 5 5 5 6 6 6 6 6 8 8 8 8 8 
Slovakia 3 3 3 3 3 3 6 6 7 7 7 7 7 7 7 
Slovenia N.A. N.A. 7 7 7 7 7 7 7 7 7 7 7 7 4 

Table 1-2 Evolution of Exchange Rate Arrangements in CEECs 
Source: IMF (various issues) 

The current exchange rate arrangements of the CEECs are 

summarized in the Table below. 

Country Currency Monetary policy 

Czech Koruna 
Republic 
Estonia Kroon 

Hungary Forint 

Latvia Lats 

Lithuania Litas 

Poland Zloty 

Features 

Target: 3%, with + 1 tolerance band 
Managed float exchange rate 
Participates in ERM II since 28 June 2004 
with ±15% fluctuation band. 
Continues with its currency board 
arrangement as a unilateral commitment 
Exchange rate target: peg to the euro with 
±15% fluctuation band. Inflation target: 4% 
(±1p.pt.) by end-2005, 3.5% (±1 p.pt.) by 
end-2006, and 3% (±1 p.pt.) medium term 
target from 2007 
Participates in ERM II since 2 May 2005with 
a ±15% fluctuation band. 
Continues with a fluctuation band of ±1% as 
a unilateral commitment. 
Participates in ERM II since 28 June 2004 
with ±15 fluctuation band. 
Continues with its currency board 
arrangement as a unilateral commitment 

Inflation target: 2.5% ±1 percentage point 
(12-month increase in the CPI) as from 2004. 
Free float exchange rate. 

Inflation targeting 

Exchange rate 
targeting 

Combined exchange 
rate and inflation 
targeting 

Exchange rate 
targeting 

Exchange rate 
targeting 

Inflation targeting 
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Slovakia Koruna Inflation targeting in the Inflation objective: short-term inflation target 
conditions of ERM II set at 3.5%±0.5 p.p. at end-2005. The 

inflation target for the period 2006-2008 is 
set below 2.5% for end-2006 and below 2% 
at end-2007 and at end-2008. 
Participates in ERM II since 25 November 
2005 with ±15% fluctuation band. 

Slovenia Tola Two-pillar strategy Participates in ERM II since 28 June 2004 
monitoring monetary, with ±15% fluctuation band, 
real, external and 
financial indicators of 
macroeconomic 
conditions 

Table 1-3 Current Exchange Rate Regimes of the CEECs 

Looking at the evolution of the exchange rate arrangements in the 

eight CEE countries, we can see a clear trend towards the corners of 

fixed and flexible options emerges. At the same time, as is shown in 

Table 1-3, this change has been asymmetric. The range of exchange rate 

regimes in the history covered the whole spectrum of possibilities from 

free floating to currency board arrangements. In most countries, 

exchange rate policy has been determined by the double objectives of 

exchange rate stability and external competitiveness and, more generally, 

by the need to strengthen the credibility of macroeconomic policies. 

Currently, the exchange rate regimes still vary for the three CEECs that 

are outside of ERM II. Different monetary policies are employed to suit 

their own needs. 

Government Budget Deficit and Gross Debt 

Regarding the fiscal criteria, as can be observed from Figure 1-7, the 

budget deficit varies significantly across countries, with the CEE 

ERM-insiders having fiscal deficits of below 3% of GDP ( Estonia even a 

surplus), while the Czech Republic, Hungary and Poland have fiscal 

deficits above the threshold. In principle, a modest budget deficit or 

surplus can be achieved with a model featuring a high ratio of state 
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spending or with a liberal model. Which model should be used, however, 

depends partially on the GDP per capita for the country. If Czech 

Republic, Hungary and Poland wish to avoid structural deficits of over 

3% of GDP, they may need to move forward with further fiscal reforms. 

These countries, however, do not seem to move as quickly as possible, 

which shows that they are probably still in the hesitant mood to join the 

EMU. As for the government debt to GDP ratio, all the CEE countries are 

below 60% of GDP in the past three years (see Figure 1-8), which 

conforms to the fourth convergence criterion. 

General Government Budget Balance (.% of GDP) 

Figure 1-7 CEEC Government Budget Deficit 
Source: National Statistical Offices and EU-Commission 

Figure 1-8 CEEC Government Gross Debt 
Source: National Statistical Offices and EU-Commission 

16 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



In addition to the macroeconomic indicators outlined in the 

Maastricht criteria, we discuss some other important factors in the 

following paragraphs. 

Trade and Financial Integration with the EMU 

Total of Exports and Imports as % of GDP 
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Figure 1-9 The Degree of Openness for the CEE Countries 
Source: International Financial Statistics 

With the partial exception of Poland, the CEE countries are small 

and highly open economies, as can be observed from Figure 1-9. We 

can also see that the degree of openness is gradually increasing in the 

past three years for most of the CEECs. 
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Figure 1-10 Share of Trade Flows with the Eurozone as a Percentage of Total Trade 
Flows (Imports+Exports) 
Source: Bussiere et al. (2005) 

From Figure 1-10, it can be observed that the Eurozone represents 
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the most important trading partner for the CEE countries. In the case of 

the Czech Republic, Hungary, Poland, Slovakia and Slovenia, for 

instance, trade with the Eurozone amounts to nearly 60% of their total 

trade in recent years. This trade integration trend is expected to continue 

in the future. 

As for capital flows, almost all CEE countries have experienced large 

and increasing inflows in recent years, in which the largest component is 

foreign direct investment. The FDI, mostly from the EMU member states, 

has accounted for approximately two-thirds of all capital flows to these 

countries. As a consequence, cross-border ownership has increased 

substantially both in the real sector and in the financial sector. Another 

basic feature of the CEE countries' financial markets is the dominance of 

the banking sector over capital markets. One other noticeable 

characteristic of financial systems in the CEE countries is substantial 

foreign ownership, which can be observed in all market segments. 

Labour Market 

Figure 1-11 CEEC Unemployment Rates 
Source: National Statistical Office and EU-Commission 

Labour markets throughout the CEE countries have been gradually 
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improving over the past three years (except for Hungary), as can be 

observed from Figure 1-11. The unemployment rate in Poland and 

Slovakia is much higher than the rest of the CEE countries. Except them, 

the unemployment rates ranges from 7.2% in Hungary to 10.2% in 

Slovenia in Year 2005, which is close to the average rate of the EMU 

(approximately 7.5%). The flexibility of labour markets is quite difficult to 

assess and quantify, however, the degree of labour turnover and the 

strictness of the employment protection legislation in place have shed 

more positive light on the situation (See Fidrmuc (2002)). In addition, 

there has also been a rapid wage growth in the CEE countries, which 

may threaten their ability to compete with other places (e.g., China and 

India) for FDI. However, the increasing productivity has helped them to 

maintain regional competitiveness so far. 

All in all, the CEE economies display some commonalities with the 

Eurozone that may bode well for future monetary integration. On their 

way to fulfill the convergence criteria, however, benefit-cost analysis is 

needed for these economies to decide whether or not to hasten their 

steps. Without a formal opt-out provision, the CEE countries (especially 

the three ERM-outsiders) may prefer to stay out of the EMU by following 

the Swedish example which fails to fulfil all Maastricht criteria 

deliberately, as some say. Therefore, in the next section we discuss the 

potential benefits and costs of joining a monetary union. 

1.3 Potential Benefits and Costs of a Monetary Union 

There are a number of potential benefits and costs when joining a 

monetary union, as discussed in this section. 
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Potential Benefits 

One of the most cited benefits of the single currency area is the 

elimination of transaction costs incurred by enterprises and households, 

who do not have to convert their domestic currencies into each other any 

more. There are mainly two kinds of transaction costs. 

• Financial costs like the bid-ask spreads, fees accompanying 

foreign exchange operations and costs of hedging against 

exchange rate risk. O'Shea and Keane (1999) found that these 

direct savings in transaction costs could amount to as much as 0.5 

percent of EU GDP. It should be noted that these benefits may not 

be fully realized as long as national currencies circulate along the 

single currency. 

• Administrative costs incurred by companies as a result of 

committing resources to activities related to foreign exchange 

operations. Such activities usually cost more for small and 

medium-sized enterprises than for international corporations 

(European Commission 1990). 

It should be noted that the openness of an economy is one of the 

primary factors affecting the transaction costs. A more open economy 

(towards other currency union members) usually benefits more from the 

elimination of transaction costs than the less open one. In addition, how 

effectively the labor and capital resources are relocated to conduct 

foreign exchange operations, significantly affects the benefits brought by 

the elimination of transaction costs. 

Another potential benefit of the single currency area is the elimination 

20 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



of exchange rate risk. Such risk may lead to a decrease in the value of 

assets or an increase in the value of liabilities denominated in domestic 

currency as compared with its expected value, due to the unexpected 

fluctuations in the exchange rate. A stable exchange rate removes the 

uncertainty for the exporters and importers and hence generally results in 

foreign trade expansion. Elimination of exchange rate risk also reduces 

the investment risk from the foreign countries and hence may encourage 

foreign direct investment inflow. In addition, relinquishing the domestic 

currency usually decreases domestic interest rate because of the 

elimination of the currency risk premium. As a consequence, it may also 

lead to increasing domestic investment due to the decreased capital cost. 

Moreover, a stable exchange rate can help to stabilize the overall price 

level (based on the Commission's macroeconomic model) and thus 

makes investment decisions more accurate and capital allocation more 

efficient. 

A monetary union may also lead to an enhancement of policy 

discipline. That is, a country may reap the benefits of a credible 

anti-inflation policy after adopting a common currency (Bean (1992)). 

This reduction of inflation can thus lead to an improvement of economic 

performance. 

Potential Costs 

It is obvious that the most significant cost of the adoption of the euro 

is the loss of independent monetary policy to respond to region-specific 

macroeconomic disturbances (Obstfeld and Rogoff (1996)). National 

currency can be helpful in conducting domestic economic policy 
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according to its own need, but with the entry into a currency union, 

individual governments lose the authority to revise its exchange rate and 

interest rate for national economic adjustment. Monetary policy in a 

monetary union is agreed upon by all Member States and has to be a 

compromise between the needs of all countries. In other words, 

monetary policy fully designed for domestic needs of one country will not 

be endorsed by others. This is especially a problem for the CEE 

economies as their small sizes limit their impact on the set-up of the 

monetary policy of the entire union. One of the most severe problems 

brought by the loss of independent monetary policy will be the lack of 

instruments when facing asymmetric shocks. 

From a political point of view, the entry into a monetary union may 

also affect the national security of a country in extreme cases such as 

wars because it does not have the option to use inflation to reduce the 

real burden of public debt. Glasner commented that "governments most 

likely to relinquish control over the creation of money are ones with no 

defense responsibilities". This can be regarded as a special aspect of 

sovereignty loss. 

Finally, another minor cost when entering a monetary union is the 

loss of the taxable currency conversion income to the banking system of 

the country. 

1.4 Objectives and Contributions of the Thesis 

Given the above potential benefits and costs for a monetary union in 

the general case, in this dissertation, we focus on the specific case of the 

CEE countries, intending to study to what extent will entering the EMU be 
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beneficial or harmful for them from various aspects. The objectives and 

contributions of the three empirical studies conducted in this dissertation 

are shown as follows. 

The objective of the first essay (presented in Chapter 2) is to 

investigate the impact of the real exchange rate volatility on the exports 

of the three key CEE economies (Czech Republic, Hungary and Poland) 

to the Eurozone. This issue is of particular interest because these 

countries still stay outside of the ERM II after joining the EU in May 2004. 

By joining EMU, these CEE countries would escape exchange rate 

volatility on trade with the Euro zone. If exchange rate volatility were to 

impede export flows, commonly perceived as the engine of economic 

growth in developing countries, their motivations for adopting the euro 

and hence for making a greater effort to meet the Maastricht 

convergence criteria should increase. 

This empirical study contributes to the literature in several aspects. 

First, despite the rising concern of exchange rate regime and the future 

EMU membership, the impact of exchange rate volatility on the exports, 

which has attracted the interests of researchers and policy makers since 

early 1970s, has rarely been studied for these CEE countries. To the best 

of our knowledge, this essay is the first complete study to tackle the 

effects of exchange rate volatility vis-a-vis euro on bilateral trade 

between CEE countries and the Eurozone. Second, given the obvious 

non-stationarity of the data, we use Johansen's multivariate procedure to 

obtain the estimates of the co-integration relationships and the 

constrained error correction model (general to specific) to obtain the 
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estimates of the short-run dynamics. Third, most previous studies have 

presumed (either explicitly or implicitly) that the co-integration 

relationship is stable, which may not be the case in practice. That is, 

there is no reason to believe a priori that the relative importance of 

factors influencing the relationship between real exports and their 

determinants has remained unchanged. According to Haug and Lucas 

(1996), credible evidence of such a relationship should be ascertained, 

not only by testing for statistical cointegration, but also by investigating 

whether the cointegrating relationship has been structurally stable over 

the sample period. For this purpose, several tests proposed by Hansen 

(1992b) are employed, which provide new evidence on the stability of the 

cointegrating relationship. Last, but not least, the conditional variances of 

exchange rate measures (GARCH model) have been used to calculate 

the proxy of exchange rate volatility. 

Our results indicate that great exchange rate volatility has 

significantly reduced the volume of exports for the economies concerned. 

Therefore, we can conclude that the elimination of real exchange rate 

volatility vis-a-vis euro associated with the prospective EMU membership 

will lead to a rise in the CEE countries' exports to the Eurozone, which is 

beneficial for these CEE countries. 

As entering the Eurozone eliminates not only the exchange rate 

volatility between the CEE countries and the Eurozone, but also the one 

among CEE countries themselves, it is also interesting to investigate the 

impact of exchange rate volatility on the intra-CEE trade, which is the 

focus of our second essay (presented in Chapter 3). The classical gravity 
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model is utilized to study the relationship of the eight CEE economies for 

the quarterly period from 1995 to 2005. Unlike many other studies that 

assume the stationarity of the panel data, the recently developed panel 

unit root tests and panel cointegration tests are used to detect whether 

the panel data are stationary and whether there is long run relationship 

between these non-stationary data. We then apply dynamic OLS 

methodology in our study to estimate the parameter in the gravity model. 

Our results indicate that the exchange rate volatility exerts a significant 

negative effect upon bilateral trade among these CEE countries. This 

means that the future prospective membership of EMU also increases 

the trade volume among the CEE countries, in addition to increasing 

trade between the CEE countries and the Eurozone, as the first essay 

indicates. 

Different from the above two essays discussing joining the EMU 

from the potential benefit perspective, in Chapter 4, our third essay 

examines the euro adoption problem from the cost perspective. 

According to the Optimum Currency Area (OCA ) theory, joining a 

monetary union results in the loss of independent monetary policy and 

hence the loss of a flexible exchange rate acting as an asymmetric shock 

absorber for an acceding country. Therefore, we are interested in finding 

out whether the exchange rate actually serves as a significant shock 

absorber for the CEE economies. Our analysis is based on the 

well-known structural vector auto-regression (VAR) models. As opposed 

to others, however, in our VAR model, we not only analyze the 

contribution of different sources to the fluctuations of real exchange rate, 
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but also try to figure out the importance of the Eurozone shocks on these 

CEE economies. We include four variables in our model: the EU growth 

rate, the CEE growth rate, the CEE inflation rate and the CEE exchange 

rates vis-a-vis euro. Finally, we derive our long-run restrictions from the 

AS-AD model and embed it in the structural VAR framework. Our results 

show that the Eurozone shocks play a substantial role in driving the 

output fluctuations of the three CEE ERM-outsiders, and the adoption of 

euro generally does not pose substantial economic problems for them. 
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2. Essay I: Exchange Rate Volatility and 

Exports from CEE Economies to the 

Eurozone: Evidence from the Error 

Correction Model 

2.1 Overview 

Since the breakdown of the Bretton-Wood agreement in 1973, most 

trading nations have abandoned fixed exchange rate regimes and have 

adopted various forms of flexible exchange rate arrangements. This 

transition has caused an extensive debate over the exchange rate 

volatility and its impact on international trade, which seems to be one of 

the major dilemmas in international economics and has been the subject 

of numerous studies. The theoretical literature on this issue indicates that 

there is no clear-cut relationship between exchange rate volatility and 

trade flows. The presumption that trade is adversely affected by 

exchange rate volatility depends on a number of assumptions and does 

not necessarily hold in all cases. Therefore, it is important to investigate 

the relationship between exchange rate volatility and trade flows 

empirically. 

The impacts of exchange rate volatility on trade are of particular 

interests for the three key CEE countries (i.e., Hungary, Czech Republic 

and Poland), because these countries still stay outside of the ERM II 

after joining the EU in May 2004. As introduced in the last chapter, joining 
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the EU means they have to adopt the euro at some time in the future. 

The fundamental question is when is the best time to take this move, 

which has been discussed a lot both by the academia and the 

policy-makers in recent years. By joining EMU, these CEE countries 

would escape exchange-rate volatility on trade with the Euro zone. If 

exchange rate volatility were to hinder export flows, commonly perceived 

as the engine of economic growth in developing countries, their 

motivations for adopting the euro and hence for making a greater effort to 

meet the Maastricht convergence criteria should increase considerably. 

Despite the rising concern, however, the impact of exchange rate 

volatility on exports for the CEE countries has rarely been studied. To the 

best of our knowledge, this is the first study to address the effects of 

exchange rate volatility vis-a-vis euro on bilateral trade between CEE 

countries and the Eurozone. 

2.2 Literature Review 

McKenzie (1999) surveyed both the theoretical and the empirical 

studies in the literature that were dedicated to the relationship between 

exchange rate volatility and trade flows. In this section, we present some 

examples to illustrate the mixed characteristic of the research on this 

topic. 

2.2.1 The Theoretical Literature 

Theory does not give us unambiguous answers for the effects of the 

exchange rate volatility on trade flows. 

The traditional trade models assume that risk-averse exporters 

would reduce their output when faced with an increase in exchange rate 
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volatility brought by the move to floating exchange rate mechanisms. 

Even when the traders are able to avoid foreign exchange risk, the 

higher costs associated with it may have the same effect as an increase 

in tariffs, i.e., might reduce international trade. In this view, the exchange 

rate volatility is defined as a risk for international trade. Such adverse 

effects from exchange rate volatility have been the driving force for the 

monetary unification in Europe. Similarly, this kind of effect also provides 

motivations for currency market intervention by central banks (Klaassen 

2002). 

In his well-known article in this area, Clark (1973) put forward the 

following assumptions: the firm is perfectly competitive, producing output 

only for the foreign market; inputs are all from domestic markets; the 

foreign price for the exports is fixed; payments for the exports are in 

foreign currency; the only available forward contract is shorter than the 

trade contract and the firm's decision whether or not to engage in 

international trade depends on its assessment of the long-term prospects 

for profit. Therefore, greater variation in profits forces the risk-averse 

exporters to charge a higher price for every unit of output, hence 

reducing the volume of international trade. Clark emphasized that the 

role of perfect forward markets could alleviate the effect of variations in 

profits, but they would not eliminate the exposure to the risk of the 

exporting firms. 

Either (1973) investigated the effect of forward exchange rate on 

international trade. He calculated the exchange rate uncertainty as the 

standard deviation of the spot exchange rate and modeled the decision 
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of risk-averse importers on the basis of both the volume of the goods to 

be imported and the amount of forward exchange rate cover. He found 

that if firms know how their revenues depend on the future exchange 

rates, the exchange rate uncertainty affects only the degree of forward 

cover, not the level of trade. However, he argued that it is unlikely that a 

firm possesses profit information, so the level of trade responds 

adversely to the exchange rate volatility. 

Baron (1976) showed that, irrespective of whether invoicing is done 

in the exporter's or importer's currency, the exporter's exchange risk is 

unavoidable and therefore affects the volume of trade. The exporter is 

supposed to be in an oligopolistic market, selling goods abroad only. He 

also assumed that the import price for the transaction is pre-established 

over a period of time. The actual trade occurs in the future according to 

the "effective price" to the importer. If the sale is invoiced in the exporter's 

currency, the effective price is the price converted with the spot 

exchange rate when the transaction occurs. This leads to uncertain 

quantity demand for the exporter since the effective price is unknown 

until the actual transaction. Because of this, both revenues and costs 

become uncertain. On the other hand, if exports are invoiced in the 

importer's currency, the effective price is simply the trading price. 

Therefore, there is no uncertainty about quantity demand from the 

importer. However, the exporter faces risk in converting the sale to 

domestic currency, since the exchange rate at time of price-setting may 

differ from that at time of sale. Hence, total revenues at time of sale must 

be converted to the exporter's currency at an unknown spot exchange 
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rate. The profits become random and uncertain again. It is shown that 

with risk-aversion and freely floating exchange rates, the total value of 

exports and the expected profit are lower when compared to a fixed 

exchange rate regime. 

In order to examine the theoretical impacts of exchange rate volatility 

on trade flows and import and export prices, Hooper and Kohlagen (1978) 

developed a complicated model of market equilibrium from traded goods. 

In this model, the importers, who utilize the imports for domestic final 

goods production, analyze their demand for output and order imports of 

intermediate inputs. Next, they receive and pay for the imports, thereafter 

producing and receiving payment for their output. A portion of the 

contract is denominated in the exporter's currency and the other part in 

the importer's currency such that risk-bearing is shared; Foreign 

exchange rate uncertainty is specified as the variance of the future spot 

exchange rate and is considered as the only risk. The model also allows 

for differences in risk preferences or risk bearing between importers and 

exporters. Hooper and Kohlagen argued that if traders are risk-averse, 

higher exchange rate volatility leads to higher cost for risk-averse traders 

and to less foreign trade. This is because the exchange rate is agreed 

upon at the time of trade contracts, but payment is not made until the 

future delivery actually takes place. Exporters are regarded as 

risk-averse agents and unable to hedge against exchange risk due to the 

cost considerations. However, they found that an increase in exchange 

rate volatility has an uncertain effect on price, depending upon who are 

bearing the risk. If importers bear the risk, the price will fall as import 
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demand falls, whereas if exporters bear the risk, the price will increase 

as exporters charge an increasingly higher risk premium. 

Akhtar and Hilton (1984) argued that exchange rate volatility affects 

trade flows through two different channels. The first one is a direct 

channel effect in which the volume of goods is affected by prices and 

profits that are not precisely determined due to the exchange rate 

uncertainty. Suppose that the exchange risk cannot be perfectly hedged 

by the forward market and that the product price is denominated in 

foreign currency term; the firm would prefer a domestic product over to 

an import. Under the same circumstances, the exchange rate risk could 

adversely affect export volume. Suppose that the product price is quoted 

in domestic currency terms; then foreign suppliers will bear exchange 

rate risk of converting receipts from the importers' currency to their own. 

In order to compensate for the risk, foreign suppliers may impose a 

premium in the form of a higher sales price. Importers will reduce their 

import volume corresponding to higher price. The second channel that 

Akhtar and Hilton pointed out explains the less straightforward ways that 

uncertainty may affect trade. Most of these indirect effects stem from 

decisions, which affect trade flows over a longer period. Beyond the 

contract period, the ability of a firm to anticipate its future income stream 

could be impaired by doing business with foreign sellers and buyers 

rather than the available domestic ones. If it is costly to change, the 

buyers will refrain from switching between domestic and foreign 

producers to avoid incurring adjustment expenses. Under these 

conditions, international trade could be discouraged. 

32 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



The early work primarily showed significant negative impacts of the 

exchange rate variability on exports. However, starting from the late 

1980's, the research community started to look for theoretical models 

with non-negative effects of the exchange rate variability on exports, as 

shown in the following paragraphs. 

Giovannini (1988) developed a partial equilibrium model of the 

determination of domestic and export prices by a monopolistic 

competitive firm. He assumed that firms must commit to prices at the 

beginning of every period and that production changes to meet the 

demand. The main focus of this work is the choice of currency in which to 

invoice exports. His model proposes that when export prices are set in 

foreign currency, increasing exchange rate risk leaves domestic and 

export prices unaffected; when export prices are set in domestic currency, 

increasing exchange rate risk has in general ambiguous effects on the 

level of domestic and export prices; when both demand and cost 

functions are linear, increasing exchange rate risk lowers export prices 

quoted in foreign currency. The proposition indicates that when financial 

markets are perfect and goods markets are imperfect, increases in 

exchange rate volatility do not necessarily lead firms to restrict supply. 

He suggested that firms can insulate expected profits from export 

fluctuations and face only uncertainty in unit revenues by charging export 

prices in foreign currency. 

De Grauwe (1988) showed that effects of the exchange rate 

uncertainty on exports depend on the degree of risk aversion. If 

producers exhibit only a slight degree of risk aversion, they will produce 
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less for export as the higher exchange rate risk reduces the expected 

marginal utility of export revenues. However, if producers are extremely 

risk averse, they will worry about the worst possible outcome. Then an 

increase in exchange rate risk will raise expected marginal utility of 

export revenues as producers will want to export more to avoid a severe 

decline in their revenues. These results are based on the fact that the 

total effect of an increase in risk consists of a substitution and an income 

effect. The substitution effect makes firms move away from risky 

activities. An income effect, however, leads firms to increase their export 

activities to compensate for the decline in expected revenues. For large 

value of risk aversion, the income effect dominates the substitution effect, 

and greater exchange rate risk thus leads to increase in export. The 

theoretical study in the literature showed mixed results regarding the 

effect of exchange rate risk on trade flows. 

Franke (1991) developed a model to analyze the direct effects of 

exchange rate volatility on the export strategy of a firm in an 

inter-temporal infinite horizon setting. The export strategy is associated 

with transaction costs. The entry (exit) costs associated with entering 

(abandoning) a foreign market are evaluated against profits (losses) 

created by exports by a firm. There are a variety of behavioral 

assumptions, such as the firm is risk-neutral operating in a monopolistic 

competition framework, and maximizes the net present value of expected 

cash flows from exports, which is an increasing function of the real 

exchange rate; the uncertainty is modeled by the real exchange rate, 

which is assumed to follow a mean-reverting process. A weaker (stronger) 
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exchange rate increases (decreases) both the cash flows from exporting 

and entry and exit costs. The latter are assumed to be a concave 

function of the exchange rate. If the exchange rate volatility causes 

expected cash flow from exporting to grow faster than expected entry 

and exit costs, then the value of the option to export will increase. This 

will be the case if cash flow is convex in the exchange rate. Then it is 

possible that any given firm would, on average, enter sooner and exit 

later when there is a rise in exchange rate volatility, thus increasing the 

average number of trading firms. 

Sercu (1992) explored the same problem in a very different setting. 

He argued that friction here is brought about not by entry and exit costs, 

as stated in Franke's paper, but by standard duties and /or transportation 

costs. Additionally, a short-term "market period" perspective is adapted 

as risk-neutral firms produce in the current period for sales in the next 

period. Firms start producing at time zero for sales at time one, and may 

end up import-competing, exporting, or not trading at all depending on 

the end of period exchange rate. Sercu (1992) showed that under perfect 

competition and under complete monopoly an increase in exchange rate 

volatility has similar effects on prices and production as decreased tariffs. 

Sercu and Vanhulle (1992) analyzed the behavior of an existing 

exporter who has incurred sunk costs to enter the market. Exchange rate 

is assumed to follow a random walk. When the exchange rate drops, 

firms can either exit the market without any prospect of re-entry or they 

can suspend trade temporarily (incurring costs if they invoke this option). 

The results showed that increase in exchange risk would raise the value 
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of the exporting firm in this work. 

Viaene and de Vires (1992) provided a theoretical explanation for the 

empirical anomalies regarding the relationship between the volume of 

trade and exchange rate volatility, both with and without well developed 

forward markets. Under a partial equilibrium framework, they showed 

that in the absence of forward market, an increase in exchange rate 

volatility reduces both imports and exports. When a forward market was 

incorporated into the equations of this model, the effects of a change in 

exchange rate volatility on imports and exports are opposite the each 

other. The intuition behind these opposing effects is that exporters and 

importers are on opposite sides of the forward markets, depending on 

the net currency position of a country. 

Delias and Zilberfarb (1993) modeled the uncertain nature of the 

impact of exchange rate risk by using an asset portfolio model. Their 

definition of volatility differs from most of the other studies where the 

volatility is described as the variance of the exchange rate. The others 

specify unanticipated fluctuations in the exchange rate as constituting 

risk. The asset in their model is a nominal unhedged trade contract, 

which contains a risk element in the form of an exposure to changes in 

the exchange rate. The authors examined a single individual who 

consumes as well as imports and exports both available goods. Their 

results indicated that an increase in the risk of the return on these assets 

may increase or decrease investment depending on the nature of the risk 

aversion parameter assumed. If a convex function is assumed, then an 

increase in risk causes the level of exports to rise, if concavity is 
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assumed, the reverse is true. Their results are robust to the presence of 

a forward market with non zero transaction costs and the introduction of 

production. 

Barkoulas et al. (2002) developed a simple signal extraction 

framework to investigate the effects of exchange rate uncertainty on the 

volume and volatility of trade flows. This framework identifies the effects 

of three different sources of exchange rate uncertainty, which are 

associated respectively with general microstructure shocks, the behavior 

of exchange rate fundamentals, and the signaling process of future 

policy innovations. They showed that the variance of the general 

microstructure shock in the exchange rate process negatively affects 

both the level of trade and the variability of trade flows. However, the 

variances of exchange rate fundamentals and the noise of the signal of 

future policy innovations have a positive and negative effect on the 

variability of trade flows respectively. 

Sercu and Uppal (2003) developed a model of a stochastic 

general-equilibrium economy with international commodity markets that 

are partially segmented due to shipping costs. In contrast to existing 

work on the effects of exchange rate volatility on trade, the exchange rate 

is determined endogenously in their model in a complete financial market. 

They showed it is possible to have a negative or a positive effect of the 

exchange rate volatility on international trade. If the source of increase in 

exchange rate volatility is due to an increase in the volatility of the 

endowment process, then trade will increase with a rise in exchange rate 

volatility. But, if the increase in the exchange rate volatility is due to an 
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increase in the degree of segmentation of commodity markets, then trade 

will fall with a rise in exchange rate volatility. 

In sum, from the above literature review, we can observe that: (1) an 

increase in risk does not necessarily lead to a reduction in the risky 

activity; (2) the availability of hedging techniques makes it possible for 

traders to avoid most exchange risk at little cost; (3) exchange rate 

volatility may actually offset some other forms of business risk; and (4) 

exchange rate volatility can create profitable trading and investment 

opportunities. As a result, we can conclude that an unambiguous 

relationship between exchange rate uncertainty and trade does not exist. 

The relationship between uncertainty and exports seems to be quite 

sensitive to the assumptions of the particular model. Therefore, it is 

necessary to conduct empirical study on this issue. 

2.2.2 The Empirical Literature 

The results of the empirical research on the relationship between 

exchange rate volatility and exports are rather diverse. Some of them 

found significant negative impacts of exchange rate volatility on exports; 

some others discovered significant positive effects, where there were 

also certain research results showing insignificant relationship between 

the two terms. 

One of the earlier empirical studies by Hooper and Kohlhagen (1978) 

yielded conflicting results on the effect of exchange rate volatility on trade. 

They examined the effects of exchange rate volatility on trade flows and 

export prices from 1965 to 1975. Their regression analysis covered the 
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bilateral trade of Germany and the United States with other industrial 

countries, and they used mean weekly absolute differences between 

current spot exchange rates and past forward rates to represent nominal 

exchange rate volatility. They found no significant impact on the volume 

of trade. 

Akhtar and Hilton (1984) provided the first empirical evidence that 

supported the negative hypothesis. They studied the effect of exchange 

rate volatility on trade volume between the United States and West 

Germany between 1973 and 1983. They concluded that exchange rate 

uncertainty, as measured by the standard deviation of effective exchange 

rates, had significant negative impact on the imports and exports of the 

two countries. 

Thursby and Thursby (1987) found that exchange rate risk had 

negative effects on trade performance for 15 out of 17 countries over the 

period 1974-82. The effect was statistically significant for ten of those 

countries. The measure of variability they used was the variance of the 

spot exchange rate around its predicted trend. These scholars used both 

nominal and real exchange rates to estimate the equation. By estimating 

a gravity type bilateral trade model using annual data, they found strong 

evidence that supported the hypothesis that exchange rate risk affects 

the value of bilateral trade negatively. 

Baliley, Tavlas, and Ulan (1987) argued that, theoretically, the 

exchange rate volatility could have an impact on trade in either negative 

or positive direction. They used quarterly data over the period from 1962 

to 1985 for the OECD, Big Seven, and four other countries, providing 
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empirical results. The data were divided into a pre and post-floating 

series. Both nominal and real measures of exchange rates were used in 

two specifications of volatility: absolute percentage changes and 

standard deviations. In general, their results failed to provide any real 

substantive evidence to support the hypothesis that exchange rate 

volatility impedes export performance. Of the seven equations tested for 

the pre-1973 period, six produced a positive volatility coefficient. For the 

floating period, 35 equations were tested and only 3 were able to support 

the negative hypothesis. 

Koray and Lastrapes (1989) differed from previous studies in the use 

of a different estimation technique. They investigated the relationship 

between real exchange rate volatility and bilateral trade flows in the 

context of Vector Auto-regression (VAR) model, in which real exchange 

rate volatility, trade, and other macro variables were employed. This 

method has two major advantages over the extant empirical research on 

this issue. First, it imposes no theoretical restriction, such as exogeneity, 

on the variables in the system. Second, the VAR methodology can 

accommodate general dynamic relationship among economic variables. 

The major finding of the study suggested that the effect of real exchange 

rate volatility on imports was weak under fixed exchange rates; however, 

permanent shocks to volatility did have negative impact on imports over 

the flexible period. 

Asseery and Peel (1991) investigated the influence of the volatility on 

multilateral export volumes of five industrial countries. The novelty in 

their study is the use of an error-correction framework. It is argued that 
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the non-robust results in previous empirical work may be generated by 

the fact that the export variable and some of its determinants are 

potentially non-stationary integrated variables. The volatility measure 

was based on the residuals from an ARIMA process for the real 

exchange rate. Asseery and Peel discovered that the volatility had a 

significant positive effect on exports for all countries except the United 

Kingdom. 

Pozo (1992) examined exports from Britain to the United States from 

1900-1940. She adopted two different volatility measures to estimate the 

real exchange rate volatility: the rolling standard deviation of percentage 

changes in the exchange rate, and the conditional variance of the 

exchange rate series modeled as a GARCH process. The results of the 

regressions using the two measures of exchange rate volatility supported 

the hypothesis that the exchange rate volatility has a depressing effect 

on the volume of trade. 

Chowdhury (1993) took the stationary-nonstationary issue into 

consideration and supported the negative impact of exchange rate 

volatility on international trade, in the context of multivariate 

error-correction model, sampling data for the OECD G-7 group of 

countries over the period from 1973-1990. Exchange rate volatility was 

measured as an eight period moving sample standard deviation of the 

growth rate of the real exchange rate. He argued that the weak volatility 

effect reported in previous studies was due to insufficient attention to the 

properties of the relevant time series. 

Almost all volatility-trade studies in 1990s took the stationary issue 
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into consideration. Arize (1995) used a multivariate error correction 

model to investigate the effects of exchange rate volatility on U.S. 

exports. He argued that his study was different from most previous 

studies in three aspects. First, the dynamic model of export demand 

behavior does not follow the restrictive simple stock adjustment 

mechanism. Instead, a less stringent process was used on basis of a 

modified error correction procedure. Second, his study initially 

established the properties of the individual time series prior to testing for 

co-integration. In the second step, this study employed the maximum 

likelihood framework for estimating co-integrating vectors between 

integrated series suggested by Johansan (1988). A third feature of the 

study was related to the measurement of exchange rate volatility. Three 

separate versions of nominal exchange rate volatility were computed. 

However, only the autoregressive conditional heteroscedasticity (ARCH) 

computed volatility results were reported. Arize claimed that the empirical 

results that he found lend strong support to the negative impact of 

exchange rate uncertainty upon U.S. real export demand. 

Bretin et al (2003) analyzed the long-run and short-run relationship 

between Irish merchandise export volume and its determinants, foreign 

income, relative prices and real exchange rate volatility. They found that 

the real exchange rate volatility had no effect on the volume of trade in 

the short run but had significant positive effects in the long run. 

Most of the empirical studies focused on developed countries. This is 

explainable because the bulk of international trade is between developed 

nations. However, a number of studies such as Caballero and Corbo 
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(1989), Hasan and Tufte (1998), Arize (2000) chose to concentrate on 

the experiences of developing countries. It is expected that the exchange 

rate volatility should matter for less developed countries (LDC) even 

more than for developed countries (DC) because the exchange rate risk 

is not hedged for LDC's generally as forward markets are not accessible 

to all traders. Arize et al (2000) noted that in the case of many less 

developed countries (LDCs), traders lack easy access to forward 

markets and are unable to hedge against exchange risk. The size of the 

contracts is generally large, the maturity is relatively short, and it is hard 

to plan the magnitude and timing of all international transactions to 

benefit from the advantage of the forward market. This creates an 

uncertainty about potential profits and therefore results in depressed 

volume of international trade as risk-averse traders reallocate production 

towards domestic markets. (For further details on the difficulties of 

hedging in LDC's, see Medhora 1990). The major results of Arize's study 

showed that an increase in the volatility of real effective exchange rate 

exerted significant negative effects on export demand in both short run 

and long run in each of the 13 LDCs. 

Doroodian (1999) investigated the trade effect of exchange rate 

volatility in some developing countries (India, South Korea, and Malaysia) 

for the quarterly period from 1973:2 to 1996:3. He used an 

ARMA-GARCH approach to calculate the exchange rate volatility. The 

main result in these studies showed that increases in the volatility of the 

real effective exchange rate exerted a significant negative effect on 

export demand in both the short-run and the long run. 
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Hasan and Tufte (1998) investigated the effect of real exchange rate 

volatility on aggregate export growth in Bangladesh model as depending 

on world trade volume, Bangladesh and world export prices, and the 

exchange rate volatility. Their research results suggested that in the long 

run Bangladeshi export growth was driven by the volume of world trade 

and was negatively and inelastically related to the volatility of 

Bangladeshi exchange rates in the long run. 

Another study, this time of Sri Lanka was conducted by Weliwita et al. 

(1999). They examined the effects of exchange rate volatility on Sri 

Lanka's exports to six developed countries. Strong evidence suggested 

that Sri Lanka's exports to the countries under investigation were 

adversely affected by the increased volatility in bilateral real exchange 

rates during the sample period. 

Sauer and Bohara (2001) also found that the volatility of real 

effective exchange rate had significant negative effects on exports from 

the developing countries, especially in Latin America and Africa, but not 

on exports from the less developing or industrialized countries in Asia. 

To summarize, we could conclude that the impacts of exchange rate 

uncertainty on exports are rather ambiguous. This problem seems to be 

more of an empirical issue rather than of a theoretical one. 

2.3 Model Specification and Empirical Methodology 

In this study, we use Johansen's multivariate co-integration approach 

and error correction model to investigate the relationship between the 

exchange rate volatility and exports in the long run and in the short run. 
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The conditional variances of exchange rate measures have been used to 

calculate the proxy of exchange rate volatility. In addition to the above, 

we also test the structural stability of the cointegration relationship using 

the methods proposed in Hansen (1992b). 

2.3.1 Model Specification 

Using an approach similar to previous studies (e.g., Asseery and 

Peel, 1991; Chowdhury, 1993; Arize, 1995, 1997 and Arize et al 2000), 

we specify the model of export demand function in log-linear format as 

follows: 

LX, =a0+alLWYt+a2LREPl+aJLVt+sl (2 

where Xt is the real exports of goods and services from each CEE 

country to six countries4 in the Eurozone (bilateral exports in domestic 

currency deflated by export prices); WYt is the real income of the 

Eurozone calculated as a time-varying weighted average of industrial 

production index in six Eurozone countries and the weight for each of the 

six Eurozone countries is calculated as the exports from the CEE country 

to it over the total exports from the CEE country to all the six countries 

(Note that choosing the weighted average of the income levels of the 

most important trading partners is a standard procedure widely utilized in 

the literature, e.g., Chowdhury 1993). Because monthly GDP data is not 

available, we use the Industrial Production Index as a replacement 

(similar to Dorrodian 1999, Doganlar 2002, and De Vita and Abbott 2004). 

4 They are Germany, France, Austria, Italy, Netherlands and Spain. More than 90% of these CEE 

countries' exports to the Eurozone go to these six countries. 
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REP, is relative price (as a measure of one country's export 

competitiveness), calculated as the ratio of export price index of each 

CEE country to the weighted average of export price indices of the six 

Eurozone countries. The weights are identical to those used in the 

construction of the income variable. Finally, Vt is the real exchange rate 

volatility proxy. 

All the above variables are expressed in natural logarithm format. 

Economic theory suggests that income in trading partner countries is a 

major determinant of a nation's export performance. If foreign income 

rises, the demand for exports will rise so we expecteda, >0 . If relative 

prices rise, the demand for exports will fall, and we expected a2 < 0 and 

the effect of exchange rate uncertainty of export demand cannot be 

determined a priori, therefore a3 needs to be determined empirically, 

which is the main theme of this study. 

2.3.2 Unit Root Test 

Many early studies employed the simple stock adjustment 

mechanism whereby the entire adjustment is represented by adding a 

lagged dependent variable as a regressor to allow for the adjustment of 

export demand to changes in the regressors. However, several 

researchers have criticized this methodology because of its restrictive 

assumptions. Moreover, it is subject to estimation problems such as the 

"spurious regression phenomenon", which refers to the possibility that 

inferences based on ordinary least-squares parameter estimates in such 

regressions are invalid because the usual /- and F -ratio test statistics 
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do not converge to their limiting distribution as the sample size increases 

(Arize, 1995). Their use in such case generates spurious inferences if the 

levels of the nonstationary variables included in Equation (2.1) are not 

co-integrated. 

Under the light of the preceding discussion, the presence of 

non-stationary behavior in the autoregressive representation of the 

variable of interest has been examined by deploying the Augmented 

Dickey-Fuller (ADF) test and Kwiatkowski, Phillips, Schmidt, and Shin 

(KPSS) test. 

Augmented Dickey-Fuller (ADF) test 

The computation of the ADF f-type test is based on the application of 

the following general auxiliary regressions: 

AZ /=r + pZ,_1+^a /AZ(_,+^ (2.2) 

AZ^y + pZ^+St + f^a^^+e, (2.3) 

i=i 

\NhereZt = (LXt,LWY„LREP,LVt) for Hungary, Czech and Poland, e, is 

a sequence of independent random variables with zero mean and 

constant variance <r2. Equations (2.2) and (2.3) permit the examination 

of the unit root null against the most general alternative hypothesis, with 

constant but no trend, and constant with trend, respectively. The null 

hypothesis of non-stationary will be rejected if the estimated coefficient of 

Z,_, is statistically different from zero. The maximum lag 

length p required for serial correlation correction in the associated ADF 

auxiliary regressions is determined on the basis of evidence provided by 
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Akaike Information Criterion (AIC). 

Kwiatkowski, Phillips, Schmidt, and Shin test (KPSS) test 

The KPSS test statistics 77, (<7), which test the null of trend stationariry 

against the alternative of non-stationarity, are calculated as 

iM-r^sf/v^q) (2.4) 

where sf is the partial sum process of the residuals from the regression 

of the variables (time series) on an intercept and a time trend, <r2(q) is 

a consistent estimate of the error variance from the same regression, 

q is the lag truncation parameter, and T is the number of observations. 

The long-run variance is calculated following the Newey and West (1987) 

procedure, which utilizes Barlett windows adjustment using the first q 

sample autocovariances. A test for the null of the level stationarity can be 

performed by utilizing the error term from the regression of the variable 

on an intercept alone and calculating the test statistics as above. 

Kwiatkowski et al. (1992) showed that the asymptotic validity of this test 

holds even for small samples. In addition, Lee and Schmidt (1996) 

showed that KPSS test are also consistent against the stationary 

fractional alternative. Moreover, Lee and Amsler (1997) showed that 

KPSS tests are able to consistently distinguish short memory from 

stationary long memory, and these processes from nonstationary long 

memory and unit root. However, they are not able to consistently 

distinguish between nonstationary long memory and unit root. The critical 

values required in the KPSS tests are provided by Kwiatkowski et al. 

(1992). 
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2.3.3 Co-integration Test 

We next test for co-integration between exports and the three forcing 

variables in estimating their long-run relationship. Although the variables 

may drift apart in the short-run, economic processes force the values 

back to the long-run equilibrium paths. According to Johansen (1988, 

1991) and Johansen and Juselius (1990), maximum likelihood estimation 

procedure provides estimates of the co-integration vectors and derives a 

likelihood ratio test for the hypothesis that there are a given number of 

these co-integrating vectors. How to choose the co-integration technique 

is based on the justification provided by Phillips (1991) who found that 

the Johansen approach was optimal in terms of symmetry, unbiasedness, 

and efficiency. Moreover, Gonzalo (1994) supported the superior 

properties of the Johansen technique relative to several other single and 

multivariate techniques after conducting a Monte Carlo experiment5. In 

the Johansen framework, all variables, including exchange rate volatility, 

are treated as endogenous. The treatment of volatility as an endogenous 

variable is particularly important in the context of the selected CEE 

countries where the policy makers have attempted to stabilize the 

nominal exchange rates against the Euro systematically. 

We consider a 4-dimensional vector autoregressive (VAR) model: 

z, = r0+Xrz,_, + „, (2.5) 

where Z, is a 4x 1 vector of 7(1) variables, r, is a 4x 4 matrix of 

5 It is now well established that the Jonhansen (1988) cointegration procedure is superior to the 

residual-based model. 
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parameters, r0 is a 4x1 vector of constant terms, and vector n, 

denotes the white noise, which may be contemporaneously correlated. 

We rewrite Equation (2.5) into error correction model (ECM) as follows: 

Az,=r0+r1Az,_1 + ...+rt_1Az(.i+1+nz,_1 + ̂  (2.6) 

where AZ, is the vector of changes in period / and, 

rm = - / + X r , , W=1,2 m-\ (2.7) 

n = -/+£r, (2.8) 
1=1 

where r is the short-run dynamics and / is an identity matrix, n is 

the long-run matrix and the rank r determines the number of 

co-integrating vectors of Z,. ForO<r<«, there exists r co-integrating 

vectors. In that case, Flcan be factorized as a/3', where both a and /? 

are nx r matrices. This model reflects a dynamic equilibrium relation, in 

which the expression (3Zt_x represents the extent the system deviates 

from the long-run export equilibrium relationship. 

As proposed by Johansen (1988, 1991), to estimate the long-run 

relationship between a set of variables, the maximum eigenvalue and 

trace test statistics are applied. The trace test is a likelihood ratio test for 

maximum r co-integrating vectors against the alternative equals to n. 

The maximum eigenvalue test has an identical null hypothesis as the 

trace test, with its alternative hypothesis of (r + 1) co-integrating vectors. 

Both tests have a non-standard asymptotic distribution and the critical 

values for the rank tests are tabulated in Johansen and Juselius (1990) 

and Osterwald-Lenum (1992). A likelihood ratio test and the AIC are used 
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to select the number of lags required in the cointegration test. 

2.3.4 Hansen Stability test 

The test statistics proposed by Hansen (1992b) are designed to test 

the hypothesis of no regime shift against the alternative of a regime shift. 

Hansen's (1992b) tests are joint tests on all regression parameters in a 

cointegrating regression. A statistically significant test statistic is taken as 

evidence against the standard cointegration in favor of the regime shift 

model. 

Under the null hypothesis of cointegration, we assume that the 

generating mechanism for X, =(xu,x2iy is the cointegrated system 

xu =a'x2t + uu (2.9) 

x2l=Y\t+S2l (2.10) 

A S 2 , = u2l (2.11) 

ut = (uu,u2t y is p-vector stationary series. Equation (2.9) can be 

thought of as a stochastic version of the linear long-run equilibrium 

relationship xu-a'x2l with w„ representing stationary derivations 

from equilibrium. Equations (2.10) and (2.11) are reduced forms which 

specify x2t as a general integrated process. Then the shock u2s(s < t) 

influences the process period after period. 

Since the asymptotic distributions of the test statistics depend on the 

nature of the trends in the regressors x2l (Hansen 1992b), there are two 

kinds of models. One is an unrestricted model: 

*,, =v+Pt + a'x2t+uu (2.12) 
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and the other is a restricted model: 

xh=ju+a'x2l+uu (2 

For simplicity, we rewrite Equations (2.12) and (2.13) as 

* 1 , = A X l t + UU (2 

where X2l = ( c o n s t a n t , / , x 2 t ) . 

The constancy tests require an estimation of A in Equation (2.14) 

that has a mixed normal asymptotic distribution so estimators can be the 

fully modified (FM) estimator of Phillips and Hansen (1990), the 

maximum likelihood estimator (MLE) of Johansen (1998b, 1991), or the 

"leads and lags" estimator of Saikkonen (1991) and Stock and Watson 

(1993). The test statistics using these asymptotically equivalent 

estimators would have the same asymptotic distributions. Following 

Hansen (1992b), we also consider the FM estimator of Phillips and 

Hansen (1990), which uses semiparametric methods for serial 

correlation and for endogeneity. 

The LM tests for parameter stability are Lc, MeanF and SupF tests6. 

The three proposed tests are all tests of the same null hypothesis of 

cointegration with stable parameter but differ in their choice of alternative 

hypothesis. The SupF test is appropriate to discover whether there is a 

swift shift in regime. The other two statistics capture the notion of an 

unstable model that gradually shifts over time. If the parameter variation 

is relatively constant throughout the sample, the l_c is the appropriate 

choice. In practice, all of the tests will tend to have power in similar 

6 For constructing these statistics, see Hansen (1992b). 
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directions. 

2.3.5 Error Correction Model 

Based on the Granger representation theorem, the ECM exists for a 

co-integrating vector. The ECM shows how the system converges to the 

long-run equilibrium by the co-integrating regression. As noted by Engel 

and Granger (1987), if two series (say, XtandYt) are individually I (1) 

and co-integrated, a causal relationship exists in at least one direction. If 

these variables are co-integrated, the finding of non-causality in either 

direction is ruled out. In this case, the dynamic relationship among the 

selected variables is more correctly specified by an ECM of the following 

form: 

Az/=r0+r1Az,_1 + ...+r,_lAZ/_,+1+^M+//r (2 

The ECM expresses changes in the dependent variable as a function of 

the level of disequilibrium in the co-integrating relationship (captured by 

the error correction term) as well as changes in the explanatory variables. 

£•,_, is the lagged value of the e from the co-integrating equation and 

Z, is a vector containing both dependent and explanatory 

variables, which consists of four selected variables for the chosen 

countries. The coefficient of the lagged error correction term represents 

the response of the dependent variable in each period departure from 

equilibrium. It makes it easier to distinguish between the short-run and 

long-run exports function. 

2.3.6 Measurement of Exchange Rate Volatility 

Several approaches have been used to measure exchange rate 
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volatility. The two most widely used approaches are: (1) moving-average 

standard deviation (e.g., Cushman (1988), Koray and Lastrapes (1989), 

Bahmani-Oskooe and Payesteh (1993). Chowdhury (1993), Arize (1998), 

Hassan and Tufte (1998), and Hurley and Santos (2001)). 

•il/2 

v = (\/m)fj(RERt+l_l-RERl+l_2)^ (2 
1=1 

Where RER is the natural logarithm of the real exchange rate; and m is 

the order of the moving average; (2) autoregressive conditional 

heteroscedastic (ARCH) or generalized ARCH (GARCH) (e.g., Bah and 

Amusa (2002), Hook and Boon (2000) and Fabiosa (2002)). 

According to Jansen (1989), the unconditional measure of volatility 

lacks a parametric model for the time varying variance of a time series. 

Therefore, in this study, we employ GARCH methodology to measure 

real exchange rate volatility. 

The ARCH-GARCH approach has been used in many previous 

studies to measure volatility. It was first introduced by Engle (1982) and 

generalized by Bollerslev (1986). Engle (1982) modeled a serially 

uncorrelated process with non constant variances conditioned on the 

past and uses his model to estimate the means and variances of inflation 

in the UK. Engle used ARCH (4) model for the quarterly inflation data. 

Bollerslev (1986) pointed out that the empirical application of the ARCH 

(q) model requires a relatively long lag in the conditional variance and a 

fixed lag structure, which is called for in order to avoid problems with 

negative variance parameter estimates. Bollerslev suggested a 

generalized autoregressive conditionally heteroskedastic (GARCH) 
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model which allows for both past sample variances and lagged 

conditional variances. The intention of GARCH is that it can 

parsimoniously represent a higher order ARCH process. 

First difference of the real exchange rate can be presented by the 

GARCH (p, q) model as follows: 

yt=tt+s, (2.17) 

h-'+ififi-i+iatf., (2-19) 

where y, is equal to log(e, /<?,_,), et is the real exchange rate 

vis-a-vis euro, n is the mean of yt conditional on past information 

( Qt_i ) and the following inequality restrictions co >0 , p. >0 and 

aj > Oare imposed to ensure that the conditional variance (ht) is positive. 

The size and significance of ^indicates the magnitude of the effect 

imposed by the lagged error term (st_x) on the conditional variance (h,). 

In other words, the size and significance of the a} indicates the 

presence of the ARCH process in the residuals (volatility clustering in the 

data). The estimated ^(conditional variance) from the GARCH (p, q) 

model is applied in the estimation of Equation (2.17). In a GARCH (p, q) 

model different combinations of p and q may be applied but, as indicated 

by Bollerslev et al. (1992), which contains an overview of some of the 

developments in the formulation of the ARCH models and a survey of the 

numerous empirical applications using financial data, Bollerslev et al. 

emphasized that in most applications p=q=1 is found to be sufficient for 
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most financial and economic series. West et al (1993) also showed that 

GARCH (1, 1) relatively performs better than other alternative 

ARCH-type models. Therefore, we used GARCH(1,1) model in this study 

too (Note that we have tried different combinations of p and q with p=q=2 

being the maximum lag length. Results based on log likelihood function 

and likelihood ratio tests indicate that the best combination is p=q=1.). 

Czech/Euro real exchange rate 

y, = -0.003962***+e, h, = 0.0000053 + 0.1759**^, +0.7209 ***h, 

(-3.452) (1.412) (2.6467) (14.0387) 

L = 394.69, «,+/?, =0.896, LB(6)SSR = 1.623, LB(6)SR = 2.147 

Hungary/Euro real exchange rate 

y, = 0.001491***+*?, h, = 0.0000049 ***+0.1032* *e,2_, + 0.7794***/*, 

(6.328) (7.714) (2.314) (21.384) 

L = 386.87, or, +/?, = 0.882, LB(6)SSR = 1.223, LB(6)SR = 6.012 

Poland/Euro real exchange rate 

y, = 0.002405 ** + £, h, = 0.0000075 + 0.2228 *ef_l + 0.7243 ***/»,. 

(2.084) (1.228) (1.866) (4.78) 

L = 323.47, or, +# = 0.947, LB(6)SSR = 2.458, LB(6)SR = 4.066 

Notes: /-statistics in the parentheses. L = log likelihood function value, LB = Ljung-Box 
statistics at 6 lags, SSR = standardized squared residuals, SR = standardized residuals. 

'Significant at the 10% level. 
"Idem., 5%. 

***ldem., 1%. 

Table 2-1 GARCH(1,1) Results 

Table 2-1 shows the results from the GARCH(1, 1) models for all 

three countries. In all cases the ARCH coefficient (or,) is found to be 

significant implying volatility clustering. According to Engle and Bollerslev 

(1986), if a,+/?,=1 in a GARCH (1,1) model, this implies two things: 
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persistence of a forecast of the conditional variance over all finite 

horizons and an infinite variance for the unconditional distribution of et. 

In other words, when «,+/?,=1, a current shock persists indefinitely in 

conditioning the future variance. Such a model is known as the 

integrated-GARCH (IGARCH) model. As the sum of a, and /?, 

approaches unity, the persistence of shocks to volatility (conditional 

variance) is greater and the decay rate of the shock is slower. For the 

real exchange rate between the Eurozone and the Czech Republic, 

Hungary and Poland, their half lives of the shock7 are 8 months, 7 

months and 14 months, respectively. In all the tests the Ljung-Box 

Q-statistics fails to indicate any serial correlation in the standardized 

residuals and the standardized squared residuals using 6 lags8. 

7 The half-life of a shock to volatility is given by 1 - [log 2 / log(aj + /?j )J . Half-life measures the 

period of time (number of months) over which a shock to volatility reduces to half its original size. 

8 There remains the practical problem of choosing the order of lag to use in the test. If you 

choose too small a lag, the test may not detect serial correlation at higher order lags. However, if 

you choose too large a lag, the test may have low power since the significant correlation at one 

lag may be diluted by insignificant correlations at other lags. For further discussion, see Ljung and 

Box (1997) or Harvey (1990, 1993). 
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Figure 2-1 Czech Rep./Eurozone Exchange Rate Volatility 

Hungary Garch(1,1) 
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Figure 2-2 Hungary/Eurozone Exchange Rate Volatility 

1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 
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Figure 2-3 Poland/Eurozone Exchange Rate Volatility 

2.4 Data Analysis and Empirical Results 

2.4.1 Variables and Data Sources 

Data in this study are mainly collected from the International 

Financial Statistics issued by the IMF and Data-stream database. The 

export prices data of Czech Republic is from statistical office of Czech 

Republic. We acquired monthly data in the sample period from 1994:01 

to 2005:06 from these databases, whenever possible. For some data that 

are not available monthly, e.g., the export prices series of Czech and 

Hungary, quarterly data are converted to monthly data using the 

quadratic interpolation method recommended by Goldstein and Khan 

(1978). In addition, for exports and the foreign income data series, 

seasonally adjusted series were used; for relative prices and exchange 

rate volatility, unadjusted data were used since a preliminary 

investigation does not show any seasonal fluctuations with these data. 

2.4.2 Unit Root Test and Co-integration Test Results 

In this study, we consider two specific models for each unit root test for 

level data: (1) with a constant and trend and (2) with an intercept without 

trend. While for first difference data, we use the model with an intercept 

without trend only. 

Variable ADFTest KPSS test 

Czech Republic 
-1.729 -1.317 1.142*** 0.264*** 
-0.863 -1.133 1.118*** 0.178** 
-1.174 -3.617** 1.365*** 0.082 

LX 
LWY 
LREP 

59 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



L Vgarch -1.712 -1.687 0.358* 0.227* 

MX 
MWY 
ALREP 

M Vgarch 

-4.581*** 
-2.346** 
-7.609*** 

-10.162*** 

Table 2-2 Unit Root Test for Czech Republic 

Table 2-3 Unit Root Test for Hungary 

K 
0.147 
0.054 
0.171 
0.130 

Variable 

LX 
LWY 
LREP 

L Vgarch 

MX 
MWY 
MREP 

M Vgarch 

T. 

-2.173 
-0.864 
-1.490 
-2.542 

T* 

ADF Test 
*", 

Hungary 
-0.766 
-1.134 
-1.125 
-2.778 

-3.755*** 
-2.885** 
-7.234*** 
-8.167*** 

KPSS test 

t * 
1.378*** 0.325*** 
1.396*** 0.147** 
0.731** 0.182** 
0.318 0.265*** 

K 
0.241 
0.151 
0.057 
0.096 

Variable 

LX 
LWY 
LREP 

L Vgarch 

MX 
MWY 
MREP 

M Vgarch 

ADF Test 
r , r. 

Poland 
-1.137 -2.408 
-1.443 -1.651 
-1.979 -2.017 
-3.416** -2.081 

-3.237** 
-5.579*** 
-2.954** 
-6.336*** 

KPSS test 
t 4r 

1.454*** 0.121* 
1.412*** 0.243*** 
1.045*** 0.208** 
0.486** 0.221*** 

t 
0.337 
0.154 
0.454* 
0.062 

Table 2-4 Unit Root Test for Poland 

With an initial maximum lag of twelve months, the auxiliary lags were 

selected on the basis of the AIC test. From the above test, we found that 

generally all series tested are non-stationary in their level form, that is, 
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we cannot reject the null hypothesis of non-stationarity. After first 

differencing, the test statistics demonstrated that all the series are 

stationary. Therefore, it is concluded that all series are 7(1) variables 

and this allows us to proceed with the Johansen and Juselius 

multivariate cointegration test. 

The next table reports the results of Johansen's maximum likelihood 

method for co-integration of export demand function. For both the trace 

test statistics and the Maximum Eigenvalue test, for all countries under 

examination, the hypothesis of zero cointegraton vectors is comfortably 

rejected in each case at the 1 percent significance level. The tests, 

however, do not reject the null hypothesis o f r < l . This implies the 

evidence of a single vector at the same significance level for all countries. 

The presence of the cointegrating vector in all countries indicates that 

any deviations from the relationship between exports and the selected 

determinants are temporary. 

Trace Statistics Maximum Eigenvalue 

Country r = 0 r < l r < 2 r<3 r = 0 r<\ r<2 r<3 

Czech 57.33* 23.24 4.80 0.04 38.09* 15.43 4.76 0.04 

Hungary 47.93* 22.37 9.01 0.09 28.86* 13.35 8.92 0.09 

Poland 55.25* 21.22 3̂ 2 O08 33.21* 10.78 Z26 0.08 

Notes: This test is conducted under the assumption of deterministic and trend in the 
data. The lag length is selected on the basis of the AIC and Sim's likelihood 
ratio test. 
*Significant at least at the 5% level 

Table 2-5 Johansen and Juselius Cointegration Test Results 

Starting with the Maximum Eigenvalue test results, the null 
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hypothesis r = 0 (no cointegration) is rejected in favor of r = 1 in each 

country. The calculated test statistics range from a low of 28.86 in 

Hungary to a high of 38.09 in Czech. Furthermore, the null hypothesis of 

r<\, r<2, and r<3 can not be rejected in favor of the alternative 

hypothesis of r = 2 , r = 3 and r = 4 , respectively. These results 

indicate the presence of one cointegration relationship among the 

variables for every country. 

For the trace test results, similar conclusions are obtained when the 

null hypothesis r=0 is tested against the alternative hypothesis of r > 1 

in each country. Note that r<\, r<2, and r<3 cannot be rejected in 

all countries. From here on, the presence of one cointegrating vector is 

assumed for each country in the sample. 

Both findings suggest that there is a long run equilibrium relationship 

among real exports, foreign economic activity, relative price, and 

exchange rate volatility for all the three countries. 

2.4.3 Long-run Relationship and Hansen's Stability Test 

Normalized Cointegrating Vector Hansen's Stability Test 

Country LX LWY LREP LVgarch Z~~ MeanF SupF 

Czech -1 5.50 0.67 -0.28 0.28 3.12 8.39 
(1.37) (0.86) (0.10) (0.20) (0.20) (0.20) 

Hungary -1 3.41 -1.34 -0.16 0.74 8.45* 15.28 
(0.46) (-0.31) (0.06) (0.08) (0.03) (0.10) 

Poland ^1 Z69 -0.59 -0.24 026 342 8.05 
(0.39) (-0.11) (0.05) (0.20) (0.20) (0.20) 

Notes: Standard errors are shown in parenthesis for normalized cointegrating vector. 
* indicates significance at the 5 percent level. A low p-value, say below 0.05 
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for a particular test statistic is interpreted as the instability of the parameters of 
the cointegrating vector. 

Table 2-6 Estimates of Cointegrating Ralationship 

Table 2-6 provides parameter estimates that represent long-run 

elasticities, together with Hansen's stability test results. The elasticities 

are obtained by normalizing the estimates of the unconstrained 

co-integrating vectors on real exports. 

From the above table, the estimated foreign economic activity 

elasticity carries the expected positive sign and is significantly different 

from zero in all the countries in the sample. There are several 

explanations for the relatively high foreign income elasticities. Adler 

(1970) suggested that different income elasticities reflect the extent to 

which exports have been adapted to the importing country's local tastes, 

with higher elasticity providing evidence of greater adaptation. Krugman 

(1989) claimed that the observed higher income elasticity for exports 

reflects either product quality or expanding product variety of that country. 

Arize (1990) argued that an increased penetration of world markets over 

the sample period can, in part, be attributed to the income elasticities of 

developing economies being some function of the income elasticities of 

the exports of the importing countries. This is plausible if exports are 

largely composed of semi-finished products, which are used to produce 

final products in other countries. 

Our estimates of relative price for Hungary and Poland are negative 

as expected. However, it is positive but insignificant at the 10% level for 

the Czech Republic. 

Finally, the signs of the exchange rate volatility term for all the three 
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countries show significant negative relationship between exports and 

exchange rate volatility vis-a-vis euro in all cases. Therefore, the 

exchange rate volatility vis-a-vis euro imposes cost on bilateral export of 

CEE economies to the Eurozone. 

As can be also observed in Table 2-6, the LC test results for 

parameter constancy in the co-integration relationship indicate that all 

the normalized equations capture stable relationships. These results are 

also confirmed by MeanF and SupF statistics, except for the case of 

Hungary MeanF test. Therefore, we can conclude that generally a 

constant parameter, long-run equilibrium relationship exists for every 

country. 

2.4.4 Short-run Relationship 

Using the co-integrating vector normalized on exports, we estimate 

an error correction model that provides us with information on the short 

run export function. Following Hendry's (1995) general-to-specific 

modeling approach, we first include 6 lags of the first-difference of each 

variable in equation (2.15), a constant term and lagged error-correction 

term generated from the Johansen procedure, and then gradually 

eliminate the insignificant variables. 

Before we discuss the results, we need to determine the adequacy of 

the ECM. Several diagnostic tests were performed and reported in the 

last column of Table 2-7. Diagnostic tests indicate that the model is 

correctly specified. These values compare well with those reported in 

other studies for regressions based on first differences in variables (see 

for example Arize, 1995; Doyle, 2001; and Bredin et al., 2003). 
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The results of the short-run models for these three CEE countries are 

demonstrated in Table 2-7. The estimated coefficients of the error 

correction term (ECT) of all the countries are negative and significant, 

which implies that part of the changes in exports represent an adjustment 

to its last-period deviations from its long-run steady-state equilibrium, so 

that the time paths of these variables do not diverge in the long run. The 

values of the estimated coefficients of ECT are -0.095, -0.049 and -0.153 

for the Czech Republic, Hungary and Poland, respectively. Among them, 

Hungary has the lowest value (speed of adjustment), which indicates that 

any deviations in exports resulting from the selected variables take 

longer time to fine-tune back to its long-run equilibrium. 

The estimated coefficients of the foreign income of all the countries 

are positive and statistically significant. The ratio of the relative price 

levels for Poland and Hungary shows significant negative effects in 

affecting exports. The ratio of the relative price levels for Czech, however, 

suggests a positive relationship. The estimated coefficient of the 

exchange rate volatility is negatively correlated with exports in all the 

three countries in the short term. 

65 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



CO 
E 
E 

CO 
OT 
O 

OT 
*—i 
CO 

CO 

- s : 

I 

Q? S O O T 
II 

I rw O Ct (T UJ 
l 1 ^ z < < o: 

o> 

co • co J L o 
co II o •* " 

N " g S O O T 
I™ z < < or 

t o !p co o p 
C O ' 

9 5 . II : = - ! -

CT> 00 CO CO 
£ C N § : o ,— 

C O f~-

o o> 
9'£ 

CN q> 
T - l O 

Pco 
o -^ it 

£o? 
S 3 

92 

co ^ 

^ 5 o 
5 ° ° 

S o 

co • 
• co 

£ c o 

^ o S i 

Q - ^ ^ co ^ co 
- 9 i 9 X 

* * * * * 
* ^ ™ ^ * ^ — ^ * * ^ ^ * ^ - ^ 

S - N f v i O ) ~?i- en 5 K. 

O i O t O i O i O i 

rl ?N • P . ^ CN. 

O f f t N _ 
•<r «3 CM 

9X92 
f » C-" 

r-; C N s 

o 
CD 
N 

CJ 

CO O T -

cf 
CD 
O) 
C 

X 

CO t p 

^ j CO 

LO CD O * -

31 
fe CD 

f| 
co r* 
^ : s. 
i ? 
O CD 
ct --> <L 
.Q 1^ 
13 <o 

8 | 
CO CD 

£ CD 

3 * 
SI e i 
* - O 

o c 
to "co 
CD 3 
— T3 

_1 £ 

E * 
o to 

£ CD 
• ^ • 

CO C 
" — CO 

S'E 

.g co 

E UJ 

a> u l 
CD o r 

55 
o >. 
„ CD 
C CO 
.9 E 
o co 
£ CC 
* co 

>. 
CD 
> 
o 
0 
a . 
co 
CD 

8 
c 

s 
u= 
c 
g> 
<n 

CD 
CD 

8 * " 

CD > 
O 

c 
CD CO 

! • 
B -a 
ft o 

CD 
O 

0_ 

"2 w S OT 
CO L U 

I o ; co 
• o 

• CD 
co o 
co co 
CD O 

£ CD 

CD ^ 
CO 
Q. 

c 
c 
5 
o 

CD 

CO 

ic
s 

J *-CO 
* T f 

T 
— 
| 
•— o 
Z 

TO 
C 
o 

• t i 
T3 

8 

iv
e 

CO 

re
s 

9 
*— o 
is 
=! CO 

o 

*-CO 

£ 

1 c 
CO O 

1 'o 
c cu 
S Q 

i n W 
. k . 

CD t 
fc2 UJ 

O * 
» - CO 

£3 
— CO « l 
CO " -

CO C 

o O 

Ii 
^ O ) 
= CD 

i-
fa 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



2.5 Summary 

There has been a lot of work (both empirical and theoretical ones) 

studying the relationship between exchange rate volatility and the export 

volume. While the majority of the models imply a negative relationship 

between exchange rate volatility and trade flows, some other models 

imply a positive relationship. Our objective is to provide some new 

evidence on volatility-trade flow relationship for the CEE economies. 

From this aspect, it is interesting to explore the potential benefit of the 

future elimination of exchange rate volatility due to the adoption of the 

euro on the exports of the CEE countries to the Eurozone. In this essay, 

we studied this relationship for the three key CEE economies that are still 

outside of ERM II (i.e., Czech Republic, Hungary and Poland), based on 

the Johanson cointegration theory and error correction representations 

of the cointegrated variables (similar to Arize (1995)). The Johansen 

method applies the maximum likelihood method to determine the 

presence of cointegrating vectors in nonstationary time series, and is 

utilized to detect the long-run relationship in the export demand function 

for the three CEE countries. Unlike many other studies that assume the 

relationship is stable, we also apply Hansen's stability tests in our study. 

Error correction model is then utilized to study the short-run relationship 

in the export demand function. 

There are three main findings from our empirical results. First, we 

found that all variables are co-integrated in all the three countries over 

the sample period and at the same time the cointegration relationships 

are stable. This suggests that the macroeconomic variables are not 

67 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



drifted far apart in the long run and they are dependent on each other. 

Second, the Eurozone real incomes have a large impact on the real 

exports from the three CEE countries. Third, the relationship between 

real exports and exchange rate volatility of the CEE countries is generally 

negative and statistically significant in both the short and long run. 

Based on the above, large exchange rate volatility in the CEE 

countries has significantly reduced the volume of exports for the 

economies concerned. In other words, the elimination of real exchange 

rate volatility vis-a-vis euro associated with the prospective EMU 

membership will lead to a rise in the CEE countries' exports to the 

Eurozone. Therefore, we can conclude that the entry of EMU is beneficial 

for the three CEE countries that are still ERM-outsiders through trade 

effect. 
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3. Essay II: Exchange Rate Volatility and 

Intra-CEE Trade: Evidence from the Gravity 

Approach 

3.1 Overview 

Before 1991, most CEE countries were part of the same economic 

organization, i.e., the Council for Mutual Economic Assistance (CMEA) 

led by the Soviet Union, and the trade volume among these countries 

was large at that time. With the dissolution of this organization, the trade 

among these countries reduced significantly. Some researchers attribute 

the bad GDP performances in early 1990s to this issue. In the past 

decade, the CEE countries have signed free trade agreements among 

themselves to encourage intra-CEE trade, as shown in Table 3-1 and 

Table 3-2. 

Country Date of Entry into force 
CEFTA BFTA 

Czech 1-Mar-93 

Estonia 1-Apr-94 

Hungary 1-Mar-93 

Latvia 1-Apr-94 

Lithuania 1-Apr-94 

Poland 1-Mar-93 

Slovakia 1-Mar-93 

Slovenia 1-Jan-96 

Source: http://www.wto.org/english/thewto e/whatis e/tif e/aqrm1 e.htm 

Table 3-1 Free Trade Agreements among CEE Countries 
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Country 

Czech 

Estonia 

Hungary 

Latvia 

Lithuania 

Poland 

Slovakia 

Slovenia 

Date of entry into force 

Estonia 

12-Feb-98 

12-Feb-98 

1-Jul-97 

Hungary 

1-Mar-01 

Latvia 

1-Jul-97 

1-Jan-00 

1-Jun-99 

1-Jul-97 

1-Aug-96 

Lithuania 

1-Jul-97 

1-Mar-00 

1-Jan-97 

1-Jul-97 

1-Mar-97 

Poland Slovakia 

1-Jan-93 

Source: http://www.wto.org/enqlish/thewto e/whatis e/tif e/aqrm1 e.htm 

Table 3-2 Free Trade Bilateral Agreements among CEE Countries 

Even with the above free trade agreements, the issue of exchange 

rate volatility still exists among the CEE countries. The future EMU 

membership for the CEE countries, however, not only eliminates the 

exchange rate volatility with current Eurozone members (as discussed in 

the first essay), but also eliminates the intra-CEE exchange rate volatility. 

The impact on trade of this elimination is the focus of the empirical study 

conducted in this essay. 

3.2 Literature Review 

We utilize the gravity model to estimate the effects of exchange rate 

volatility on intra-CEE trade in this essay. This section reviews the 

literature on the gravity model in international economics. 

In its simplest version, the gravity model states that trade between 

two countries is proportional to their national incomes, and at the same 

time is inversely related to the distance between them. The gravity model 
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was first presented by Stewart (1947), who found strong correlations for 

traffic, migration, and communications between two places with the 

product of their population size divided by their squared distance; 

afterwards, it has been widely used in the social sciences to explain 

social flows, primarily migration, in terms of the "gravitational forces of 

human interaction". Its name is derived from Newtonian physics in which 

the attraction between bodies is proportional to the product of their 

masses and inversely related to the distance between them. 

Using the gravity equation to study bilateral trade flows was first 

introduced independently by Timbergen (1962). He stated that "the 

value of total exports from one country to another is explained by a small 

number of variables. The explanatory variables that play a preponderant 

role are: (i) the Gross National Product (GNP) of the exporting country; (ii) 

the GNP of the importing country; and (iii) the distance between the two 

countries." He proposed that transportation cost is roughly approximated 

by distance and it has a negative impact on trade flows. He also 

indicated some additional explanatory variables (such as special trade 

arrangements and adjacent countries), incorporating them as dummy 

variables determinants of trade volumes. 

Poyhonen (1963) suggested that the volume of trade could be 

estimated as an increasing function of the national incomes of the trading 

partners and a decreasing function of the distance between them, in 

which distance is again substituted for a cost of transport function. The 

rationale for the explanatory variables is as follows: 
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• the amount of exports a country is able to supply will depend on 

its economic size (i.e., its GDP or GNP); 

• the amount that can be sold to a particular country will depend 

on the size of that partner country's market (i.e., the GDP or 

GNP of the importer country); and 

• the volume of trade will depend on transportation costs (these 

are assumed to correspond roughly with the geographic 

distance between the two countries) 

The gravity model has been widely used in international economics; 

its empirical success has made it the work-horse for research on the 

geographical patterns of trade. However, its use as an instrument to 

model bilateral trade flows had its origin in intuitive theorizations without 

theoretical foundations; for this reason the gravity model has been 

criticized: "... the model tells us something important about what 

happens in international trade, even if it does not tell us why" (Deardorff, 

1984) "(there is a) weak link between theory and empirical work. The 

gravity models are strictly descriptive." (Learner and Levinsohn, 1995). 

De Melo and Grether (1997) stated that the gravity model is 

important for two reasons: 

• It explains an important proportion of the variation of the global 

trade among countries. 

• It captures at least indirectly the empirical regularities that 

escape from the traditional models. 

The gravity equation in its simplest form can be expressed as: 

X¥=Pf*Y*D* (3.1) 
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where X§ is the flow from origin i to origin j, (or it can also represent 

total volume of trade between /and j), /?0is a constant, y; and l^are 

the national incomes of country / and j respectively, and D# is the 

distance (resistance) between country / and country j . The 

exponents fil , P2 , /?3 indicate that there is not necessarily direct 

proportionality between the explanatory variables and the trade flow. 

The gravity equation has the particularities of general validity. That is, 

it is equally applicable to any two countries, and it is symmetric because 

it gives the trade flows in both directions. 

The gravity model can be thought as a short-hand representation of 

supply and demand forces. If country i is the origin, then Yi represents 

the amount it supplies, Yj represents the amount country j demands; 

the gravity model does not relate trade directly to prices, which are 

endogenous and adjust to equate supply and demand. We can think of 

the distance between the two countries as a sort of tax wedge, imposing 

trade costs, and resulting in lower bilateral trade flows. 

The multiplicative nature of the basic gravity equation lets us express 

(3.1) in log-linear form 

l o g ^ = log/?0 + /?1 log^+/Mogr,+/?3 logD, (3.2) 

Following Linneman (1966), population is introduced as an additional 

measure of country size, in what has been called the augmented gravity 

model; when holding constant GNP, the effect of population on trade 

flows is generally negative, representing the fact that large countries tend 

to be less open to international trade as a percentage of GNP (Frankel 
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1997), the augmented gravity equation can be expressed as: 

X,~fiJ*Y*N*N*Dp (3.3) 

where N, and JV. are the populations in countries i and 

j respectively. 

It has been common to instead specify the augmented model using 

per capita income, which captures the same effect. Examples of this use 

include Sanso, et. al (1993), Frankel and Wei (1998), Frankel et al. (1995, 

1998) and Eichengreen and Irwin (1998). The rationale for the inclusion 

of per capita income can be explained by the fact that higher income 

countries trade more in general, probably reflecting that high-income 

countries tend to have superior transportation infrastructure, and trade is 

liberalized in a high degree. This formulation is expressed by: 

X9 = yJ>*Y]*YH?YHr;I% (3.4) 

where YHi and YH} are GDP per capita of countries i and j 

respectively. The models (3.3) and (3.4) are equivalent and the 

coefficients are expressed as /?3 = -y3; /?4 = -y4 \PX=YX+YI',P2=Y2 + YA-

In their survey of the empirical evidence on international trade, 

Learmer and Levinsohn (1995) suggested that the identification of 

distance effects on bilateral trade was one of the "clearest and most 

robust findings in economics". The importance of distance in international 

trade has been justified by the following three major explanations: 

1) Distance is a proxy for transport costs, 

2) Distance indicates the time elapsed during shipment, and 
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3) Distance impedes communication thereby leads to "transaction 

costs". 

The simple or augmented gravity model is the standard to judge the 

normal pattern of trade between pairs of countries. To capture if other 

factors (e.g., regional integration, common geographical borders, 

languages spoken, geographic similarity) are aiding or preventing trade 

between pairs of countries, dummy variables representing those factors 

are added to the model. 

Even though distance is included in the basic gravity model, common 

border or adjacency is also included in many studies. Adjacency is 

included because center to center distance overstates the effective 

distance between neighboring countries that have a large amount of 

border trade. When adjacency is included we should expect a decrease 

in the distance coefficient. Frankel (1997) found that two countries that 

share a border are engaged in 82 percent more trade than two otherwise 

similar countries. Engel and Rogers (1996) in a study for Canada and the 

USA found that distance between two North American cities has a 

significant effect on the variability of their relative prices. 

As mentioned above, the gravity model has been criticized by its lack 

of theoretical foundations. The empirical success of the gravity equation 

sparked theoretical work on the micro-foundations of the gravity equation, 

and has led Frankel (1997) to say that the gravity model has "gone from 

an embarrassing poverty of theoretical foundations to an embarrassment 

of riches". 

Theoretical support for the gravity model was originally very poor, but 
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since the mid 1970s there have been various attempts to provide 

theoretical foundations to the gravity equation. One of the first attempts 

to provide formal theoretical foundations to the gravity equation was 

provided by Linnemann (1966), who extended the model to include the 

population of the countries as explanatory variables. Linnemann 

specified a Walrasian general equilibrium model, with each country 

having its own supply and a set of demand for the goods of all other 

countries, but the model has too many explanatory variables for each 

flow to be reduced to a gravity equation. According to Linneman, the 

gravity model is a reduced form of a four-equation partial equilibrium 

model of the supply of exports and demand for imports. The main 

problem of this model has been the absence of an explanation for the 

multiplicative form of the equation. 

Anderson (1979) introduced significant theoretical improvements to 

the gravity model in terms of constant elasticity of substitution (CES) 

preferences and distinguished goods by country of origin. First, 

Anderson showed that the gravity model could be derived from the pure 

expenditure system model by assuming that "products are differentiated 

by place of origin." According to Anderson, the differentiation of products 

indicates that in the production process "each country is completely 

specialized in the production of its own good." He also stated that the 

gravity model should be fully consistent with the generalized trade-share 

expenditure system model and noted that "trade shares should increase 

with income per capita and decreases with size (population)." He 

concluded that it is appropriate to use and refine the gravity model. 
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Bergstrand (1985) proposed a manifest theoretical foundation of 

bilateral trade for the gravity model, which can be derived from 

assumptions of monopolistic competition and product differentiation. In 

addition, Bergstrand (1989) applied the microeconomic foundations for 

the gravity equation to the factor endowment variables and also included 

exporter and importer income and per capita incomes as exogenous 

variables, with the assumption of perfect substitutability of products 

across countries. He emphasized the importance of per capita incomes 

in bilateral trade flows, pointing out that exporter and importer per capita 

income has largely been ignored, even though Anderson (1979), 

Bergstrand (1985), and Helpan and Krugman (1985) estimated bilateral 

trade flows in terms of exporter and importer incomes. 

Deardorff (1998) derived the gravity style from two extreme cases of 

the Heckscher-Ohlin model that can characterize a variety of other 

models, including the Ricardian, Specific-factor and Imperfect 

Competition models. The first case assumes frictionless trade, in which 

the absence of all barriers to trade in homogeneous products causes 

producers and consumers to be indifferent among trading partners. This 

indeterminacy is typically solved by random drawing technique. The 

second case considers a Heckscher-Ohlin model with differentiated 

goods; expressions for the gravity equation are derived with 

Cobb-Douglas and CES preferences. In the case of Cobb-Douglas 

preferences, the simple frictionless gravity equation is easily derived; 

with CES preferences, bilateral trade flows are centered on the same 

values found in the Cobb-Douglas case, but they are smaller for 
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countries that are a greater than average distance apart as measured by 

transport costs and larger for countries that are closer than average. He 

also concluded that "the gravity equation appears to characterize a large 

class of models", and therefore the empirical success of the gravity 

equation does not necessarily support a specific model of international 

trade. 

Application of the Gravity Model to the Effect of Exchange Rate 

Volatility 

Frankel and Wei (1993) found some tentative cross-section evidence 

that bilateral exchange rate stability may have a (small) effect on trade. A 

sample calculation suggested that if real exchange rate variability within 

Europe were to double, as it would if it returned from the 1990 level to the 

1980 level, the volume of intra-regional trade might fall by an estimated 

0.7 percent. 

Dell'Ariccia (1999) analyzed the effects of exchange rate volatility on 

bilateral trade flows. Through use of gravity model and panel data from 

Western Europe, exchange rate uncertainty was found to have a 

negative effect on international trade. 

Baak (2004) used annual data for the period from 1980 to 2002 to 

investigate the impact of exchange rate volatility on exports among 14 

Asia pacific countries, detecting a significant negative impact of the 

exchange rate volatility on the volume of exports. 

Application of the Gravity Model on CEE Economies 

In view of their simplicity and high explanatory power, gravity models 

have been applied to studying the CEE economies in several works 
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Hamilton and Winters (1992) and Baldwin (1994), two of the most 

influential early studies in the field, showed that trade of the CEE 

countries with developed countries has been only a fraction of potential 

trade. Baldwin (1994) suggested that the actual trade with the EU12 was 

up to 20 percent of the potential trade for Bulgaria and former 

Czechoslovakia in 1989. Some CEE transition economies were found to 

be much closer to equilibrium (this is the case of Hungary, with a ratio of 

potential to actual trade of 1.8), while countries like Romania and Albania, 

which did not participate in the Council of the Mutual economic 

Assistance, started trade liberalization with regional trade structures 

closer to the gravity predictions estimated by Baldwin. Egger (2003) and 

Fidrmuc and Fidrmuc (2003) found that trade between the EU15 and the 

CEE countries was close to the predicted level at the end of the 1990s. 

Some other uses of the gravity model include: 

• Test of the regional trade agreement (RTA) effects, that is, if a 

particular RTA helps the intra-bloc trade. (Aitken 1973) 

• Test of the Domino Effect, that is, if increasing integration among 

countries leads to increase in the number of potential candidates 

interested in becoming members of a particular regional 

agreement (Sapir 1997). 

• Test of the Linder Hypothesis: Is trade in manufactured goods 

more intense among countries with high and similar income per 

capita? (Gruber and Vernon, 1970, and Thursby and Thursby, 

1987) 
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• Rose (2000) found that trade among countries in a monetary 

union is three times the size of trade among countries that are not 

in a monetary union, holding other trade costs constant. 

3.3 Model Specification and Empirical Methodology 

3.3.1 Model Specification 

To isolate the effects of exchange rate volatility on trade, one must 

first control the other factors that impinge upon trade flows. To guide the 

selection of control variables, the gravity model of international trade is 

taken as a starting point. It predicts that the bilateral trade flows should 

depend on factors such as economic size or "mass", distance, and other 

related considerations. The basic panel equation can be expressed as 

follows: 

HTradeiJI)=r,J+rl +/?, \n{YuYJt) +P2 ]n(yttyjl) + fi3Area + 0AADJ + P5D + 06V + e9 

(3.5) 

where y9 represents the fixed effect in trade between partner countries 

i and j . The fixed effect is intended to capture all individual fixed 

factors-including unobservable characteristics- associated with a given 

country pair that have affected bilateral trade flows historically, r, 

represents common time effects for a particular period. The time effects 

are intended to capture common time developments with respect to 

bilateral trade across all trading partners in the panel. For example, the 

special case of a linear time trade in trade shares (e.g., increasing global 

integration) would be captured by the inclusion of time effects. Y,Y. and 
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yty. represent gross domestic product in level and per capita terms. If 

the economic size of the countries (GDP in this case) increases and the 

countries become richer (increase in GDP per capita), then the countries 

are expected to trade more. Area is dummy variable taking the value of 

one if both partners belong to the same Area and zero otherwise. Area 

is derived according to free trade agreements CEFTA and BFTA between 

trading partners i and j. Generally the countries belong to the same 

Area will trade more, so we expect the sign of /?3 to be positive. ADJ 

is the adjacent dummy variable. If the countries are neighbors of each 

other, then it equals one, zero otherwise. As a result, we expect /?4 to 

be positive too. D denotes the distance between countries. V is the 

measurement of exchange rate risk; the coefficient fi6 in equation (3.5) 

is the central parameter of interest. Finally, e is the error term. 

Fixed effects estimation is utilized in our study. Its advantage over 

other methods that use specific variables is that it is able to control for 

omitted variables bias, at the expense of isolating the individual 

contribution of time-invariant factors like geographical distance and etc. 

(See Micco et al. (2003) and UK treasury (2003) for further discussions 

of the advantages of fixed effects in the gravity trade model.) 

As discussed above, with fixed effects models we cannot directly 

estimate variables that do not change over time. However, these 

variables, including geographical distance and common border and area 

variables, can be easily estimated in our study using a second step, i.e., 

running another regression with the country-pair effects from the fixed 
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effects model as the dependent variable and distance and dummies that 

remain constant overtime as independent variables 

Ytj =ao+ <xxarea + a2D + a3ADJ + e (3.6) 

3.3.2 Panel Unit Root Test 

We have chosen a panel framework to estimate the effect of 

exchange rate volatility on trade volume among CEE countries. The 

benefits of this method include: 

• With the help of panel data framework, one can control for 

heterogeneity in individual behavior. 

• The availability of larger degrees of freedom in panel data, 

without having to resort to longer time series, will led to less 

collinearity among regressors and more efficient estimators. 

• Panel data intrinsically present fewer measurement error 

problems than other frameworks. 

• Several investigations that can not be carried out with pure 

cross-section or time series data become possible in a panel 

framework because of the two dimensions of variation-over time 

and across members. 

• One of the major concerns in econometric studies, the omitted 

variable bias, is mitigated when panel data are used. Especially in 

the case of omitted variables that change slowly over time, the 

introduction of fixed effects will alleviate the bias significantly. 

• Adopting a panel estimation technique reduces the need for long 

time series, which is an advantage. The longer the time series, 

the more severe the endogeneity problem. 
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Given the variables entering the gravity model, the possibility of unit 

roots may be relevant. The panel test procedure pools cross section time 

series data and its null hypothesis imposes a cross-equation restriction, 

thus the panel procedure yields higher power than standard unit root test 

based on individual time series. In this study, we apply three commonly 

used panel data unit root tests: the Levin, Lin and Chu test (LLC test, 

1992, 1993, 2002), the Im, Pesaran, and Shin test (IPS test, 1997, 2003), 

and the Hadri test (2000). 

Levin, Lin and Chu consider pooling cross-section time series data as 

a means of generating more powerful unit root tests. They develop the 

asymptotic theory for a model which allows for individual specific 

intercepts and time trends. The LLC test procedures are designed to 

evaluate the null hypothesis that each individual in the panel has 

integrated time series versus the alternative hypothesis that all 

individual's time series are stationary. The LLC test considers the 

following basic ADF specification: 

A*, = fiy„+tlP9*y*-j+amidm +eu< m=1, 2, 3. (3.7) 

where dm, indicates the vector of deterministic variable and a 

indicates the corresponding vector of coefficients for a particular model 

m=1,2,3. Thus, du =</> (the empty set), when the model includes no 

individual-specific mean and time tread; d2l = { l } , when the model has 

an individual-specific mean but does not contain a time trend; and 

dit={\,t} when the model has an individual-specific mean and time 

trend. The lag order pt may be different for individual cross-section 
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units. 

The LLC test assumes that there is a common unit root process so 

that p is identical across sections, But it allows the lag order for the 

difference terms, p,, to vary across sections. The null and alternative 

hypothesis for the panel unit root test can be written as H0: p = 0 and 

Hx-.p < 0. Under the null hypothesis, there is a unit root, while under the 

alternative, there is no unit root. 

To implement the test, first regress Ay,., and >>,,_, against 

Aytt_j(j = l,...,/>,) and the appropriate deterministic variables, dml and 

get residuals from these regressions: 

J«4K.-£*f4v,-«-«C (3.8) 
7=1 

A Pi A A 

Vi = yit-i " I ^ i -««, dM (3.9) 
7-1 

An estimate of the coefficient p is obtained from the pooled proxy 

equation: 

- 2 

t.-NTSscrl STD(fi)n\ 
t'fi= ; =^->7V(0,l) (3.10) 

a . 
mT 

e^fiv^+s* (3.11) 

A A 

where eit = -&-, va_, = -*± are residuals that are normalized by the 
a. a 

SI SI 

regression standard error from Equation (3.11) to control for 

heterogeneity across individuals. The conventional regression t-statistic 

for testing p = 0 is given by 
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t p = — H — (3.12) -
STD(0) 

The Monte Carlo simulation shows that the test is appropriate for panels of moderate si; 

The second panel unit root test applied in this study is the Im, 

Pesaran, and Shin (IPS) test. The IPS testing procedure is based on 

averaging individual unit root test statistics for panels. In particular, the 

test proposes a standard t-bar test statistic based on the average of 

(augmented) Dickey-Fuller (Dickey-Fuller, 1979) statistics computed for 

each group in the panel. 

The IPS test starts by specifying a separate ADF regression for each 

cross section: 

A^„ = a, + A * H + A Z ^ Ay,,-, + *, (3.13) 
7=1 

It allows for individual unit root processes so that Pi may vary across 

sections. The test is characterized by the combining of individual unit root 

tests to derive a panel-specific result. The null and alternative hypothesis 

for the panel unit root test can be written as //0 : /5,=0 for all i and 

ff, :fl <0, i = \,2,...,Nx,Pi = 0,i = JV, + 1,^, + 2,...,N. 

This formulation of the alternative hypothesis allows for /?. to differ 

across groups and is more general than the homogeneous alternative 

hypothesis, such as the above LLC test. It also allows for some (but not 

all) of the individual series to have unit roots under the alternative 

hypothesis. This is considered as a condition necessary for the 

consistency of the panel unit root test. 

The ADF regressions are estimated for each i , the standardized 

85 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



t-bar statistic has an asymptotic standard normal distribution and is given 

by: 

JN\ t-barm - 1 J *[/,(!*/>,)]} 
— - — 5 = ^ — — - > N ( o , r 

' " 1=1 

E\jiAPi,Pi)~\ a n d ^ a r [ ' ,T(A,^ , ) ] a r e t n e expected mean and variance of 

the ADF regression t-statistics. Their value for different values of T and p 

and different test equation assumptions are tabulated in the paper. 

The third panel unit root test used in this paper is the Hadri test 

(2000). The Hadri panel unit root test is akin to the KPSS stationarity test 

and has the null hypothesis of no unit root in any of the series in the 

panel. As with the KPSS test, the Hadri test is based on the residuals 

from the individual OLS regression of yl4 on a constant or constant and 

a trend. Such a regression can be defined as: 

(3.15) 

In particular, an LM statistic can be constructed from the residuals,^, 

estimated from the individual regressions, 

1 (^ \ 
LM = -\Yj{YjSiitflT

2)lf, 
-W V 1=1 i ) 

(3.16) 

where S,(t) are the cumulative sums of the residuals, S,(t) = ̂ _iei,,, and 
s=\ 

f0 is the average of the individual estimators of the residual spectrum at 
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frequency zero, f0=^lfio • Hadri then demonstrated, with mild 

assumptions, that 

Z=^(LM-^~N(0,l) (3.17) 

where £ = 1/6 and g-l/4S , if the model includes constants and 

£ = 1/15 and $- = 1/6300, otherwise. Such a stationarity test can be 

considered a viable alternative to the above two unit root tests because it 

allows the researcher to investigate the autoregressive nature of the 

panel in a diverse way in comparison to the ADF methodology. As such, 

it helps build power to the conclusions made with respect to the panel 

members individually and as a group. 

3.3.3 Panel Co-integration Test 

If all variables were stationary, one could safely use the conventional 

econometrics framework of estimation. However, since mostly they are 

not, we have to ensure that our model is not spurious. Usually regression 

involving 7(1) variables tend to be spurious unless it can be 

demonstrated that there exists a linear combination of these variables 

that is stationary. Thus, to test for cointegration it is necessary to verify 

that the model residuals do not contain a unit root and are white noise. 

We use the framework developed by Pedroni (1999, 2000), which is 

the least restrictive one in terms of assumptions imposed9. It is based on 

seven residual-based statistics that are constructed to test for the null 

hypothesis of no cointegration in panels. Four of the seven 

for surveys on panel cointegration see Banerjee (1999), and Baltagi and Kao (2000). 
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residual-based statistics (called panel statistics) are based on pooling 

along the within-dimension, whereas three of them referred to as group 

mean statistics are constructed by pooling along the between-dimension. 

The first set of tests pools the autoregressive coefficient across 

cross-sectional units for the unit root tests on the estimated residuals. 

The second set of tests is based on averaging individually computed 

statistics for each cross-sectional unit, thus allowing for a high degree of 

parameter heterogeneity. The salient distinction in the testing of the null 

hypothesis of no cointegration for these two types of statistics is that for 

the within-dimension test (H0: yt, = 1 for all i versus / / , : yi = y < 1 for 

all i ), a common value for the autoregressive coefficient of the 

disturbance term for the OLS residuals is assumed under the alternative 

hypothesis. No such resetriction is imposed for the between-dimension 

test ( H0: y, = 1 versus Hx: yl < 1 for all i). Once these tests are 

computed, they are then normalized by appropriate scaling moments 

(means and standard deviation) representing Brownian motion 

processes for the individual statistics, which are obtained via Monte 

Carlo simulations and tabulated in Pedroni (1999). Fortunately, these 

statistics converge asymptotically to the standard normal 

distribution N(0,l). 

We use the four statistics from Pedroni (1999) that have the most 

power. They can be expressed as follows: 

r ~ " 2 N T A - 2 A « 2 V 1 / 2 

panelpp - statistics = 
N T a"* Z Z Lu e'-'-' Z Z Lu (e"A ** - A) (3-18) 

V i=i '=i J 1=1 (=1 
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(jn. N T A - 2 A * 2 "N -1/2 

paneladf - statistics = SN,T 2_, X ^ e<.'-i zl zZi ^w (e,'A e ' ' . ) (3.19) 
^ i=\ l=\ J i=l t=\ 

T A " 2 A * 

»(*2 A2 T 1 / 2 r 
Grouppp-statistic = JV 1 / 2 ^ <r,^e„-i ^ e„, Ae„-/l, (3.20) 

M V J '=2 

w ^A-2 A-2 Y ' " r ( 

Groupadf - statistic = N 1 / 2 ^ 5, ^e;r-i 2^ 
w V (=2 

«MAc, (3.21) 

Where Panel pp , Panel adf, Group pp, Group adf are respectively 

the within and between versions of the non-parametric Phillips-Perron 

t-statistics and the Augmented-Dickey-Fuller statistic for unit root tests on 

the estimated residuals. For a definition of the various nuisance 

parameters see Pedroni (1999). Note that the Group adf test is 

equivalent to the IPS residual based test for unit root in the previous 

section. 

3.3.4 Panel Dynamic OLS Estimator 

In this section, we turn to the issue of correctly estimating the 

long-run parameters of the cointegration equations. It is now commonly 

acknowledged that parameter estimations by OLS of cointegration 

vectors, though superconsistent (i.e. they approach their true values at a 

rate proportional to T~l instead of T~1'2), are asymptotically biased 

because of possible endogeneity of the /(l) regressors under the usual 

assumption regarding cointegrated systems and serial correlation in the 

data. This in turn causes finite sample bias and efficiency loss (Davidson 

and MacKinnon, 1993). Pedroni (1996) showed that the bias problem is 

89 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



further compounded in panel data because the cross-section dimension 

introduces a potential for second order bias that is an amplification of the 

original bias due to the size of the cross-section. In addition, the 

nuisance parameters on the off-diagonal elements of the covariance 

matrix remain pervasive in the asymptotic distribution of the unit root 

tests causing undesirable data dependencies in residual-based 

cointegration tests, which invalidates standard hypothesis testing in the 

OLS framework. This finding is in agreement with Kao (1999) who found 

that in panel OLS regression involving 1(1) variables, the t-statistic neither 

converges to the standard normal distribution nor has a zero mean even 

forT=30. 

To cope with this problem, Pedroni (1996) proposed the use of the 

panel Fully Modified Ordinary Least Square (FMOLS) estimator, first 

employed by Philips and Hansen (1990) in the single equation case, to 

correct the asymptotic bias and free the asymptotic distribution of the 

estimators from the nuisance parameters. The FMOLS is asymptotically 

normally distributed with zero mean. Kao and Chiang (1999) investigated 

the properties of the FMOLS, OLS and DOLS (dynamic ordinary least 

square) estimators. They found that the OLS has a significant downward 

bias in finite sample that makes it the most biased estimator of them all. 

The FMOLS hardly did much better. It was more biased than the OLS in 

homogeneous panels under certain conditions (when both the serial 

correlation and endogeneity parameters were positive) and severely 

biased in heterogeneous panels in all instances. 

Part of the problem with the FMOLS is that the non-parametric factor 
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necessary for the endogeneity correction depends on the prior estimation 

of some nuisance terms by OLS which itself is biased. Kao and Chiang 

(1999) showed that DOLS approach is superior to the OLS and the 

FMOLS in terms of smallest mean-bias both in homogenous and 

heterogeneous panels. Part of the appeal of the DOLS is that it provides 

asymptocially efficient and unbiased estimates and has standard 

asymptotic distributions that are close approximation to the exact 

distribution in small samples, which permits standard hypothesis testing. 

Furthermore the DOLS requires neither initial estimator nor 

non-parametric correction. Its major drawback however is that it can be 

sensitive to the number of lags and leads over the FMOLS, because in 

their view the failure of the non-parametric correction for the FMOLS to 

reduce estimation bias is far more damaging than the possible lack of 

robustness of DOLS to the exact choice of lags and leads. 

Given the above considerations, we decided to estimate the long-run 

cointegration relationships of our model using DOLS. To ensure the 

robustness of our results, we perform sensitivity analysis to ensure that 

the results are robust to various lags and leads. The DOLS estimator is 

obtained by running OLS on the following regression: 

i 

yit = or. + xitP + J ] ctjAxit+j + v,., (3 

which is in fact the cointegration equation with additional regressors in 

the form of lags and leads of the first difference of the variables 

considered. The purpose of including additional regressors in the 
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equation is to remove the undesirable nuisance parameters10. 

3.4 Data Analysis and Empirical Results 

3.4.1 Variables and Data Sources 

Data are mainly collected from the International Financial Statistics 

and the Direction of Trade Statistics issued by the IMF and Data-stream 

database in this study. We acquire quarterly data in the sample period 

from 1995:01 to 2005:02 from these databases. We build the panel for 

the eight CEE countries that joined EU. The total number of country pairs 

(combinations) is hence N = 28, the number of times series is T = 42, 

yielding a total number of observations NT = 1176. 

In particular, some of the variables are built as follows: 

• Real exports: The real exports between countries is the product 

of real exports from country i to country j ( EXPJit) and real 

exports from country /' to country i ( EXP„ ), which is 

calculated as follows: 

Tradev = EXPm* EXP^ In 
FX FX 

( s»—*100)*( J-—* 100)1 (3 
USGDPD, USGDPD, ] 

where EXijt is the quarterly nominal exports of country /' to 

country j in US dollar; EXjit is the quarterly nominal exports 

of country j to country / in US dollar; and USGDPD, denotes 

the US GDP deflator. 

10 For good reviews of panel DOLS estimators see Kao and Chiang (1999), and Mark and Sul 

(2002) 
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• Real GDP: The real GDP is the product of GDPs (GDPit * GDP ) 

which is calculated as follows: 

r,r,-ODP.*GDP#-IH 
GDPN GDPNit ( ^riy>< x 100)*( J—x 100) 

USGDPD, USGDPD, J 
(3 

where GDPNit is the nominal GDP of country i measured in 

US dollar and GDPNjt is the nominal GDP of country j in US 

dollar. 

• Real GDP per capita: The real GDP per capita is the product of 

GDP per capital of country / and country j . 

• Real exchange rate volatility: GARCH (1,1) average monthly 

exchange rate volatility, as discussed in Essay One. 

3.4.2 Panel Unit Root Test Results 

Tables 3.3 and 3.4 present the panel unit root test results in level and 

first difference. It can be observed from Table 3-3 that the test statistics 

are suggestive for the presence of unit roots in our panel. This 

observation regarding possible non-stationarity in the panel data is not 

surprising when considering that the key variables which include 

\a{Tradeijt) , \n{YuYjt) and \n(yityjt) between trading partners. From 

Table 3-4, however, we can see that the variables are stationary in first 

difference generally. 

\n{Tradeijt) 

HYJ,) 

Hyityj,) 

LLC 

-1.36 

-1.34 

-1.62 

IPS 

-0.17 

0.13 

-3.31* 

Hadri 

11.31* 

14.42* 

9.44* 
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Vt],-Garch -1.33 1.09 8.38* 

Table 3-3 Panel unit root test results - Level 

\n(Tradeijt) 

HYJj,) 

Hyuyjt) 

Vijt - Garch 

LLC 

-12.84* 

-10.62* 

-9.72* 

-13.58* 

IPS 

-13.94* 

-11.49* 

-11.58* 

-15.92* 

Hadri 

0.93 

1.16 

3.48* 

1.26 

Table 3-4 Panel unit root test results -1 Difference 

3.4.3 Panel Co-integration Test Results 

Given the possibility of unit roots in the panel data, panel 

cointegration tests were also conducted, as shown in Table 3-5. These 

tests strongly suggest that bilateral trade, GDP, GDP per capita and 

bilateral exchange rate volatility between country trading pairs are 

cointegrated. 

Standard Case 

-4.34* 

-2.73* 

-6.18* 

-4.64* 

Heterogeneous Case 

-9.36* 

-4.72* 

-11.92* 

-8.43* 

Panel pp-statistic 

Panel adf-statistic 

Group pp-statistic 

Group adf-statistic 

Panel pp-statistic 

Panel adf-statistic 

Group pp-statistic 

Group adf-statistic 
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Note: all test are one tailed tests with N(0,1) distribution 
A * indicates the rejection of the null hypothesis of no cointegration at least on 
the 0.05 level of significance. 
All tests were executed using RATS codes for panel cointegration graciously 
provided by Peter Pedroni 

Table 3-5 Panel Cointegration Tests 

3.4.4 Panel DOLS results 

The panel DOLS result11 is shown in Table 3-6. As can be seen, the 

coefficients of \n(YuYjt) and l n O ^ , ) are all positive, which are as 

expected. The coefficient of \n(Vy) is negative, which implies the future 

EMU membership is beneficial for intra-CEE trade. 

Time-variant Variables 

ta07y) 

Hy,yi) 

In(^) 

Coefficient 

0.74 
(0.24) 

0.43 
(0.13) 

-0.18 
(-0. 04) 

Notes: all specifications include fixed effects and time effects. Standard errors given 
in parentheses; OLS standard errors are only indicative under the null of 
non-stationarity. 

Table 3-6 DOLS Estimation Result 

Time-invariant Variables Coefficient 

D 

Area 

9.63 
(5.18) 

-1.69 
(-0.54) 

1.12 
(0.34) 

We have also conducted OLS estimation for robust tests and the results are similar. 
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ADJ 0.43 
(0.12) 

R> 0.31 

Notes: Standard errors given in parentheses. 

Table 3-7 Individual Effects on Distance, Adjacent and Area. 

Table 3-7 presents the result for the individual effects of the 

time-invariant variables. It can be observed that the coefficient for 

distance D is negative, which means that, as expected, the farther the 

distance between countries, the less the trade volume. The coefficient for 

adjacency ADJ is positive, meaning that the countries that are adjacent 

to each other have more trade. Finally, the country belongs to the same 

area also trade more, as denoted by the coefficient oiarea. They also 

conform to our expectation. 

3.5 Summary 

In Essay One, we discussed the impact of exchange rate volatility on 

the trade effects between the CEE countries and the Eurozone, and it is 

shown that the three CEE ERM-outsiders can benefit from their adoption 

of the euro. As entering the Eurozone eliminates not only the exchange 

rate volatility between the CEECs and the Eurozone, but also the one 

among CEE countries themselves. It is also interesting to investigate the 

effect of the future elimination of exchange rate volatility on the intra-CEE 

trade, which is the focus of this essay. 

We utilize the classical gravity model to study the relationship of the 

eight CEE economies. Unlike many other studies that assume the 

stationarity of the panel data, the recently developed panel unit root tests 

and Pedroni's cointegration methods are used to detect whether the 
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panel data are stationary and whether there exists a long run relationship 

between the non-stationary panel data. We then apply dynamic OLS in 

our study to estimate the parameter in the gravity model, which has been 

suggested by Kao and Chiang (2000). Compared to panel estimators 

that address endogeneity bias, they found that DOLS outperforms the 

Phillips-Hansen "fully-modified" OLS (FMOLS) approach in finite 

samples. 

We apply the above methodology for the quarterly data from 1995:01 

to 2005:02. There are three main findings from our empirical results. First, 

we find that all variables are co-integrated in all the three countries over 

the sample period. This suggests that the macroeconomic variables are 

not drifted far apart in the long run and, therefore, may not consider 

independent of each other. Second, all the parameters are as expected. 

GDP and GDP per capita, area, border are significantly positive; while 

the distance is significantly negative. Third, the relationship between real 

exports and exchange rate volatility of the CEE countries is negative and 

statistically significant. 

From the above findings, the future prospective membership of EMU 

is able to increase the trade volume among the CEE countries 

themselves, in addition to increasing trade between the CEE countries 

and the Eurozone, as the first essay indicates. Therefore, we conclude 

that the entry of EMU in an earlier date for the CEE countries should be 

encouraged based on trade effects. 
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4. Essay III: The OCA Theory and the Role of 

Exchange Rate in CEE Economies: Evidence 

from VAR Model 

4.1 Overview 

An Optimum Currency Area (OCA), as defined by Mundell12, is a 

region where exchange rates among countries should be fixed. Nations 

choosing to participate in a currency union are generally believed to 

prefer achieving certain economic goals such as lower transaction costs 

(no market segmentation or no currency conversion costs) and less 

difficulty of completing international transactions within the union; 

elimination of exchange rate uncertainty and larger market areas. 

These transaction advantages, however, come with some cost as 

well. According to the OCA theory, the main cost of joining a currency 

area is the loss of monetary policy instruments at a national level (e.g., 

the exchange rate) as stabilization mechanisms against macroeconomic 

disturbances that affect the area in different manners. As these kind of 

macroeconomic disturbances, known as "asymmetric shocks", cannot be 

dealt with a common monetary policy, alternative adjustment 

mechanisms are needed to achieve macroeconomic stabilization. In an 

independent monetary policy regime, the exchange rate will act as a 

shock absorber when facing such asymmetric shocks. 

12 Professor Mundell's innovative and profound analysis of the Optimum Currency Area (OCA) 

and exchange rate regime won him Nobel Prize in 1999. 

98 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



In addition to considering the potential benefits of the adoption of the 

euro on the exports of the CEE countries (discussed in the previous two 

essays), in this essay, we try to understand the role of the exchange rate 

in the adjustment of the potential asymmetric shocks. We also 

investigate the contribution of the Eurozone shocks to the 

macroeconomic fluctuations of the three CEE ERM-outsiders (i.e., again, 

the Czech Republic, Hungary and Poland) in this study. 

4.2 Literature Review 

4.2.1 Optimum Currency Areas Theory 

The OCA is an optimal geographic domain of a common currency, or 

of several currencies, whose exchange rates are irrevocably pegged and 

unified. The common currency, or the pegged currencies, can fluctuate 

only in unison against the rest of the world. The domain of an OCA is 

given by the sovereign countries choosing to adopt a single currency or 

to irrevocably peg their exchange rates. Optimality is defined in terms of 

several criteria, including the mobility of labor, the economic openness, 

the diversification in production, the similarity of supply and demand 

shocks and business cycles, etc. Meeting the above criteria makes 

exchange rate adjustments unnecessary within the currency area by 

fostering internal and external balance, reducing the impact of some 

types of shocks or facilitating the adjustment thereafter. 

The OCA theory started with the seminal works by Mundell (1961), 

McKinnon (1963), and Kenen (1969). We introduce some of the main 

OCA criteria as follows: 

• The Factor Mobility. The intellectual origins of the optimum 
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currency area literature began with Mundell (1961, 1968). 

Mundell observed that, in cases where nations are within the 

same domain forming a currency area, an exchange rate 

adjustment is of little use if the degree of production factor 

mobility (e.g. labor and capital) across countries is high. To 

illustrate his theory, Mundell used Canada and the United States 

as an example. He observed that high factor market integration 

and sufficient factor mobility within a group of partner countries 

can reduce the need to alter real factor prices, and the exchange 

rate, between countries in response to disturbances. If one 

country suffers from depression due to a negative shock, factors 

of production may move from this country to another which is hit 

by a positive shock. Hence, prices of these factors do not need to 

fall so sharply in the depressed country and rise in the booming 

country. The factor mobility is then able to compensate for the 

exchange rate changes. He reasoned that the leading 

advantages of creating a currency area tied by a fixed exchange 

rate between two nations were to reduce the exchange rate risk 

and to diminish transaction cost. 

• The Degree of Economic Openness. The second criterion, 

designated by McKinnon (1963), is the degree of economic 

openness. The higher the degree of openness, the more 

changes in international prices of tradable are likely to be 

transmitted to the domestic cost of living. Also, devaluation would 

be more rapidly transmitted to the price of tradable and the cost 
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of living, negating its intended effects. Hence, the exchange rate 

would be less useful as an adjustment instrument for small and 

open economies. 

• The Diversification in Production and Consumption. Kenen (1969) 

outlined the third criterion: the diversification in production and 

consumption. A high diversification in production and 

consumption diminishes the possible impact of shocks specific to 

a particular sector. Therefore diversification reduces the need for 

changes in terms of trade via the nominal exchange rate and 

provides "insulation" against a variety of disturbances. More 

diversified partner countries are more likely to endure small costs 

from forsaking exchange rate changes amongst them and find a 

common currency beneficial. 

• Similarity of supply and demand shocks and business cycles. 

This is an important criterion. Monetary and exchange rate policy 

in a common currency area cannot be used as a stabilization tool 

when a member country is, for example, hit by an asymmetric 

shock. Hence, business cycles of countries considering creation 

of a currency area must be correlated to a maximum extent. 

4.2.2 Previous Work 

A number of empirical studies have used structural vector 

auto-regressions (SVARs) to analyze the relative importance of different 

shocks in explaining exchange rate fluctuations. 

Clarida and Gali (1994) examined the importance of nominal shocks 

in explaining real exchange rate fluctuations. They used a long run 
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triangular identification scheme proposed by Blanchard and Quah (1989) 

and King et al. (1991). The nominal shocks are identified by assuming 

that such shocks do not affect real variables, i.e. the real exchange rate 

or output, in the long run. They found that demand shocks were able to 

explain the majority of the variance in the real exchange rate and that the 

exchange rate acted as a shock absorber. These results are confirmed 

by Funke (2000) for the UK versus the Euro area. 

Chadha and Prasad (1997) applied the Calrida and Gali (1994) 

approach to the Japanese yen-US dollar exchange rate and also found 

that demand shocks play a crucial role in explaining fluctuations, 

although supply shocks are also important. Clarida and Gali's restrictions 

are based on a small open macro model inspired by Dombusch (1976) 

and Obstfeld (1985). 

Artis and Ehrmann (2000) estimated structural VARs and identified 

monetary policy and exchange rate shocks using short-run zero 

restrictions. More specifically, they assumed that all nominal shocks have 

no immediate effect on outputs. This study found that the exchange rate 

seems mostly to reflect shocks originating in the foreign exchange 

market itself, i.e., the exchange rate is a source of shocks rather than 

simply a shock absorber. 

Canzoneri et al (1996) reached a similar conclusion. They estimated 

VARs for a number of European countries and checked whether the most 

important shocks in explaining the output variance decomposition are 

also the most important in explaining exchange rate fluctuations. Supply 

shocks explained most of the movement in output but could hardly 
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explain any variation in exchange rates. This, in turn, suggested that the 

loss of exchange rate flexibility in a monetary union is less costly in terms 

of macroeconomic stability. Overall, there is no consensus on this issue. 

As data quality improved with the progress of economic transition in 

the CEE countries, SVAR methodology has also been extensively 

applied for CEE countries when studying their macroeconomic 

fluctuations. We list a few examples in the following paragraphs. 

Frenkel et al. (1999) found that the correlation between shocks in the 

Euro area and in the nonparticipating EU member states was quite high -

as it was for the remaining EFTA countries. The correlation of shocks 

was quite different between the Euro area (proxied by Germany and 

France) and the CEECs. Unfortunately, there were difficulties in 

interpreting the results. Perhaps the most serious caveat related to data 

used for estimation. Frenkel et al. used quarterly data from the first 

quarter of 1992 to the second quarter of 1998. The time period is quite 

short - a problem that really cannot be avoided in such studies. More 

importantly, the first two or three years in the sample belong to the period 

of transformational recession for some CEECs, i.e., output losses related 

to the change in the economic system. This can make the interpretation 

of economic shocks problematic. 

Csajbok and Csermely (2002) compared economic dynamics in the 

EU and CEE accession countries and estimated supply and demand 

shocks for a relatively long period (1992-2000). The comparative country 

is derived as the principal component for EU countries, which may cause 

deviations between their results and those of the other studies. Most 
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importantly, in their work, the Czech Republic displayed strong 

correlation with the comparative country for both demand and supply 

shocks, while the previous studies showed zero or even negative 

correlation for the two shocks. 

Korhonen (2003) examined monthly indicators of industrial 

production in the Euro area and nine CEECs. The correlation was 

assessed with the help of separate VARs for the first difference of the 

Euro-area production and production in each of the analyzed countries. 

The correlation of impulse responses to a Euro area shock was taken as 

evidence of symmetry of the business cycles. Korhonen found that some 

CEE countries (especially Hungary) exhibited a high correlation with the 

Euro-area business cycle. Correlation seemed to be at least as high as in 

some smaller EMU members (e.g. Portugal and Greece). 

More recently, Ramos and Surihach (2004) introduced monetary 

shocks with structural VAR models. The authors discussed two possible 

ways to include monetary shocks: real interest rates (following Artis, 

2003), or real effective exchange rate (similar to Clarida and Gali, 1994), 

to the structural VAR model of the previous variables (growth and 

inflation). For data reasons, the second model was estimated for only 

four new member states (Czech Republic, Hungary, Poland, and 

Slovakia). Surprisingly, the monetary shocks implied by the Artis 

decomposition were very similar for the CEE countries and the Euro area. 

Correlation coefficients (computing for three two-year windows) reached 

0.78 in the case of Hungary (2001-2002). The Czech Republic and 

Poland during the currency float (1998-2000) also displayed high 
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positive correlations (above 0.5 in both cases). In fact, no CEE countries 

showed negative correlations between 1998 and 2002. 

4.3 Model Specification and Empirical Methodology 

4.3.1 Model Specification 

VAR analysis, pioneered by Sims (1980), is basically a time series 

approach for macroeconomic modelling, which grew out of the 

discontent with standard large-scale macro-econometric models. 

Typically, these large-scale models are constructed based on various 

economic theories and often are composed of many behavioural 

equations with lots of exclusion restrictions imposed on the lagged 

variables. Dissatisfied with the "incredible" restrictions, Sims offered the 

VAR approach as an alternative to the standard macro-econometric 

modelling. Under this approach, it is no longer necessary to impose 

many identification restrictions and presuppositions of any particular 

structural form. Rather, the data are allowed to "speak for themselves". 

If there is any dynamic relationship among a set of variables to be 

captured, the VAR approach will distinguish that. 

Basically, a vector auto-regression is a system of regression 

equations where independent variables are merely lagged values of the 

dependent variables in the system; no current variables are included in 

the VAR system. To illustrate, we write a n-variable VAR as: 

B{L)Y,=pQ + et (4.1) 

where B0 is a «xl vector of constants, 

B(L) = In-BiL-B2L
2-...-BkLk=In-^d

k
iBkL

k is «x n matrix of 
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polynomials in the lag operator L of finite order k, and et is a «x l 

vector of error terms or residuals. This et has a zero mean, E(et) = 0, 

and a variance-covariance matrix, Cov(e,) = Z - Normally, this 

variance-covariance matrix is non-diagonal; which means the error 

terms are contemporaneously correlated. 

One can also interpret a VAR as follows: 

A(L)Yt=a^ett (4.2) 

where A(L) = A0-AlL-A2L
2-...-AkL

k = 4,-XiA-^* 's a nxn rnatrix of 

polynomials in the lag operator L, Yt contains the nx l vector of 

endogenous variables, a0 is a «x l vector of constants, and e, is a 

«x l vector of random structural disturbances or shocks that can be 

given some structural economic interpretation. In addition, the elements 

of e, are assumed to be serially uncorrected and independent of each 

other; it has a diagonal variance-covariance matrix,Cov(el) = Q. These 

structural shocks represent the movements in the variables that are 

unanticipated by the system; in a sense, they can also be referred to as 

forecast errors. In VAR studies, the selection of variables to be included 

in the vector yt is based on the subject of study and normally relies on a 

priori economic theorizing, or strong empirical relationships. 

In our study, we will include four variables in the VAR system, which 

can be written as 

x,-A{L)et (4-3) 

where x = [^£t/,>',/>,e] , in which yEU , y , p , and e represent 
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trade-weighted Eurozone industrial production index (a proxy for regional 

output in monthly frequency), each CEE economy's industrial production 

index, consumer price index and real exchange rate vis-a-vis Euro, 

respectively. et=[s/p
teMl,sttteM], in which sEU , ssl, sdl, and em 

denote Euro-area (regional) shocks, supply shocks, demand shocks and 

nominal shocks. zt is serially uncorrelated and E[etst *\ is normalized to 

the identity matrix. A(L)=AQ + AlL + A2L
2 + ... is the matrix polynomial in 

the lag operator. 

4.3.2 Lag length Selection 

After selecting the desired variables to be included in the system, 

one must also select the appropriate lag length for the system. In order to 

preserve symmetry in the system, equal lag length is set in every 

equation of the VAR model. This constitutes an unrestricted VAR. The 

selection of lag length k must be given some attention so that the 

dynamic relationship among variables can be sufficiently captured and 

serial correlation can pose no serious threat to the specification of the 

model. On the other hand, if a VAR system contains many variables, and 

if a large lag length is chosen for this system, the number of coefficients 

to be estimated will be enormous. This can exhaust degrees of freedom. 

To resolve this dilemma, the appropriate lag length is frequently 

determined by satisfying some statistical selection criteria; usually 

involves testing the longest length (selected a priori) against a few other 

shorter lag lengths. In our own empirical investigation, two different tests 

will be carried out. The first is the maximum likelihood ratio while the 
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second is the AIC. 

To perform the maximum likelihood ratio, we estimate two models: 

model A and model B with n variables each. The basic difference 

between these two models is the number of lags, where model B is 

assumed to have a shorter lag length (p0) than model A (px) since we 

are restricting parameters of some lags to be zero. Thus, model A can 

be seen as the unrestricted estimation and model B as the restricted 

estimation. Let L(A) and L(B) be the likelihood functions for the two 

models, then twice the log likelihood ration is defined as: 

Ratio = -2 log X = long 
L ^= r [M". | -MnJ] <44' 

where Q. and fij are the determinants of the variance-covariance 

matrices of the residual from the regressions of models A and B, 

respectively (Hamilton, 1995) and T is the number of observations. 

Sims (1980) suggested a slight modification to the likelihood ratio test to 

consider small sample bias. He recommends substituting Equation (4.4) 

by 

Ratio = (T-k)[logpB\-\ogpA\] (4.5) 

where k = the number of deterministic parameters + npx. That is, k is 

the number of parameters estimated per equation in model A. 

The statistic Ratio has a %2 distribution with degrees of freedom 

equal to the number of restrictions imposed under the null hypothesis. 

4.3.3 Identification of the VAR System 

Identification in VAR is basically the setting of enough restrictions 
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on the matrix A, so that estimates of the structural model and 

subsequently the structural shocks, can be derived. The restrictions 

usually are exclusion restrictions, based on economic theories, which 

assume some elements in the matrix A^ are zero. It is well known that 

if all the variables in an unrestricted VAR are contemporaneously 

correlated with each other (i.e., all elements in \ are non-zero), the 

system will be under-identified and hence can not be estimated. This is 

easily understood when we compare the number of parameter 

estimates in VAR (4.1) with the structural model (4.2). In VAR (4.1), the 

number of parameters or elements to be estimated are n2k in B(L) 

and H(« + 1) /2 in E . There are, however, far more parameters in the 

structural model (4.2); precisely, n2(k + \) elements in A(L) and n 

elements in the variance-covariance in Q matrix (here, we restrict Q 

to be diagonal since we assume the structural shocks to be 

independent in the first place). The difference is «(«+l)/2 more 

elements in the structural model than in the VAR. Since each structural 

equation is normalized on a particular variable, the principal diagonal of 

matrix \ has ones running down it. This imposes n restrictions and 

brings the total number of identifying restrictions down from the earlier 

n{n+\)l2 elements to «(n- l ) /2 elements to achieve exact 

identification or just identification. The rest of the remaining n(«- l ) /2 

restrictions will have to rely on plausible economic assumptions of how 

variables in the system are to react to one another. Incidentally, 

restrictions are typically exclusion restrictions that bar certain variables 
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in the system from having any influence on the rest of the variables. 

Most early VAR studies followed Sims'(1980) approach, and found 

identification and estimation of the matrix 4, most conveniently 

achieved by utilizing a mathematical transformation of the 

variance-covariance matrix of the error term (et), X. This mathematical 

transformation is known as the Choleski decomposition. Not only 

common in other areas of empirical studies, this Choleski approach 

found its way into the shock transmission studies as demonstrated by 

Genberg et al. (1987), Lastrapes and Koray (1990), Kouparitsas (1998), 

this approach requires imposing a recursive structure on the 

contemporaneous relationship among the variables, and forces the 

matrix A^ to be lower triangular and the system to be exactly identified. 

Technically, based on a particular ordering (according to economic 

intuition), the Choleski decomposition will transfer the 

variance-covariance matrix of the error term to yield a particular lower 

triangular matrix A^ that will solve S = A^QA^' and at the same time 

diagonalize the variance-covariance matrix of the structural shocks into 

an identity matrix: £ [ ^ 1 = 4,1(4,)' = / However, using the Choleski 

decomposition approach to elicit the structural impulse response 

functions and variance decompositions is not impeccable as Cooley 

and LeRoy (1985), Learner (1985), and Bernanke (1986) had pointed 

out. Particularly, they criticized the way that a recursive structure is 

presupposed when rarely is it congenial with economic theory. In 

addition, they also criticized that because different orderings of the 
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variables will yield different results, inferences based on the impulse 

response functions and variance decompositions can be unreliable and 

controversial. Sims (1986) and Bernanke (1986) propose modelling the 

innovations using economic analysis. Blanchard and Quah (1989) 

provide an alternative way to obtain a structural identification. Their aim 

is to reconsider the Beveridge and Nelson (1981) decomposition of real 

GNP into its temporary and permanent components. Toward this end, 

they develop a macroeconomic model such that real GNP is affected by 

demand-side and supply-side disturbances. In accord with the natural 

rate hypothesis, demand-side disturbances have no long-run affect on 

real GNP. On the supply side, productivity shocks are assumed to have 

permanent affects on output. 

In order to motivate the restrictions embedded in the structural VAR 

framework, we start with a dynamic open economy aggregate supply -

aggregate demand (AS-AD) model with infinite capital mobility. 

yT-yE+*r (4-6) 

y; = yU+0sr+e; (4.7) 

yf =<*,- rV, - E,(Pt+1 - p,))+Tj(st - pt) (4.8) 

(4.9) 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

(4.14) 
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where yEU is Eurozone output, / is domestic output, / is the 

domestic nominal interest rate, /* is the foreign interest rate, s is the 

exchange rate expressed as the domestic currency price of foreign 

currency, p is the domestic price level13, m is the money stock, d is 

autonomous aggregate demand, Et is the expectations operator 

conditional on information available at time t. All variables except 

interest rates are in natural logarithms, and all parameters are assumed 

positive. 

Equation (4.6) is the evolution of the Eurozone output, which is 

assumed to follow a random walk. Equation (4.7) express the aggregate 

supply, which depends on the previous period's domestic output, and EU 

supply shocks according to the assumption of small open economy. 

Moreover, Equation (4.8) is an aggregate demand (IS) expression, where 

total spending is a function of the expected real interest rate, and the real 

exchange rate. Here, the Marshall-Lerner condition is assumed to hold, 

so any increase in the real exchange rate is assumed to increase 

aggregate demand. In Equation (4.9), autonomous spending, d,, is 

assumed to be a unit root process. Equation (4.10) is the uncovered 

interest parity condition, and is assumed to hold due to perfect capital 

mobility. Equation (4.11) is a conventional money demand equation. 

Equation (4.12) expresses the evolution of money supply. For simplicity, 

it is assumed to follow a random walk. Finally, the model is closed with 

the goods and money market equilibrium, expressed in Equations (4.13) 

13 For the sake of simplicity, foreign prices are normalized to unity. 
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and (4.14), and is to be solved under the assumption of rational 

expectations. 

To properly solve the model, we eliminate the interest rate from 

equation (4.8) and equation (4.11), and use equation (4.10) to obtain the 

following system: 

A 1 1 
| 

J + TJ -Y-rf\ 

The system can be rewritten in a compact form as AYt = BEtYl+l + Wt, 

or, Yt = UEtYl+l + CW, where C = A~l and n = A~XB. The eigenvalues of 

matrix n are {A /(\+A),y/(y+rj)}, which are both within the unit circle 

for finite values of the parameters; hence the forward looking solution is 

convergent. The forward looking solution to the system in (4.15) is 

Y^CjU'E^ (4.16) 

Given the stochastic processes for the exogenous variables, it is 

clear that E,Wl+i = Wt for i = 1,2,3... The forward looking solutions for 

the nominal exchange rate, the price level, and the real exchange rate in 

terms of the exogenous variables are: 

s, = m,-<py, + \lri{y,-dt) (4.17) 

p,=mt-<py, (4.18) 

s,-pt = \lT,{y,-dt) (4.19) 

The observed movements in the vector of variables 

Xt =\_yfu y, (s,-p,) />,]' are due to four mutually uncorrelated 

"structural" shocks with finite variance, et=^efu e't ed
t s'~\. They 

A 0 | 

.7 ~Y\ E,pJ\ + 
m,-<pyj 

y,-d,] 
(4.15) 
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are Eurozone output shocks, e, ; domestic supply shocks, e' ; 

aggregate demand shocks, e? ; and money supply shocks, e' , 

respectively. 

It can be shown the long-run impact of the structural shocks on the 

endogenous variables has a peculiar structure that is useful in identifying 

the shocks. To indicate the long run effect of structural shocks, et, on 

Xt, we transform the solution to a model in first differences: 

AyT—r (4.20) 

EU , „s 
Ay,=flC+s; (4.21) 

A(5,- A )=i / 7 (^r+o-( i /^K (4.22) 

Ap,=-<p(0er+*;) + £', (4.23) 

It can be written as an infinite moving average representation in the 

structural shocks: 

Ay?" 

4K 
A ( * , - A ) 

AA 

1 

J 

an(L) an{L) au(L) «14(L)1 

°2\iL) a2l(L) a2l(L) a2^L) 

«3l(^) a3l(L) a3l(L) °^L) 

a4l(L) aa(L) a43(Z,) aAA(L)\ 

.EU 1 

J 

(4.24) 

where ay(L) is an infinite polynomial in the lag operator L. Equation 

(4.24) can be equivalently expressed as: 

Here, A{L) is a matrix whose elements are atj(L). The time path of the 

effects of a shock in Sj on variable i after k periods can be denoted 

(o^k). In addition, we denote A{\) to be the matrix of long run effects 
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with elements ^ (1 ) , where ^(1)=^ a>9(k) gives the cumulative 

response of variable i to shock ej over time. Similarly, ,4(0) is the 

matrix of the contemporaneous effects and consist of a JO). 

To appropriately identify these structural shocks, we estimate the 

following reduced form VAR: 

AX, = BxAXt_, + B2AX,_2 +...+ BpAX,_p + e, (4.26) 

where e, is a vector of reduced form (composite) shocks, and 

Bt,i = \,2,...,p is the coefficient of autoregressor AA ,̂. . The 

variance-covariance matrix of e, is given by: 

an trl2 <rn cr14l 

= 1 (4.27) E(e,e,) = 
a2x a22 CT23 o-24 

CT31 CT32 ° 3 3 °"34 

. ° 4 I °"42 < T43 CT44 

Given that AX, is stationary, it can be inverted to get the infinite 

moving average process in reduced form (composite) disturbance: 

AX, = e, + C,e,_, + C2e,_2 +... = £ „ C,e,_, = C(L)e, (4.28) 

Since the relationship between composite innovations, <?,, and pure 

innovations, e,, is: 

e, = A(0y£l (4.29) 

From equation (4.25) and (4.28), one can write: 

c£C(l)'=A{l)A(iy (4.30) 

,4(1) can be obtained as the Choleski factor of C,£C(1)' . 

Therefore, 
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A(0) = C(l)lA(\) (4.31) 

The objective of identification is to determine the 16 elements of 

.4(0) (i.e., 4x4 symmetric matrix). Given the model structure above, 

the long run effect of the shocks on the system is 

&yfu 1 \au(L) 0 0 0 i r ^ l 

Ay, = a2l{L) a22(L) 0 0 < 

Hs,-P,) an{L) ai2(L) a33(L) 0 el 
Ap, J [aAl(L) a42(L) 0 a^L)^ \ 

Note that the matrix of long run effects is a lower triangular. Moreover, 

the long run effect of aggregate demand shocks on the price level is zero 

(i.e., a43(l) = 0 ). Given the restrictions embedded in the 

variance-covariance matrix, the system in (4.32) provides seven 

restrictions toward identification in total, which means the system is 

overidentified. 

4.3.4 Estimation of the VAR System 

There are two steps in the estimation of our structural VAR model, as 

suggested in Sims (1986) and exemplified in Canova (1991). The first 

step is the estimation of the VAR system by OLS; where the error term 

e,, the variance-covariance matrix S, and the coefficients in B(L) are 

estimated for use as information in the second step. The second step 

involves using the estimated X from the first step as data to estimate 

the \ matrix. This is achieved through maximum likelihood estimation, 

where the log likelihood function in terms of the VAR representation 

starts out as: 
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H0) = -Il\og(27r)~(logW)-^[(B(L)Yl-bJZ-\B(L)Yl-b0)] 
Z l 2 t=l 

(4.33) 

where substitution and algebraic manipulation leads to: 

I I I t=X 

A 

where e is the vector of error terms derived from the first step. With 

further substitution, the log likelihood function (excluding constants) to 

maximize is written as (see Hamilton (1994 pg 331-332): 

l(4 ),Q) = - | l ogK | 2 - | l og |Q | - | - / r f l ce (4 ) Q- , 4 ) ^ ) (4 

where its maximization produces estimates of \ and Q that satisfy 

A
 A

 A
 A 

(due to Equation (4.29)) £ = A^' Q A? as best as possible. This last step 

requires solving a system of nonlinear equations and is computationally 

expensive. 

4.3.5 Forecast Error Variance Decompositions 

One can conduct VAR analysis by examining variance 

decompositions, which are derived from the moving average 

representation. Variance decompositions quantitatively show us the 

breakdown of the variation in the system attributed to the different 

shocks in the system. Results from these variance decompositions 

provide a comparison of which shocks play a more prominent role in 

affecting the variables in the system. These variance decompositions 

are computed in terms of in-sample forecast errors of the variables in 

the system. Hence, the occasional use of the term—forecast error 
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variance decomposition—in the VAR literature. To illustrate, we let our 

forecast of Yt at time t-s be denoted as E,_s(Yt). Since we do not have 

any information about the future, this forecast will only be based on all 

the current and past information available at that time. The forecast will 

be based on all the current and past shocks and algebraically, this can 

be written as: 

E,-s(Y,) = 8>1LDl_s_pst_s_p (4.36) 

where S0 is the forecast of the constant term made at time t-s. So at 

time /, the forecast error would be: 

»-i 

Y, - E_.(Yt) = <?,+£ Dps,_p - X D,_s_p£l_s_p = X Dps,_p (4.37) 
p=0 p=0 p=0 

where 8X =S0-S0' and the forecast error variance for the system will be: 

E^-E^Y^E^-E^Y^'^DpiDJ (4.38) 

So for a certain z'th variable in the system, we can write its overall 

forecast error variance as: 

E[Y„-Et_s(Yu)] = ± 
/=o 

^KA (4-39) 
p=° J 

where n is the number of variables in the system, <r] is the variance 

for the y-th shock (y=1...n), and ^ i s the //element in Dp. One can 

notice that the covariances of the shocks are not included in the above 

equation. This is because we had earlier assumed the shocks to be 

uncorrelated, so Q is restricted to be diagonal and hence, no 

covariances appear in the variance equation. Such a construction in a 
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way provides benefit because we are now able to separate the overall 

forecast error variances for any variable into components attributable to 

the various shocks in the system. So, for any variable Yit at some 

horizon s, we are able to distinguish the importance of say, the /i-th 

shock (eht ), when we factor out its forecast error variance and 

subsequently dividing it by the overall forecast error variances. This 

yields the variance decomposition that can be written as: 

^i«y 
p=0 1, 

H p=0 J 

100 (4 

, also known as innovation accounting, variance decompositions are 

normally reported at different time horizons in percentage form. 

4.4 Data Analysis and Empirical Results 

4.4.1 Variables and Data Sources 

Data are mainly collected from the International Financial Statistics 

issued by the IMF and Data-stream database in this study. We acquired 

monthly data starting from the onset of the inflation targeting period to 

2005: 06 for the three CEE countries. We believe that by isolating the 

inflation targeting period, the major structural shifts in the stabilization 

policy of the government would not affect our analysis much, and hence 

the expected response of the exchange rate to different shocks can be 

observed easily. 

In our model, in addition to the industrial production, the consumer 

price indices obtained from the IMF database and the real exchange 
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rates vis-a-vis Euro derived from Data-stream database, we construct 

the regional income as the weighted Euro-area industrial production with 

the six EU countries as in Essay 1. All variables are first seasonally 

adjusted and then transformed to logarithms format. 

4.4.2 Empirical Results 

Since the inflation target periods for all countries are quite short, we 

do not consider possible cointegration between the variables. We 

conduct unit root tests for the industrial production, prices and exchange 

rates in level and first difference. Similar to the results in previous essays, 

the tests strongly indicate that the level variables are non-stationary, 

while the first difference variables are all stationary. Therefore, we 

proceed to use the first difference form in our VAR model. 

Czech Rep. 

Hungary 

Poland 

step 

1 
6 
12 
24 
36 

1 
6 
12 
24 
36 

1 
6 
12 
24 
36 

*? 
24.1 
32.3 
38.6 
39.1 
39.2 

8.1 
16.7 
22.4 
23.2 
23.3 

7.0 
15.3 
16.6 
16.7 
16.7 

< 
56.4 
47.2 
40.3 
38.9 
38.9 

72.8 
59.6 
53.4 
52.1 
51.7 

76.1 
64.9 
63.0 
62.7 
62.8 

*! 

13 
13.5 
14 

14.8 
14.7 

11.4 
10.8 
10.6 
10.4 
10.4 

10.7 
7.8 
6.9 
6.7 
6.6 

» ; 
6.5 
7.0 
7.1 
7.2 
7.2 

7.7 
12.9 
13.6 
14.3 
14.6 

6.2 
12 

13.5 
13.9 
13.9 

Table 4-1 Proportion of the forecast error in domestic output growth (in percentage) 
El J 

e : EU shock; esl: Supply shock; edt: Demand shock; em : Nominal shock. 

Tables 4.1 and 4.2 indicate that the first-difference forecast error 

variance decomposition for the domestic output growth and real 
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exchange rate vis-a-vis Euro. They are reported at 1, 6, 12, 24, and 

36-step forecasting horizons. We focus on these two variables only 

because they are sufficient to answer the question that we are interested 

in, i.e., whether joining EMU results in significant cost from an economic 

shock point of view. 

Generally speaking, the larger the Eurozone shock (symmetric shock, 

efu), the more correlations between the country and the currency union. 

From Table 4-1, we can observe all the three country's domestic output 

growths are largely explained by its own shocks (s'). However, at the 

same time, the regional Eurozone shocks for these countries are 

non-negligible, especially for the Czech Republic. As a result, adopting 

the Euro would not result in significant cost and hence it is appropriate for 

these CEE countries to join the EMU as early as possible. 

Czech Rep. 

Hungary 

Poland 

step 

1 
6 
12 
24 
36 

1 
6 
12 
24 
36 

1 
6 
12 
24 
36 

*» 

2.6 
4.9 
5.6 
5.8 
5.8 

5.1 
8.9 
13.2 
13.4 
13.5 

3.8 
4.4 
4.8 
4.9 
5.0 

< 

9.8 
10.3 
10.6 
10.7 
10.7 

7.1 
6.8 
6.6 
6.5 
6.5 

9.6 
9.8 
9.8 
9.9 
9.9 

*i 
69.8 
63.9 
61.6 
61.2 
60.8 

60.0 
58.4 
57.6 
57.4 
57.4 

78.3 
75.6 
73.2 
72.8 
72.6 

< 

17.8 
20.9 
22.2 
22.3 
22.7 

27.8 
25.9 
22.6 
22.7 
22.6 

8.3 
10.2 
12.2 
12.4 
12.5 

Table 4-2 Proportion of the forecast error in real exchange rates vis-a-vis Euro (in 

percentage) 
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e : EU shock; esl: Supply shock; edt: Demand shock; snl: Nominal shock. 

From Table 4-2, we can observe that the most important shocks in 

explaining the variance decomposition of exchange rate fluctuations is 

the self-driven real demand shocks (ef), which is different from the one 

in explaining the variance decomposition of output growth, as shown in 

Table 4-1. This means, the exchange rate does not behave as an 

important economic shock absorber for the three CEE countries. In 

addition, the exchange rate itself may be actually an important 

independent source of shocks, when the nominal shock is relatively high 

in explaining the variance decomposition of exchange rate fluctuations. 

This is the case for the Czech Republic and Hungary. 

4.5 Summary 

According to the OCA theory, one of the most significant potential 

costs for a country joining a monetary union is the loss of its independent 

monetary policy and hence the loss of a flexible exchange rate as an 

important asymmetric shock absorber. After discussing the potential 

benefits of joining the EMU in terms of the benefits for the exports of the 

CEE countries in the previous two essays, in this essay, we examine the 

EMU-entry problem from the cost perspective. That is, we utilize the VAR 

model to show whether exchange rate actually behaves as a significant 

shock absorber for the three CEE ERM-outsiders. This will, again, give 

the implications on whether these countries should hasten their process 

of adopting the Euro. 

The well-known structured VAR approach is utilized in our study. 
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Different from the other studies, however, in our VAR model, we not only 

analyze the contributions of the different sources to the fluctuations of 

real exchange rate, but also try to figure out the importance of the 

Eurozone shocks on these CEE economies. We include four variables in 

our model: the EU growth rate, the CEE growth rate, the CEE inflation 

rate and the CEE exchange rates vis-a-vis Euro. Finally, we derive our 

long-run restrictions from the AS-AD model and embed them in the 

structural VAR framework. 

Our empirical results show that nominal shocks play non-negligible 

roles in explaining the exchange rate fluctuations for the three CEE 

ERM-outsiders, which means the exchange rate does not behave as an 

important economic shock absorber. In addition, our results also show 

the significant impact of the Eurozone shocks on these CEE economies. 

Based on the above findings, we can conclude that joining the EMU 

would not incur large cost for these CEE economies even when facing 

asymmetric economic shocks. 
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5. Conclusion 

After joining the EU in May 2004, the eight CEE countries face the 

immediate decisions whether they should join the EMU as soon as 

possible. Although they do not have the "opt-out" option as Denmark and 

the United Kingdom, they have the full power to decide whether to 

increase their effort to fulfill the Maastricht Criteria based on their 

judgments on the benefits and costs to adopt the euro. While Estonia, 

Latvia, Lithuania, Slovakia, and Slovenia have already joined the ERM II 

scheme and work for stepping into the Eurozone steadily, the Czech 

Republic, Hungary and Poland seem to be still in the "hesitant" mood. 

This dissertation thus explores this interesting and relevant topic that 

analyzes the benefits and costs of EMU-entry for these three key CEE 

economies that are still ERM-outsiders. 

Three empirical studies are conducted in this dissertation. Since 

entering the EMU eliminates the exchange rate volatility between the 

CEE economies and the Eurozone as well as the exchange rate volatility 

among CEE countries, Essay 1 and Essay 2 studied the impact of the 

exchange rate volatility on the exports of the CEE economies to the 

Eurozone and the trade among CEE countries, respectively. At the same 

time, according to the OCA theory, one of the most important potential 

costs for joining the Eurozone is the loss of a flexible exchange rate 

acting as an asymmetric shock absorber. Therefore, in Essay 3, we 

examined the relationship between the exchange rate and asymmetric 

economic shocks for the CEE economies from the cost perspective. 

In the first essay, the Johansen's multivariate co-integration method 
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and the constrained error correction model are employed to investigate 

the relationship between the exports from the three CEE ERM-outsiders 

to the Eurozone and exchange rate volatility, in both the short run and the 

long run. Unlike many other studies that assume the relationship is stable, 

we have also applied Hansen's stability tests in our study. Based on our 

empirical results, the variables have strong cointegration relationships in 

all the three countries over the sample period, which means that the 

macroeconomic variables are not drifted far apart in the long run and 

hence is very likely to be dependent on each other. We have also found 

that the Eurozone real incomes have a large impact on the real exports 

from the three CEE countries. What's more, the relationship between 

real exports and exchange rate volatility of the CEE countries is generally 

negative and statistically significant in both the short run and the long run. 

Therefore, the entry into EMU is beneficial for the three CEE countries 

that are still ERM-outsiders based on the effects on their exports to the 

Eurozone. 

In the second essay, we have employed the classical gravity model 

to study the effect of the exchange rate volatility on the intra-CEE trade. 

Unlike many other studies that assume the stationarity of the panel data, 

we have used the recently-developed panel unit root tests and panel 

cointegration tests to detect whether the panel data are stationary and 

whether there is long run relationship between these non-stationary data. 

We then apply dynamic OLS in our study to estimate the parameter in 

the gravity model. Based on our empirical results, the exchange rate 

volatility exerts significant negative effects upon bilateral trade among 

125 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



these CEE countries, which means that the future prospective 

membership of EMU also increases the trade volume among the CEE 

countries. 

Finally, in our third essay, structural VAR models are utilized not only 

to analyze the contribution of different sources to the fluctuations of real 

exchange rate, but also to figure out the importance of the Eurozone 

shocks on the CEE economies. We have also derived our long-run 

restrictions from the AS-AD model and have embedded them in the 

structural VAR framework. According to our empirical results, the most 

important shock in explaining the variance decomposition of exchange 

rate fluctuations is different from the one in explaining the variance 

decomposition of output growth. In fact, nominal shocks play an 

important role in explaining the exchange rate fluctuations for the three 

CEE ERM-outsiders, which means the exchange rate does not behave 

as an important economic shock absorber. We also found non-negligible 

impacts of the Eurozone shocks on these CEE economies. Therefore, 

the adoption of the euro would not pose substantial economic problems 

for the Czech Republic, Hungary and Poland. 

Based on the above three essays, for the three CEE ERM-outsiders, 

the benefits of joining the Eurozone are significant, while the costs of 

joining it are not obvious. Therefore, we conclude that these countries 

should increase their efforts to join the ERMII first and then work hard to 

meet the Maastricht convergence criteria so that they can become 

member states of the Eurozone at an earlier date. 
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