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Summary 

To deal with various types of data from diverse areas, where the amount of data 

is still increasing dramatically, data mining has become one of the fastest growing 

fields in computer industry in last decade. Data mining aims at discovery of 

knowledge implicitly stored in information repositories. Among all data mining 

tasks, clustering is an approach to distinguish different groups of data (clusters) 

without given class labels. It is also named unsupervised learning in artificial 

intelligence (AI) research field. In this study, we focus on clustering methods for 

analyzing spatial data, especially on low dimensional data. Applications in large 

spatial databases, multimedia, point-based graphics, etc brought new requirements 

for spatial clustering such as automatic discovering of arbitrary shaped and/or 

non-homogeneous clusters, detecting various types of outliers and building cluster 

boundaries, etc. To fulfill such new requirements generated from different spatial 

applications we proposed and implemented three novel algorithms. Our research 

is concentrated on 2D algorithms implementation. 

In the study when the connectivity between data points is the most concern, 

we propose novel clustering algorithms based on specially constructed adaptive 

functions. The adaptive function-based clustering method applies functions as 
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influence functions to simulate a relationship between data points in data set. Dif- 

ferent features of the whole data set can be described by the field function which 

is built by the sum of influence functions of each data point. The clustering proce- 

dure is executed according to threshold value of the field function. The introduced 

adaptive parameters of influence functions are employed to localize the field func- 

tion based on both local and global data distribution. By this way, the derived 

algorithms can handle the data sets with very complex shape clusters and outliers 

automatically, hence providing very good results. For special applications when 

the user has complete knowledge of the data set in advance, he/she can tune the 

algorithm with the introduced control parameters implying both global and local 

views on the data set. Another advantage of our algorithms is the ability to build 

cluster boundary which is important in spatial clustering applications. Because our 

spatial clustering model shares many principles with function-based solid model 

in computer graphics, the proposed algorithms allow integrated clustering process 

with visualization that is proven to be very useful for data analysis. Two types 

of influence functions are studied in our research such as Gaussian and piecewise 

linear functions. The Gaussian function is more suitable for data set with Gaussian 

distribution and for smooth visualization, and piecewise function is more efficient 

for general cases due to the low time complexity which is linear to the number of 

data points. 

In the cases when statistical features of data point inside its proximity and 

of the whole data set are the most concern, we propose a novel algorithm TRI- 

CLUST based on triangulation. The neighborhood built by a graph generated 

vii 
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from Delaunary Triangulation is considered as the proximity for each data point. 

Statistical features of the data point in its neighborhood and statistical features 

for the whole data set are calculated. The criteria function is built for describing 

the statistical characteristics for each data point based on both global and local 

views. The clustering process is executed according to  the criteria function thresh- 

old, which is chosen automatically. The clustering process is executed according 

to that threshold based on which all data points are classified into inner cluster 

points and boundary points so that the multiple dimensional clustering problem 

is converted to one dimensional classification problem. The main advantage of 

this algorithm is the ability to discover clusters of non-uniform densities and to 

handle the data set with "short bridges", which are referred to  the connections 

formed by noises. This algorithm is also fully automatic and efficient for large 

data set. Moreover, it can also build the boundary for each cluster since all points 

on its boundary have already been detected. The time complexity of TRICLUST 

is O(NlogN),  where N is the number of data points. 

The performance of our novel algorithms is analyzed in both theoretical and 

experimental way. We tested them with several computer simulated data sets 

and applicable benchmark data sets. The results are also compared with several 

well known clustering algorithms to  show the advantages of our spatial clustering 

algorithms and to demonstrate the potential of the algorithms for real world ap- 

plications. All those investigations have shown that the proposed algorithms have 

achieved superior performance and can discover clusters of arbitrary shapes and 

diverse densities, adequately capture clusters boundaries, and are robust to noise. 

viii 
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Due to the importance of visualization for spatial clustering, we also developed a 

visualization system based on our spatial clustering models. It not only provides 

the users with clearer and intuitive understanding of data set and clustering re- 

sult, but also allows the users to be involved in the clustering process that can be 

important or even crucial in some applications. 
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Chapter 1 

Introduction 

During the last several decades, human capabilities of both generating and collect- 

ing data have been increasing rapidly due to the widespread use of barcodes and 

global internet, the computerization of transactions in many areas, and advances in 

data collection tools. This extraordinary data expansion provides both challenges 

and opportunities to the researchers and scientists. While the amount of data 

is growing drastically, the redundancy of data increases at the same time. This 

means to extract useful information from the vast amounts of data becomes more 

and more challenging. Hence, the great demand for new and effective techniques 

directly results in recent fast development of data mining techniques. 

Data mining [3-121, the term which is originated from the artificial intelligence 

(AI) research field, is often set in the broader context of knowledge discovery in 

databases, or KDD. It is an automated or convenient extraction of patterns repre- 

senting knowledge implicitly stored in large databases, data warehouses and other 

massive information repositories [4]. Data mining has become not only an impor- 

tant research area but also one with great potential for the real-world applications. 

The applications spread from business intelligence such as targeted marketing and 
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customer profiling, to science researches such as protein structure prediction and 

gene function analysis in biology, and/or image processing and system optimization 

in engineering. 

There are several main approaches of data mining techniques such as predic- 

tion techniques that are used to find the trends of data [4], association rule mining 

techniques [13,14] which are used to find the relationships between data, classifica- 

tion [8,15] and clustering techniques 116-211 which are used to detect the patterns 

of data, etc. These methods have already been successfully applied in research 

areas including marketing, finance, biomedical engineering, geography, image pro- 

cessing, etc. This thesis focuses on the clustering techniques, which distinguish 

different groups of data (clusters) without given the class labels. According to the 

data characteristics of our potential applications such as spatial databases, geo- 

spatial data processing, image processing, and point-based graphics, etc, we mainly 

worked on the clustering methods for 2D spatial data. The spatial data cluster- 

ing approach, which is introduced in detail in Chapter 2, could also be regarded 

as a general approach for clustering problem, since the representation of data as 

vectors in data space is a very natural way and could be a general representation 

for widespread real world applications. Most of the existing clustering problems 

can be classified as spatial data clustering. Therefore, our proposed methods also 

could be used as general clustering techniques to be applied in different areas with 

algorithm adaptation according to domain knowledge. 
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1 1 Motivation 

Clustering is a classical problem in databases, warehousing, and artificial intelli- 

gence. Clustering algorithms can be applied for similarity search, customer segmen- 

tation, pattern recognition, trend analysis, etc. Unlike classification techniques, 

clustering techniques require the algorithm to distinguish data sets without know- 

ing the labels of them in advance. To achieve it, first, we need to represent data 

properly which means to represent the data not only revealing the nature of them 

but also giving the possibility to compare them. For spatial data clustering [22-241, 

the data is represented as a vector in the data space. Second, we have to discrim- 

inate the dissimilar data sets according to defined criteria. This is the main topic 

for our research. Recently, many clustering algorithms for spatial data were de- 

veloped based on different models or theories. The main categories (introduced in 

detail in Chapter 2) of these methods are partition methods, hierarchical methods, 

density-based methods, grid-based methods, and other hybrid methods [4]. But 

the effectiveness and the efficiency of these algorithms, however, are somehow lim- 

ited if they are evaluated by requirements of spatial clustering. These requirements 

include the issues listed below. And these requirements also serve as the typical 

criteria for justifying a good general clustering method. 

Scalability 

The clustering method should be capable to deal with huge data sets and 

the complexity should increase nearly linearly with data set size increase. 

Although there is a steady improvement in performance of CPUs and other 

3 
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CHAPTER 1. INTRODUCTION 

hardware, it is still impossible to analyze huge data set using algorithm with 

high complexity, especially for the real time problems analysis. 

The classic partition methods, such as CLARANS [25] or PAM [16], suffer 

from lack of efficiency. The overall time complexity of CLARANS is at 

least quadratic due to the calcula,tion of distances between data points. The 

representative hierarchical methods, such as CURE 1261 and BIRCH [27], 

also are not quite efficient to handle large data sets. The modern graph- 

based methods, such as AMOEBA [28] and AUTOCLUST [29] trade the 

computational cost for effectiveness by utilizing triangulation. 

Ability to discover clusters with arbitrary shapes and different den- 

sities 

If we cannot make any assumptions in advance or put constraints on the 

data set to be analyzed, the shape of expected clusters can be arbitrary. 

This fact results in the requirement of detecting all arbitrary shape clusters. 

Classic partition methods, such as K-MEANS [30] and K-MEDOIDS [16], 

also their improved descendant CLARANS, lack the ability to deal with 

the clusters with concave shape. Hierarchical met hods can detect clusters 

with irregular shapes, but the linkage methods predispose to find clusters 

with convex shapes. Moreover, the improved hierarchical algorithms such as 

CURE [26] still cannot detect clusters with very complex shape because of the 

limitation of representation of clusters. The density-based algorithms such as 

DBSCAN 1311 and DENCLUE [2] can find arbitrary shape clusters relatively 
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efficiently. But there are still limitations for these methods, especially for the 

cases when the distribution of the data varies greatly between clusters and 

inside clusters. In the real-world applications, for example, the point-based 

graphics problems [32,33] and geographical image processing tasks [28,29], 

the distribution of the data could be quite different not only between clusters 

but also inside the same clusters. But most of the existing methods, even 

the new algorithms like AMOEBA [28] and AUTOCLUST [29] which can 

work on different densities clusters, cannot deal with these kinds of problems 

very well. The main reason of that is that these methods can not distinguish 

the local vasiations of data distribution. The models or parameters used to 

describe the characteristics of data set lack flexibility. We will give examples 

and discuss density changing clusters in more detail in Chapter 3. 

a Adaptive local parameters together with predefined global param- 

eters 

In order to handle the complex real world problems, such as non-uniform data 

distribution, for example, sparse clusters adjacent to high-density clusters or 

density changing inside clusters, we need to propose a model with parame- 

ters which do not only provide an overview of data set but also the details 

of it. It means the adaptive local parameters rather than only predefined 

global parameter should be used to design a good clustering method. When 

only global parameters are applied, like in DBSCAN and DENCLUE, these 

global parameters cannot describe the local difference of data distributions 
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in different parts of data set clearly. Therefore, clusters should be the results 

of both large scale or global effects and small scale or local effects. Clusters 

may share global first order effects, but also may have their own local second 

order effects. Only when the whole data set has relatively uniform distribu- 

tion, global parameters can perform well alone. For more general situations, 

the use of global parameters should be minimized not only to allow local 

variation of data distribution, but also to detect true clusters. 

a No constraints and prior-knowledge required 

Openshaw in [34] emphasized: "let the data speak for themselves", it means 

the preconditions and constraints should be minimized in exploratory data 

analysis. But most of the existing clustering methods share their needs for 

user-specified parameters or prior knowledge to produce their best results. 

Partitioning methods such as K-MEANS and K-MEDOIDS face the problem 

of prescribing the number of clusters in advance. Classic hierarchical meth- 

ods, such as single-linkage and complete-linkage methods, suffer of setting the 

merge/ split conditions, which define when to end the clustering process. The 

representative density-based methods DBSCAN and DENCLUE also gener- 

ate their results highly dependent on the density threshold values choices. 

In probabilistic model-based clustering technique, data is considered to be 

a sample independently drawn from a mixture model of several probability 

distributions. To determine the distribution of data sets may be the most dif- 

ficult task in those methods. Except the cases of specific applications, where 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



there is a complete knowledge of the data to ensure the validity of user sup- 

ply information, these nonautomatic methods could be quite unstable and 

inefficient because of the probability of introducing human-generated bias 

and the time-consuming parameters tuning procedure. So, it is important 

to develop new clustering method, which can automatically generate its best 

result according to the criteria defined by application or generally accepted. 

Robust with regard to outlier and noise 

For clustering problems, detection of noises or outliers is also an important 

task. In some applications, such as point-based graphics, the definitions of 

noise and outlier are different. Noise is caused by environmental factor and 

is not part of data. On the other hand, outlier is an original data point 

which does not belong to any clusters. Here, we follow these definitions 

and classify real world data sets into two categories: data sets with outliers 

but no noises and data sets with both outliers and noises. For the first 

type of data set, many traditional methods can discover outliers in the case 

when the density of clusters does not vary greatly. But it becomes quite a 

challenge to detect outliers when the density of clusters changes not only 

between clusters but also inside clusters. It means the outliers also could 

be local. We need to distinguish clusters from outliers by considering both 

global and local information. For the situation where both outliers and noises 

exist, the most important issue is to find all clusters correctly rather than 

to detect all outliers and noises. Since the appearance of noises could cause 
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the problem named "short bridges" [29] or "chaining effect" 117,351, which 

refers to the incorrect connection built by noises added between clusters, the 

original connectivity between clusters may be twisted. For some applications, 

whether a clustering method can settle this problem could be crucial. 

Boundary detection 

In common clustering algorithms, boundary detection usually is not incor- 

porated. But, the problem of cluster boundary detection arose recently. For 

some applications of spatial clustering, for example, in computer geometry 

applications where we need to compute (and draw) an accurate boundary of 

a geometric object determined by the set of points, boundary detection or 

building should be part of the whole clustering task. Classification problems 

also give us another example when boundary detection of clusters is really 

important. Knowledge of cluster boundaries makes it possible to classify new 

data without repeating the clustering process 141. This advantage will make 

clustering algorithm more efficient. In work [36], the application of boundary 

extraction is demonstrated. In work [37], a definition of cluster as a solid 

described by a set of points endowed with influence functions was introduced. 

Such definition is capable not only to describe granular property of a cluster 

but also its boundary. 

Integration with visualization techniques 

Another useful feature of spatial clustering algorithm is visualization. To 

give the user an easy understanding of both the data set and the results 
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becomes more and more important for modern clustering systems [4,38]. Vi- 

sualization techniques [36,38-411 could improve interpretability of clustering 

process and usability of the data. First, the user is interested in not only 

the results of clustering shown as label of each data point, but also in char- 

acteristics of clusters such as shapes, or relationships between clusters. For 

example, if there is a hole inside a cluster, the user could not notice it only by 

the labels. Second, because of the special requirements of different applica- 

tions, there is no clustering system that could deal with all possible problems 

well. At the current moment, the human could still be regarded as one of the 

best classifiers. The criteria of human spatial discrimination are quite com- 

plex and could combine many factors such as the distance between objects, 

density of the areas and the integrality of shapes, etc. Learning to simulate 

all these factors is still very difficult for machine. Visualization offers the 

user an intuitive way of analysis that can help to discover data patterns and 

structures. Therefore, sometimes, the user should be involved in the clus- 

tering process to make it more efficient and accurate. Thus, visualization 

techniques could be used not only for the interpretation of the results but 

also for the support of the whole process of clustering in order to improve 

algorithm performance. For instance, the user could select the projection. 

directions [42] for high dimensional data set. Most of the existing visualiza- 

tion approaches use the result generated by clustering algorithm as the input 

for visualization system. It is costly and inefficient. The better solution is 

to combine two processes together, which means to use the same model in 

9 
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CHAPTER 1. INTRODUCTION 

clustering and visualization. The model should also allow the boundary of 

cluster be visualized conveniently together with clustering result. 

Due to all new requirements described and limitations of existing clustering 

methods mentioned above, as well as due to the increasing needs for effective 

and efficient clustering methods for both real world applications and scientific 

researches, there is a great demand to study spatial data clustering with boundary 

detection and propose novel algorithms that could be successfully applied on a 

wide range of tasks. 

1.2 Objectives and Major Contributions 

By analyzing the requirements of spatial data clustering based on different real 

world applications and investigating the mechanisms of main existing clustering 

methods, we realize that there are still many problems to be addressed and settled 

in this area. Our objective is to study the problems in spatial data clustering, 

propose new approaches to solve the problems, and design and implement novel 

2D algorithms. The major contributions of our study are summarized as follows: 

1. By studying the important issues related to spatial data clustering and var- 

ious clustering models together with different application requirements, we 

classified our spatial clustering problems into two main categories: connec- 

tivity concerned situation and statistical characteristics concerned situation. 

In the first case, the clustering investigation is based on the connectivity 

between data points. For the second case, the statistical features of the 
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proximity built by triangulation are the most concern. Both global and 

local information are considered during the clustering process in our two 

approaches. 

2. For the situation when the connectivity between data points is the most con- 

cern, we proposed new clustering algorithms based on specially constructed 

adaptive functions. Here, cluster is defined as an object (solid), which in- 

cludes not only the inside data points but also the surrounding data space. 

Since our model shares many principles with function-based solid modeling 

in computer graphics, the derived algorithms have advantages in building 

cluster boundary and in integrating them with visualization systems which 

can assist in generation of good results in many applications. The proposed 

adaptive function based clustering methods apply mathematical functions as 

influence functions to simulate the relationship between data points. The 

introduced adaptive parameters of influence functions are employed to local- 

ize the field function-based on both local and global data distribution. By 

this way, the derived algorithms can handle the data sets with very complex 

shape clusters and outliers efficiently without any predefined parameters and 

distribution assumptions. For special applications when the user has com- 

plete knowledge of the data set in advance, he/she can tune the algorithm 

with the introduced control parameters implying both global and local views 

on the data set. Two types of influence functions are studied in our research 

such as Gaussian and piecewise functions. The Gaussian function is more 
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suitable for data set with Gaussian distribution and for smooth visualization, 

and piecewise function is more efficient for general cases due to the low com- 

plexity. We improved the traditional Gaussian function-based algorithm by 

introducing adaptive local parameters. And we proposed and implemented 

a novel clustering algorithm ADACLUS which is based on adaptive piece- 

wise function. For 2D spatial data, it allows to efficiently discover clusters 

of arbitrary shapes and of non-uniform densities, to detect boundaries of the 

clusters, and its time complexity is linear to the number of data points. 

3. In the cases when statistical features of data point inside its proximity and 

of the whole data set are the most concern, we proposed a novel algorithm 

TRICLUST based on triangulation. The neighborhood built by a graph gen- 

erated from Delaunary Triangulation [43-451 is considered as the proximity 

for each data point. Statistic features of the data point in its neighborhood 

and statistical features for the whole data set are calculated. The criteria 

function is built for describing the statistic characteristics for each data point 

based on both global and local views. For 2D spatial data, we choose the 

threshold of criteria function by applying K-MEANS algorithm with k = 2 on 

its distribution. The clustering process is executed according to that thresh- 

old based on which all data points are classified into inner cluster points 

and boundary points so that the two dimensional clustering problem is con- 

verted to one dimensional classification problem. The main advantage of 

this algorithm is the ability to discover clusters of non-uniform densities and 
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CHAPTER 1. INTRODUCTION 

to handle the data set with "short bridges", which are referred to the con- 

nections formed by noises. This algorithm is able to perform automatically 

on many complicated data sets and it is efficient for large data set. More- 

over, it can also build the boundary for each cluster since all points on its 

boundary have already been detected. The time complexity of TRICLUST 

is O(NlogN), where N is the number of data points. 

4. Based on the introduced geometric model that allows us to integrate cluster- 

ing process with visualization techniques, we implemented our visualization 

system using Visualization Tool Kit, VTK [I]. The users could get more 

intuitive and thorough understanding of target data set and clustering result 

by visualizing clusters as solids with boundaries. They also can cluster their 

data set manually based on their judgment and knowledge via our visual in- 

teractive clustering GUI. Moreover, geometric querying function is provided 

in order to let the users apply geometric operations on their data set and 

investigate specific part of the data set according to their certain interests. 

This system also has the potential to be naturally incorporated with vir- 

tual reality tools which have been proved very useful for many real world 

applications. 

1.3 Application Discussion 

Based on the characteristics of proposed algorithms, the possible applications for 

them are discussed in this section and listed as following: 
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1. Geo-information in two dimensions is available in large amounts, at differ- 

ent scales and covering many disciplines (geology, climatology, epidemiology, 

population, etc). In GIs (Geographical Information System), data are of- 

ten kept as spatial location and values of attributes collected by locations. 

Spatial data mining for GIs application is to discover meaningful patterns 

from large data sets where an important dimension of interest is geographical 

location of events. Currently, availability of large amount of Geo-data made 

spatial data mining a very active area of research. Clustering algorithms 

allow create spatially connected regions corresponding to attributelfeature 

values or combinations of attributelfeature values. In GIs, locations of col- 

lected data are usually distributed non-uniformly. Thus, to receive spatially 

connected regions corresponding to some feature values or range of the val- 

ues we need algorithms that find clusters with changing gradually density 

of locations. Our algorithms showed its value in the application we imple- 

mented. For GIs data analysis, these algorithms are able to generate useful 

results according to distribution of data, especially when the density of clus- 

ters varies gradually and "short-bridge" noises exist. Users can study the 

distribution of data or spatial relation between data by studying the gen- 

erated clustering data results. The focus of study could be the coverage of 

areas by clusters or the connectivity between data points. For example, in 

applications given in Section 3.4.7 of Chapter 3 and Section 4.9 of Chapter 

4, we used our algorithms on air quality monitoring stations location maps. 

The user can investigate the coverage of existing stations by studying the 

14 
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CHAPTER 1. INTRODUCTION 

boundaries of clusters and the generated clustering results can be used for 

setting new stations in the future. The user could tune parameters based on 

his/her domain application knowledge. The proposed application has been 

interested by scientific community working in this area. Our algorithms can 

be used in future Earth Observation projects that recently attracted funds 

in many countries. 

Spatial co-location pattern mining is a new direction in GIs application [46] 

[47]. The goal of spatial co-location pattern mining is to find subsets of spa- 

tial features frequently located together in spatial proximity. The applied 

association-rule mining framework usually includes 2D clustering by layers, 

where the layers correspond to targeting features. The final patterns are 

received by horizontal overlaying the layers of clusters. Overlaying includes 

intersection of the polygon clusters boundaries, union of cluster objects lo- 

cated inside the resulting boundaries, and studying features relations. In 

this application, our algorithms have the following advantages. First, build- 

ing the cluster boundary is not a separate procedure, but it is the integrated 

part of our algorithm. Second, our algorithms allow find clusters with differ- 

ent densities and clusters with gradually changing densities so that provide 

clusters with more various distributions for people to investigate. So users 

could discovery usef~il co-location relationship based on their requirement. 

2. The proposed clustering methods for gradually changing density could be 

used in point-based graphics applications. Point-based graphics is a recent 
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CHAPTER 1. INTRODUCTION 

field which focuses on points as the fundamental representation of surfaces. 

Clustering of points with gradually changing density could be used in model 

simplification [48] and surface segmentation [49]. The data generated by 

3D scanners is usually processed by classic tessellation methods such as tri- 

angulation and simplification methods such as vertex removal. After the 

processing, the suddenly changing density of data point (vertex) distribution 

are usually caused by discontinuity of smoothness of surfaces, and gradually 

changing density of data distribution usually implies continuity of smooth- 

ness of the surfaces. The reason is the parts of surface with big curvature 

value need more data points (vertices) to represent. It means the gradually 

changing of data point (vertex) density is related to gradually changing of 

curvature. So we could use our methods to separate the different patches of 

the object surfaces so that those surfaces will be cut into segments according 

to smoothness. The patches we got have gradually changing curvature so that 

those are smooth ones. We also could use our algorithms to achieve further 

simplification by representing each patch with fewer data points (vertices) 

based on clustering results. For example, we could use only the peaks of field 

function value in ADACLUS to represent the whole cluster (patch). Then, 

the number of data points (vertices) of achieved model will be decreased. 

These results will be useful for the rendering or re-modeling processes. Fur- 

ther study should be done to extend our algorithms. 

Although these algorithms can be used on applications mentioned above, to 
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improve the performance of them, we should do further research of applica- 

tion area to customize our algorithms, such as utilize the domain knowledge 

to help parameters tuning, integration of the algorithms to the frameworks, 

etc.. 

1.4 Organization of this thesis 

The rest of this thesis is organized as following: 

In Chapter 2, an overview of spatial data clustering is given by classifying 

. 
main existing algorithms into categories and briefly introducing the main ideas of 

them. Other background knowledges related to this research, such as concepts and 

techniques in computer graphics, are also described in this chapter. 

In Chapter 3, new algorithms based on adaptive functions are proposed and 

verified both theoretically and experimentally. First, basic ideas and concepts are 

elaborated, followed by models and implementation descriptions. The theoretical 

analysis and experimental results are shown in the later parts. There are also 

comparisons with some classical algorithms in the experiment section to illustrate 

the advantages and new features of the proposed algorithms. 

In Chapter 4, a new algorithm based on analysis of information extracted from 

the graph built by triangulation is introduced and verified in both theoretical way 

and experimental way. First, basic ideas and concepts are elaborated, followed by 

the algorithm description. The theoretical analysis and experimental results are 

shown in the later parts. There are also comparisons with some classic algorithms 

in the experiment results analysis section to illustrate the advantages and new 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Rectangle

DRD
Rectangle



CHAPTER 1. INTRODUCTION 

features of the proposed algorithm. 

In Chapter 5, a system for integrating spatial data clustering and visualization 

is introduced. Visualization results of the developed system implemented based on 

implicit model are shown to demonstrate functions of our system. 

In Chapter 6, conclusions of our work are drawn and some suggestions on the 

possible future work are given. 
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Chapter 2 

Research Background 

In this chapter, the research background of our work is reviewed by introducing 

and analyzing the related knowledge and techniques. 

2.1 Basic Concepts 

2.1.1 Spatial Databases and Spatial Data Mining 

Spatial data describes information related to the space occupied by objects [22]. It 

represents the geometric information of the objects in the data space. In principle, 

any data point or so-called object which could be represented by coordinates under 

certain reference frame can be regarded as a spatial data point. The space which 

is spanned by all data points of the data set forms the data space. The coordi- 

nates which represent the geometric information of the data point can be either 

discrete or continuous. In spatial clustering applications, such as spatial databases, 

geo-spatial data processing, image processing, and point-based graphics, etc, the 

dimensionality of spatial data space is usually low, mainly not higher than three. 

Spatial databases [50,51] are the database systems that store and manage spa- 

tial data. The term "spatial database system" is associated with a view of database 
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CHAPTER 2. RESEARCH BACKGROUND 

as containing sets of objects in space, sometimes, it is different from image database 

or pictorial database which manipulates and retrieves raster images as discrete en- 

tities. The spatial database is a full-fledged database system with additional capa- 

bilities for handling spatial data, it offers spatial data types in its data model and 

query language, supports spatial data types in their implementation and provides 

at least spatial indexing and efficient algorithms for spatial join. 

Spatial data mining 1521 is the data mining approach which applies non-trivial 

search for interesting and unexpected spatial pattern in large spatial databases. 

Spatial pattern is referred to the frequent arrangement, configuration, composition, 

or regularity in the distribution of spatial data set. Some examples are: diseases 

clusters to investigate environment health hazards, crime hotspots for planning 

police patrol routes, location distribution study of different air stations for certain 

air quality features, etc. By now, because of the dramatic increase of the amount 

of spatial data, it is not possible for human to completely analyze the data being 

collected. The needs for automatic spatial algorithms are rising rapidly. Spatial 

data mining techniques have been widely used in the areas from geo-spatial data 

processing to bio-medical knowledge discovery, such as preparing land-use maps 

from satellite imagery, and micro-array biomedical data analysis [52,53]. This 

approach bas been proved very useful in many application domains. 

Similar to data mining techniques, spatial data mining techniques also include 

spatial classification, spatial trend detection, spatial clustering 152,531, etc. Among 

them, the spatial clustering methods are the most interesting and well developed. 

Since, in general, clustering techniques are mainly developed for spatial data, we 

20 
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will review the general clustering approaches in the following section. 

2.1.2 Clustering Techniques 

Clustering techniques can be also called as unsupervised machine learning [54] or 

hidden patterns recognition depending on application areas. It has been widely 

used in many fields, such as image processing, market research, medical diagnos- 

tics, computational biology, and many others. In the research area of computer 

science, clustering is one of data mining techniques. Unlike classification, it is a 

discrimination of data without knowing the label of each object in advance. The 

aim of clustering is to group the data into clusters so that objects belonging to one 

cluster have high similarity. On the other hand, the objects belonging to different 

clusters are very dissimilar to one another. The dissimilarities can be different 

according to the types of data or applications. 

Clustering methods have been proven very useful in many areas. They have 

been employed in data analysis areas such as geographical data analysis and image 

processing. Or they also have been used as preprocess methods for other data 

mining techniques. For example, clustering algorithms usually serve as feature 

discovery or feature selection methods for classification problems [16] or as identifier 

of similar regions for local regression analysis [4,16]. Here, we are trying to focus 

on the mechanisms and models of different clustering techniques to analyze their 

working principles. 

For a general clustering problem, the first step is to represent data properly 

which means to represent the data not only by revealing the nature of them but also 
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giving the possibility to compare them. Next step is to discriminate the dissimilar 

data sets according to defined criteria. 

According to different applications, it is always important to preprocess our 

data in the first step. The preprocessing usually includes suitable type of dissimi- 

larity measurement selection and data transformation or data integration. 

The dissimilarity measurement is also called distance which is used to describe 

relationship between data. For numerical data, the most straightforward and com- 

monly chosen distance is Euclidean distance. Other widely used distances are 

Squared Euclidean distance, City-block distance, Chebychev distance and Power 

distance, etc. The exact formula of each distance is give in Table. 2.1. Squared Eu- 

clidean distance is able to place progressively greater weight on objects that are fur- 

ther apart. City-block distance is simply the average difference across dimensions. 

In most cases, this distance yields results similar to Euclidean distance. However, 

for this distance, the effect of single large differences (outliers) is dampened since 

they are not squared. Chebychev distance is the biggest absolute difference among 

all data dimensions. This measure is a good choice in cases when one wants to 

define two objects as "different" if they are different on any one of the dimensions. 

If sometimes one may want to increase or decrease the progressive weight that 

is placed on dimensions on which the respective objects are very different, Power 

distance will be the suitable one. The data transformation or integration is to 

preprocess data in order to make it ready for clustering. The most common data 

transformation is normalization where the attribute data are scaled so as to fall 

within a small specified range. For distance-based clustering methods, normaliza- 
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Table 2.1: Commonly used distances between objects 2 and ? for clustering 
algorithms 

Distances Formula 
-+ + 

Euclidean distance +m 
-+ + 

Spuared Euclidean distance dist(X, Y) = c:=, (x" -')' 2, ? E R ~ .  - -+ 

City-block distance dist(X,Y) = EL, [xi - yil 2,? E R ~ .  
+ - 

Chebychev distance dist(X, Y) = max [xi - yil 2, P E Rd. 
I -, + 

Power distance 1 dist(X,Y) = (c:=, jx" f l ) ' / q  2,? E Rd. 

1 I where p and q are user-defined parameters I 

tion helps prevent attributes with initially large range from outweighing attributes 

with initially small ranges, since it is always necessary to avoid the variable of one 

dimension with large values dominate the results of clustering. Generally, it is good 

practice to transform the dimensions so they have similar scales. But, on another 

hand, normalization may sacrifice the way it represents the underlying objects so 

that lead to discover patterns that were not obvious on the original scale. Thus, 

users should apply this technique according their clustering context and domain 

knowledge. 

For spatial data clustering, the data is represented as vectors in the data space. 

If we view these two steps separately, in principle, all general clustering algorithms 

can be used to handle spatial data. So we will review the main general clustering 

approaches for a complete and thorough view of this area in this section. 

Although there are some special requirements of clustering in reference to the 

different application, such as the requirements for spatial data clustering we high- 

lighted in Chapter 1, several typical requirements [4] [19] for general clustering 

should be mentioned here for generality: 
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Assessment of results 

The clustering system can be assessed by users or by a particular automatic 

procedure. The results of the processes can be evaluated based on different 

rules. Traditionally, the assessment relates to two issues: 

- Interpretability 

It means the results of clustering must be interpretable and compre- 

hensible to users. When clustering methods are applied to specific ap- 

plication, the results may have special interpretations. Generally, the 

distribution of data, density of data and distance between objects are 

often used to check the results of the clustering processes. 

- Cluster visualization [55] 

By now, visualization of both the results of the clustering and the pro- 

cesses of clustering is still very important for the users to understand 

the data, and to help the methods to perform more efficient and quickly. 

Ability to discover arbitrary shape clusters 

In different applications, the distribution of data may vary a lot, and the 

shape of the clusters could be arbitrary. Then, the algorithms should be able 

to find clusters with irregular shapes. Moreover, the densities of clusters may 

be not uniform inside clusters. So, an effective algorithm should be able to 

detect clusters in such cases. 

Ability to deal with noises and outliers 
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In different research areas, noise and outlier are defined differently. Here, as 

mentioned in Chapter 1, we define outlier as the data object belonging to the 

original data set, but which can not be grouped into any clusters. On the 

contrary, noise is the data object added by systems during data processing 

procedures. It is not a part of the original data set. Since most of the real- 

world data sets contain noises and outliers, especially in high-dimensional 

cases, it is important for a good clustering method to find correct clusters 

from them. The ability to be insensitive to noises and outliers becomes much 

crucial for the quality of the results. 

Ability to find the natural clusters with minimal parameters 

Considering requirements from different users and characteristics of different 

data sets, clustering algorithms should be able to detect the clusters without 

changing the natural shapes of them with minimal inputs. The meaning of 

what is "natural" for a clustering result has been mentioned in [17][25] by 

determining the "natural" number of clusters. This means a best separa- 

tion of one data set according to a defined criteria. There are many criteria 

based on different clustering validation theories [56] to verify the separation 

of one data set. But the judgement of natural separation or natural shapes 

of clusters still depend on specific applications. Therefore, the clusters from 

one data set to another may be more granular and inseparable. For many 

clustering algorithms, the setting of parameters serves as answers to ques- 

tions such as the number of clusters. The appropriate setting of parameters 
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always needs the users to have more knowledge on the data set, that makes 

those algorithms more difficult to use. For these clustering methods, the 

values of parameters also could be received from heuristic analysis or tuning 

procedures. But, it is always difficult to set each of the parameters with 

a clear meaning in mathematics, and it is time consuming to apply tuning 

procedures for the parameters setting. Therefore, input parameters are not 

only the burdens for users but also lead the quality of clustering harder to 

control. 

Insensitivity to  the order of input data 

The order of input data should do nothing with the distribution of the data 

set, so the clustering methods should be insensitive to the order of input 

records. 

Ability to deal with high-dimensional data set 

The dimensionality of many real world data sets may be quite high. This 

requires that the algorithms can find clusters not only in low-dimensional 

cases but also in high-dimensional cases. For the sparseness and non-uniform 

distribution of data in high-dimensional cases, it becomes more difficult and 

costly to find clusters [57]. Therefore, accuracy and time complexity seems 

to be more important to methods applied on high-dimensional data sets. 

Ability to deal with dynamic data sets 

Sometimes, in many real world databases, the data changes frequently. There- 
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CHAPTER 2. RESEARCH BACKGROUND 

fore, the clustering algorithms should be able to redefine the clusters easily. 

It means the clustering algorithm should be able to check a new data object 

added and redefine the clusters after adding/ deleting data object effectively. 

The clustering algorithms with cluster boundary construction have the ad- 

vantage for handling these situations, because the new separation of the data 

set can be achieved by checking the changed part of the data set with clus- 

ter boundaries rather than re-executing the algorithm on the whole updated 

data set. 

The issues mentioned above are the main requirements for a good general clus- 

tering algorithm. Based on these requirements, we will review main existing clus- 

tering methods in Section 2.2 by classifying them into categories and analyzing the 

mechanism and performance for each of them. 

2.2 Clustering Methods Review 

There are a large number of clustering algorithms. Roughly speaking, the main 

clustering algorithms can be categorized into six groups: partition methods, hier- 

archical methods, density-based methods, grid-based methods, graph-based meth- 

ods, and other methods. We will review the most important clustering methods 

of each category in the following sections. 

2.2.1 Partition Methods 

Because partition methods are straightforward and easy to implement, they are 

the most popular clustering tools used in scientific and industrial applications. 
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They require the users to input parameter k (number of clusters) in advance, 

and according to it partition the whole data set into k clusters. Generally, the 

clusters are not overlapped, and each data object must be assigned into exactly 

one cluster (except for fuzzy partition methods). They use iterative relocation to 

optimize the result. Since iterative improvements such as pair-wise computation 

would be very costly, they use unique cluster representations to solve the problem. 

By different ways of clusters representation, they can be classified into two main 

types of methods named K-MEANS [30,58] and K-MEDOIDS [16]. The partition 

methods use various types of criteria to form the clusters. The distance is the 

widest used one. The main idea of partition method is to let the objects that are 

close to each other to be in one cluster. On the other hand, the objects of different 

clusters are far apart from one another. Because of the cost of achieving global 

optimality in partition-based algorithms, local optimality seems to be a good choice 

for most methods of this type, especially when applying to large data sets. Let 

us introduce and analyze the two main types of the methods based on partition 

scheme in detail. 

The K-MEANS method and its later version [30,58] use the mean to represent 

a cluster. The similarity is measured with regard to its value, and it also can be 

viewed as the cluster's center of gravity. The process starts by selecting the k 

means randomly. Then each object is labeled to the nearest cluster represented 

by its mean. After that, the algorithm re-computes the means of k clusters and 

reassigns all data objects, until the criterion function converges. Typically, the 

square-error criterion is used. The K-MEANS method is sensitive to noises and 
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CHAPTER 2. RESEARCH BACKGROUND 

not suitable for finding arbitrary shapes clusters and clusters which density varies 

much from one to another. 

The K-MEDOIDS method and its subsequent version such as PAM [16] are 

designed to reduce the sensitivity of K-MEANS method. These algorithms use the 

data objects, which are actual data to represent the clusters. The medoid is defined 

as the object, which is the most centrally located data object in the cluster. Then, 

by iterative process, we can find the most appropriate medoids of the k clusters. In 

this way, the K-MEDOIDS method becomes more insensitive to noises comparing 

to K-MEANS method, but the time complexity grows at the same time. 

These two methods are relatively scalable and efficient in dealing with large 

data set. Their computational complexity could be close to linear with respect 

to N (the number of objects) in the best situation. Especially the improved K- 

MEDOIDS method named CLARANS [25] is relatively effective and efficient for 

large databases. These algorithms are also interpretable to users. But in gen- 

eral cases, the time and memory cost of the partition methods is still huge. For 

CLARANS, the computational complexity is about O(N2). Moreover, they do 

not perform well in detecting arbitrary shape clusters and have the disadvantage 

that these methods need the input the number of clusters in advance. The quality 

of traditional partition methods also depends on the initial selection of means or 

medoids, thus the result of clustering could be unstable. For dynamic data set, 

the clustering results can only be updated by rerunning the algorithm, which gives 

traditional partition method another drawback. 

There are many new works in this approach to overcome the drawbacks of 
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CHAPTER 2. RESEARCH BACKGROUND 

traditional partition methods. 

Recent works on K-MEANS method include [59-661. In [61], authors employed 

kernel principal component analysis technique to refine the initial point selection of 

K-MEANS. In [62], the problem of K-MEANS of incapability to discover outliers 

is solved. The work in [63] establishes the connection between K-MEANS method 

and Occam's razor. In [64], graph theory is employed to refine the traditional 

partition algorithms. And in [65], authors integrated K-MEANS method with 

relational database management system. In [66], an improved K-MEANS method 

for gene expression analysis is proposed. 

2.2.2 Hierarchical Met hods 

Hierarchical methods initialize a cluster system as a set of singleton clusters (ag- 

glomerative case) or a single cluster of all objects (divisive case) and proceeds 

iteratively with merging or splitting of the most appropriate cluster (s) until the 

stopping criteria is reached. This kind of methods can be categorized into two 

classes. 

The first one is the traditional hierarchical methods, which can also be called 

linkage methods [67] [68] or geometric clustering methods. For these methods, 

the linkage metric that keeps the distances between objects is used to determine 

whether to merge or split subsets of objects rather than individual objects. The 

major inter-clusters linkage metrics include single link, average link and complete 

link. Although the idea of linkage methods reflects the common concept of closeness 

and connectivity, the time complexity of them is unrealistic. Formally, it is O ( N 2 ) .  
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The second category of classic hierarchical method is the one, which is inte- 

grated with data compression or sampling methods to achieve good scalability and 

speed, such as BIRCH [27] and CURE [26]. BIRCH, begins with representing ob- 

jects hierarchically by building the CF (Clustering Feature) tree to summarize the 

information about subclusters instead of storing all objects, and refines the result 

by other methods, such as classic partition method. It introduces two concepts: 

clustering feature and clustering feature tree to squash the data set. Those data 

structure plays an important role to achieve good efficiency and scalability in large 

databases applications. The CF mainly includes statistical information for a given 

subcluster. A CF tree is a height-balanced tree which stores these clustering fea- 

tures hierarchically. A new data object descends along the tree to the closet CF 

leaf. If the leaf node is not overloaded, the CF information is incremented for all 

nodes from the leaf to the root. Otherwise, the leaf node or other leaf nodes are 

split. BIRCH applies a multiphase structure to produce the best clustering results 

with limited amount of main memory by minimizing the time required for 110. 

Despite the time complexity that is linear to the number of objects, BIRCH has a 

disadvantage that it only can find spherical shaped clusters effectively due to the 

notion of radius to control the boundary of a cluster. Another important hierarchi- 

cal algorithm is CURE. The major feature of CURE is that it represents a cluster 

by a fixed number of objects scattered around its center. Such technique improved 

the representative-object-based approaches for representing non-spherical shape 

clusters. By making those representative objects shrink to the center of the cluster 

according to a specified fraction, CURE overcomes the problem of BIRCH in de- 
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tecting cluster with irregular shape. CURE uses two devices to improve scalability. 

First one is data sampling, but, sometimes, it also makes the result of clustering 

more unstable. Second, it uses partition method on the sample first to get the par- 

tial clusters, then, it refines the partial clusters in the second pass to get the final 

result. Though the time complexity of CURE is not straightforward, experiments 

show that CURE is relatively efficient to produce high-quality clusters. It can 

handle different shapes and size clusters, and it is insensitive to outliers. But when 

the shapes of clusters become very complex, for instance, like winding snakes, to 

represent the cluster by a certain number of objects will be quite difficult, espe- 

cially, when the number of representative objects is relatively small. Moreover, the 

sensibility to parameters is also another drawback of CURE. Analysis showed the 

different setting of parameters does have a significant influence on its results. 

Another famous hierarchical method is CHAMELEON [69]. It applies graph 

partitioning techniques at its first stage to find tight sub-clusters and explores 

dynamic modeling when it aggregates genuine clusters at its second stage. The 

information of both inter-connectivity between two different clusters and closeness 

of two clusters are considered when the decision of merging is made. Only when 

the inter-connectivity and closeness between two clusters are comparable to the in- 

ternal inter-connectivity and closeness within clusters, these two clusters are com- 

bined. By utilizing k-nearest neighbor graph and defining the inter-connectivity 

and closeness, CHAMELEON localizes the partition of the data set to detect more 

natural clusters. Thus, it has more power at discovering arbitrarily shaped clus- 

ters than CURE. The data sets used in the testing experiments of CHAMELEON 
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becomes one of the most important benchmarks in clustering research area. But 

CHAMELEON still suffers from its high time complexity, especially for high dimen- 

sional applications. Its agglomerative process depends on users provided threshold, 

and also on parameter k for building the nearest neighbor graph. Moreover, it lacks 

the ability to handle outliers. 

Recent works in this approach include [68,70-751. Relative hierarchical cluster- 

ing method [70] which considers both distance between two clusters and distance 

from the two clusters to the rest clusters when deciding merging. In [68,71], to 

decrease the computational complexity of traditional hierarchical method paral- 

lel algorithms are implemented. The work in [72] extended classic hierarchical 

methods to handle both numeric and nominal data. In [73], authors proposed a 

hierarchical shape clustering algorithm to enable a statistical analysis of shapes. 

In [74], an approximate nearest neighbor graph is employed to effectively reduce 

the computational complexity of hierarchical clustering methods. In [75], authors 

designed a novel hierarchical clustering method which generates the hierarchy by 

removing one cluster at a time according to optimization strategy. This method 

also can be integrated with genetic algorithm to achieve good performance. 

2.2.3 Density-based Met hods 

From the idea that an open set in the Euclidean space can be divided into a 

set of connected components, the clustering operation can be implemented by 

partitioning of a finite set of objects using the concepts of density, connectivity 

and boundary. This is the way how density-based methods work. A cluster defined 
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by density-connected components can grow in any directions that density leads. 

Therefore, the density-based methods can discover clusters with arbitrary shapes. 

Also they can perform well against outliers by the natural properties. There are 

two major approaches for density -based algorithms. The first one pins density to a 

training data object and is reviewed in the sub-section density based connectivity. 

DBSCAN [31] [76] and OPTICS [77] are the representative ones of this kind of 

methods. The second approach of density-based methods uses influence function 

to describe the whole attribute space, and by the analysis of density function which 

is the sum of influence functions, it can find the clusters. The algorithm named 

DENCLUE [2] is the one that works in this way. Below, these two types of methods 

will be introduced. 

The crucial concepts of DBSCAN are density and density connectivity, by which 

the method defines the neighbors of objects. It uses the following concepts: 

The neighbors within a radius E of a certain object are the E-neighborhood 

of it. 

A core object is the one, which has more than Minpts objects in its neighbor. 

Density-reachablility and density-connectivity define the connectivity be- 

tween common object and core object, and the connectivity between common 

objects. 

Density-reachability is the transitive closure of direct density reachability, and it 

is asymmetric. And the density-connectivity is a symmetric relationship between 

common objects. The illustration of these two concepts is shown in Fig.2.1 [76]. 
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With the two major concepts, the DBSCAN defines cluster as the maximal set 

of density-connected objects. And any objects, which cannot be covered by any 

clusters, are regarded as outliers. DBSCAN also relies on R-tree indexation to op- 

timize the computation. In low dimensional cases, the theoretical time complexity 

is slight super-linear to N. The concepts given by DBSCAN can be extended to 

more general cases. But there is no straightforward way to fit parameters E and 

Minpts to data. Moreover, to discover clusters with natural shape, the setting of 

the parameters should be different in different parts of the data set rather than ap- 

plying global parameters like in DBSCAN. All this makes the results of DBSCAN 

not stable enough. The subsequent algorithms like OPTICS improved DBSCAN 

with respect to this challenge. It builds an augmented ordering of data set which 

is consistent with DBSCAN. This ordering represents the density-based cluster- 

ing structure and contains the information about all clustering levels of the data 

set. The achieved ordering can be used automatically or interactively to gener- 

ate the best clustering result. As an extension of DBSCAN, OPTICS also has the 

same time complexity O(N1ogN). And there is still one user-predefined parameter 

Minpts which gives this method another potential drawback. Another descendent 

algorithm of DBSCAN named DBCLASD [78] tries to solve the parameters setting 

problem by making assumptions on data set. It assumes the data points inside 

clusters are uniformly distributed which is not true for many realistic situations. 

Although DBCLASD can discover clusters with different densities, it is still not 

able to detect clusters with non-uniform inner cluster densities. DENCLUE [2] is 

a famous density-based algorithm, which represents another approach of density- 
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Figure 2.1: Illustration of density-reachability and density-connectivity. 

based clustering methods. It is based on the idea that the influence of each object 

can be formally modeled using certain mathematic function which is called influ- 

ence function. The distribution of data set in the whole data space can be described 

by density function [79] which is the sum of all influence functions of every single 

object. Thus, the clustering task can be converted into the mathematical analysis 

of the density function. Comparing with other clustering methods, DENCLUE 

has relatively more solid mathematical foundation and higher generality. By us- 

ing different influence functions and parameters setting, DENCLUE can lead to 

other clustering methods such as DBSCAN and K-MEANS. The selection of influ- 

ence function is also flexible; any monotone descendent function could be applied. 

Below there are two examples: Square wave function and Gaussian function. 

-+ - 
where d(X, Y) is the distance between data point 2 and data point P 

The density function for data set D is defined as: 

where 2 represents any space point, P? represents any data point. 
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The cluster defined by DENCLUE is the area which includes the density attrac- 

tors that represent local maxima of density and the sequential objects attracted 

by them and with the density values greater than a pre-set threshold I. To opti- 

mize the computation, DENCLUE applies the local maximal strategy, and uses a 

method of gradient hill-climbing technique for finding the density attractors. The 

main advantage of it is the good performance for finding arbitrary shape clusters 

and stability of the algorithm to outliers. In Fig.2.2 [2], arbitrary-shape clusters for 

different are shown. By integrating with grid methods building a map of hyper- 

rectangle cubes, the time complexity of DENCLUE could be N sub-linearly. Thus, 

DENCLUE is classified into grid-based clustering method in some books. But there 

are still some problems in this algorithm. First, to check the connectivity of two 

density attractors could be difficult in high dimensional cases, because finding the 

proper path between them could be impossible in high dimension cases. Second, 

the gradient hill-climbing technique may be useless when the gradient of certain 

object is zero. Also, the distribution of data objects could affect the distribution 

of gradient field [go], it will cause problems both in time complexity and accuracy 

of DENCLUE. Moreover, the global parameters built in DENCLUE make it lack 

the ability to detect natural clusters with respect to local distribution. And the 

setting of those parameters still depends on the users, thus, high-quality clustering 

result cannot be generated by this algorithm automatically. The recent works in 

density-based clustering approach include [81,82] which are descendent algorithms 

of DBSCAN. They extended DBSCAN to spatial-temporal data and considered 

density variation between clusters. 
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Figure 2.2: Arbitrary-shape clusters for different J. 

2.2.4 Grid-based Methods 

The grid-based clustering methods achieve the separation of one data set by ap- 

plying the idea that the relationship between data objects can be inherited from 

the topology of underlying attribute space so that the partitioning of data objects 

is converted to the partitioning of data space. It first quantizes the data space into 

a finite number of cubes (cells) that form a grid structure on which all operations 

are performed. The main advantage of this approach is that the time complexity 

only depends on the resolution of grid, which refers to the number of cubes in each 

dimension in the data space, rather than the number of the data objects. It makes 

grid-based method more suitable for high-density data sets with a huge number of 

data objects in limited data space. The representative grid-based methods will be 

introduced in detail bellow. 

The CLIQUE 1831 clustering algorithm integrates grid-based method with density- 

based method. It is based on the fact that the data space of multidimensional data 

is not uniformly occupied by data objects. Thus, the cluster is formed by the max- 

imal regions of connected dense cubes (hyper-cubes). The dense cell is defined 

as the unit in which the fraction of total objects exceeds an input parameter. In 

order to get a more accurate description of cluster, the CLIQUE generates a mini- 
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CHAPTER 2. RESEARCH BACKGROUND 

ma1 description of the maximal region that covers the connected dense cells. This 

algorithm uses projection scheme to find all dense cells, which generates candi- 

dates from subspaces and follows a bottom-up approach. The identification of the 

candidates is based on an apriori property used in mining frequent item sets for 

association rule mining. The property states the following: if a k-dimensional cell 

is dense, then its projections in k - 1 dimensional space are dense as well. CLIQUE 

works in two steps: first, after partitioning the data space into non-overlapping 

cells, it finds all dense cells in subspaces as the candidates for higher dimensionality 

till all connected dense cubes are found in the whole data space. Second, CLIQUE 

makes the minimal description of the region form by connected dense cubes to 

build the final cluster. This algorithm is insensitive to the order of input data 

and does not need assumptions on the distribution of data set. It performs well 

for high-dimensional applications due to its good scalability as the dimensionality 

increases. But CLIQUE is sensitive to noise and the setting of parameters. It 

means this algorithm is not ideal for spatial data clustering. 

The algorithm STING [84] is designed to facilitate "region oriented" queries. 

It divides the data space into rectangular cells and different levels of such cells cor- 

responding to different levels of resolution. It assembles statistics in a hierarchical 

structure that each cell at a higher level can be partitioned to form a number of 

lower cells. The statistical information such as mean, maximum, minimum values 

and types of distribution are pre-computed and stored in the hierarchical tree. 

The statistical information of higher level cells can be calculated from the infor- 

mation of lower level cells. STING starts with building a hierarchical tree by going 
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through the whole data set to compute all statistical information for every cell. 

Except the types of distribution which is assigned by user if they are available or 

obtained by hypothesis tests, all information can be calculated directly from the 

data. After tree construction, the query process begins. The determination of the 

relevancy to the given query for a cell is made based on the confidence interval or 

estimated range of probability. After irrelevant cells are removed, process goes to 

the next lower level, until the bottom level is reached. STING has the advantages 

of efficiency that the time complexity is linear to the number of objects. And it 

supports the user defined specific query requirements due to its data summary in- 

dependence for query. But the shapes of clusters boundaries are either horizontal 

or vertical because of the merging scheme of STING. And defining the appropriate 

granularity is not straightforward. 

The WAVECLUSTER [85] is another successful method based on grid scheme. 

It applies the wavelet transformation to transform the original feature space, and 

finds the dense regions in the transformed space. The idea of WAVECLUSTER 

comes from signal processing technique. It regards the clustering system as a filter, 

and is based on the fact that the higher-frequency part of a signal correspond to  

boundaries, while the lower frequency high amplitude parts of the signal correspond 

to  clusters' interiors. This algorithm is relatively efficient, insensitive to noise and 

can deal with cluster of arbitrary shape, but the complexity exponentially grows 

with the dimension. 
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2.2.5 Graph-based Methods 

The graph-based clustering approach applies graph theory into data clustering 

area. By viewing the data set from a graph theory perspective, the division of 

data objects can be regarded as the investigation of the topology of the built 

graph. Thus, the clustering task is converted into the segmentation of the graph 

based on graphic features. Its early work is also referred to in the literature as 

so called minimum spanning tree or MST [86], which involves extracting the min- 

imum spanning tree from the complete graph after certain edges removed. The 

most obvious drawback of MST is that the time complexity for forming the initial 

tree is O(N2). One alternative way to build the graph reflecting data topology 

is to employ Delaunay triangulation which is the dual graph of Voronoi diagram 

[43-451. Each Delaunay edge is an explicit representation of a neighborhood rela- 

tion between data points. The information extracted from this neighborhood can 

provide us an effective way to analyze the relationship between data points. More 

specific description of Delaunary triangulation will be given in Chapter 4. 

The representative clustering methods based on triangulation include the work 

of C.Eldershaw and M.Hegland [87], the work of In-Soo Kang, etc. [88], the work of 

S. Hader, and F.A. Hamprecht [89], AMOEBA [28], and AUTOCLUST [29] [go]. 

The work of C.Eldershaw and M.hegland [87] focuses on how to cut off the 

connection between clusters while preserving the connection inside clusters. This 

means to remove all inter-cluster edges at the same time keeping the inner cluster 

edges. To achieve the ideal threshold to distinguish inter cluster edges from inner 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



CHAPTER 2. RESEARCH BACKGROUND 

cluster edges, C.Eldershaw and M.hegland utilize the idea from K-MEANS that 

the appropriate threshold can be found by minimizing the cost function. They 

effectively mapped the N clusters, multidimensional problem to a relatively trivial 

two clusters, one-dimensional problem. But, since only the length of edge is con- 

sidered in this algorithm, it lacks the stability when the distribution of data set 

becomes more complicated. Thus, the quality of clustering result does depend on 

the characteristics of data distribution. 

AMOEBA [28] also uses triangulation as the source of analysis for identifying 

clusters. Comparing to the previous work, AMOEBA applies a more complex edges 

study procedure by computing several statistical features for each edge. Clusters 

are defined as objects in a connected component. After the construction of the 

Delaunay diagram, the achieved planar plane-embedded graph is passed to the 

algorithm. Recursively, every edge is tested by the criterion function which is built 

by statistical features. All passive edges that are longer than the criterion defined 

by the function as well as noises are eliminated. The recursion ends while no 

new connected component is created. The active edges and their objects form the 

proximity sub-graph at each hierarchical level. AMOEBA does not require user 

input parameters to generate clustering result. And it is insensitive to outliers or 

ordering of data input. Its time complexity is O(N1ogN) due to the triangulation 

implemented. But AMOEBA still has limitation for the data set it is applied on. 

If the distribution of data is very complicated, such as dense cluster surrounded by 

sparse clusters, it can not perform well. This problem is solved by the derivative 

algorithm AUTOCLUST [29] which applies more sophisticate statistical investiga- 
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tion on edge discrimination. There are three main steps of this algorithm. First, 

after the construction of Delaunay Diagram, all edges in short-edge and long-edge 

categories are eliminated. The classification of edges is processed according to the 

pre-defined statistic criterion. This phase produces the boundaries of clusters per- 

haps with some bridges which are referred to the connections between clusters built 

by noises [29,35]. Second, the short edges that do not merge non-trivial connected 

components are recovered. Finally, clusters are refined by looking for bridges in 

local regions. In AUTOCLUST, the data points linked by short-edges indicating 

closeness are grouped together. Other edges representing relation between clusters 

and noises are eliminated to isolate distinct components. This algorithm has the 

ability to deal with very complex data set with respect to both cluster shape and 

cluster density. The time complexity is dominated by computing Delaunay Dia- 

gram in O(N1ogN). But for the data set with non-uniform density inside clusters, 

this algorithm can hardly perform well. We will give analysis of these algorithms 

in more detail in Chapter 4. 

Other graph-based clustering methods include [91-941, in which [91] constructs 

hypergraph and [93] employs probabilistic model in graph-theory based clustering 

algorithm. The method proposed in 1941 is designed based on minimal spanning 

tree to handle data sets with large amount of outliers. 

2.2.6 Other Methods 

There are also many other approaches in clustering area. In this thesis, they will 

be just briefly introduced for the reason that those methods are not very close to 
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our research topic. 

Model-based clustering methods [95-1001 assume that data points are generated 

according to different probability distributions. By estimating the parameters of 

presumed distributions, clusters are detected, such as in EM [99] method. In [loo], 

a model-based method is proposed to reduce the memory requirement of clustering 

algorithm. 

Combinatorial search techniques based algorithms [101-1061 view clustering 

problem from the optimization aspect. By applying different searching algorithms, 

the global or approximate global optimum are achieved to get the best partition 

of data. In work [loll ,  a relatively low cost searching algorithm is proposed. 

In [103-1061, the genetic algorithm is employed to improve the performance of 

traditional partition method in aspects such as achieving global optimum for K- 

MEANS method or making it insensitive to initial point selection. 

Other famous clustering approaches include Artificial Neural Network for Clus- 

tering [107-1111, Fuzzy Clustering [112-1141, projective clustering [115,116] which 

investigates high dimensional clustering problem, etc. 

Among those approaches, there are several methods are widely used in many 

real-world applications for their good performance, especially, on-line clustering 

algorithms such as ECM (Evolving Clustering Method) [I171 and ESOM (Evolve 

Self-organizing Maps) [118]. These methods are suitable for dynamic data. The 

ECM algorithm performs an one-pass, maximum distance-based clustering process 

without optimization for data steam and it also can work on off-line data with con- 

strained minimization. ESOM is designed based on Kohonen self-organizing map 
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[107]. It applies connectionist-based models for on-line construction of intelligent 

information systems. The advantages of it include fast incremental learning, evolv- 

able network structure and visualization. The network systems based on these two 

methods are shown quite efficient and effective for on-line clustering applications. 

There are also many hybrid clustering methods which combine the principles 

of different clustering approaches to maximize the advantages of them as well as 

minimizing the disadvantages of them. 

In [119], authors proposed a framework to combine clustering results generated 

by different algorithms or by different parameter settings of the same algorithm 

by employing the idea of evidence accumulation (EAC). In [120], classification 

techniques are integrated to refine clustering algorithm by optimizing the objec- 

tive function in the optimization domain while satisfying the constraint specified 

in the constraint domain. The work in [121] employed the idea from classifica- 

tion technique boosting algorithm to improve the classical clustering methods. In 

[122], the author employed search algorithm Simulated Annealing (SA) [123] to 

improve Fuzzy clustering method. In [124], the possibilistic C-MEANS (PCM) 

and Fuzzy CMEANS (FCM) are combined together to avoid the disadvantages of 

both. In [125,126], authors combined the features of partition method and hierar- 

chical method to achieve effectiveness and robustness. In [127], K-MEANS method 

is integrated with DBSCAN method to take the advantages of both algorithms. 

In [128], a method which utilizes the idea of hierarchical method and partitional 

method on vector quantization is proposed. 
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2.3 Solid Modeling Techniques 

Since our aim is to combine clustering methods with visualization techniques to 

provide users a thorough understanding of clustering result and process and, even 

to provide users with the opportunity to assist clustering algorithm using their 

knowledge, it is necessary to introduce some basic concepts and techniques related 

to visualization in this section. 

In computer graphics [129,130], there are many techniques for modeling 2 0  

and 3 0  geometric objects according to different requirements. The solid modeling 

techniques [131,132] define a solid as a surface and its interior. An important 

characteristic of solid modeling is the emphasis on the geometric integrity of a 

physical object; this idea is certainly heuristic to clustering. All techniques of solid 

modeling are usually based on certain representation models. The representation 

models can be divided into two broad categories [130]: 1) boundary representations 

that describe 3 0  object as a set of surfaces that separate the object interior; 2) 

space-partitioning representations that are used to describe interior properties. 

Here, we focus on the methods of the first category, for their modeling of solid with 

the boundary description is very helpful for clustering research. Based on different 

mathematics foundations, there are two major classes of boundary representations 

which are parametric surface and implicit surface. 

2.3.1 Parametric Surface 

The parametric surface [I291 is the representation model which uses parametric 

function to build three dimensional surface. This method has been known for a 
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relatively long time and has been developed by many scientists in computer graph- 

ics. There are many implementations based on this representation model, such as 

Bezier patches [129], B-spline patches [129], and so on. We give an example of 

parametric surface by introducing the basic idea of Bezier patch. Mathematically, 

the 3-dimensional surfaces are said to be generated from the Cartesian product of 

two curves. And a point on the surface patch is given by a bi-parametric function 

and a set of blending or basis functions are used for each parameter. A cubic 

Bezier patch is defined as follows: 

where Pij is the set of control points and Bij is blending functions. Then, we can 

join the patches together to build the whole surface. 

2.3.2 Implicit Surface 

Implicit modeling techniques [133-1351 are relatively new. This approach has be- 

come more sophisticated, generating new interest in computer graphics and related 

fields. It uses implicit function instead of parametric function or explicit function 

as its mathematical foundation. Although comparing with implicit methods, the 

traditional parametric methods are simpler to render and more convenient for some 

geometric operations, the implicit methods can naturally describe the interior of 

an object for their natural representation of solid objects and innate blend prop- 

erties. This uniqueness is quite important to the idea of clustering. Since implicit 

modeling has become a general and widely used topic, here we will limit us to the 

concepts that are useful to our project. 
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Since it is very difficult to build solid of arbitrary shape, the idea of decomposing 

the solid into many primitive solids becomes useful and helpful. We can build all 

primitives by implicit function and blend them up to form the whole object. That 

is the basic idea of BLOBBY model [55,135-1371, which is a useful model to build 

objects with irregular shapes and smooth surfaces. The primitives of BLOBBY 

model are usually spheres and ellipsoids. We can use different functions to describe 

the primitive. The most used formulas are introduced below: 

(i) BLOBBY model was first accomplished by Blinn [136], and now the term 

BLOBBY always includes other related models and is not limited only to the 

original model which is defined as: 

where r is the distance from the center point of a primitive solid, a is the 

scale factor of the function and b is the exponential factor related to the 

standard deviation of Gaussian distribution. 

(ii) Metaball [137] is a computationally cheaper alternative to using BLOBBY 

model. The function of Metaball model is defined as 2.1. 

where r is the distance from the center point of a primitive solid, a is the 

value of D( r )  at r = 0, and b defines the intervals of this piecewise function. 
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For all r 2 b, the function returns 0. 

(iii) Soft Object [I371 is another implementation alternative to BLOBBY model. 

The function to describe primitive for Soft Object is defined in 2.2. 

where r is the distance from the center point of a primitive solid, R is the 

radius of influence. 

For all sub-models of BLOBBY model, at any point of the surface, the iso-surface 

"potential" is equal to the sum of all the primitives' contributions using function 

S < T, Outside the iso-surface. 
N 

S = T, On the iso-surface. (2.3) 
i=l 

S > T, Inside the iso-surface. 

where N is the total number of primitives and T is the threshold constant that 

determines the level of the iso-surface. 

In the above models, the distance from the center point of the primitives de- 

scribes the range that the primitive can influence on, the summary function adds 

up the influences of all primitives and the threshold determines the level of the 

iso-surface built. We will show that the concepts of implicit modeling are quite 

useful for clustering in the Chapter 3. 

2.4 Visualization Techniques 

Visualization techniques [39-411 are widely used in many areas including engineer- 

ing, business, science, etc. Here we will introduce applications of visualization in 
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data mining. 

Methods of visualization in data mining can be classified into data visualization 

[38,41], data mining result visualization, data mining process visualization, and 

visual data mining [4,55]. 

Data visualization techniques are methods that present data in various visual 

forms depending on applications [40], for example, such as boxplots, 3 0  cubes and 

data distribution charts, etc. Visualization can give the users an overview of data 

characteristics of the data sets. 

Data mining result visualization and data mining process visualization can 

make the results and the processes more clear and easier to understand for users. 

With the pictures given by visualization methods, the users are not only provided 

with an intuitive view of the results received by data mining system but also know 

how the data are extracted and how the data are mined. For example, the method 

named H-BLOB suggested in [55], applies a physical-based multidimensional data 

visualization and analysis model which can quantify the similarity of related objects 

by transforming data from distance space to coordinate space. H-BLOB works in 

two steps: First, an agglomerative hierarchical algorithm computes a cluster tree. 

Second, a single enclosing shape (boundary), which is built by BLOBBY model, 

is computed for each cluster. The single shape approximates the outline of the 

including cluster as closely as possible to give an accurate description of the cluster. 

The advantage of H-BLOB is not only in the multi-level visualization of clusters 

but also in the visualization of boundaries of clusters, which can provide a more 

reasonable and intuitive view of cluster to speed up the process of understanding 
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clustering results, and to facilitate the decision making by the user. 

Visual data mining is a little different from the methods mentioned above. It 

is interactive to users. It means the visualization tools can be used in the data 

mining process to help users make smart data mining decisions. By this way, 

the knowledge and experience of users could be useful and helpful to improve the 

accuracy and efficiency of data mining systems. The following examples show the 

feasibility and advantages of visual data mining, such as using colored columns to 

display the data distribution in order to select the attribute that should be first 

used for classification [40] or using different shape polygons to present data to 

select the projection directions for multidimensional data [42,57], etc. The recent 

work in [138] designed a framework for clustering large data set through interactive 

visualization, and its adaptive ClusterMap labeling subsystem. 

The advantage of visual data mining, besides the integration of the activity 

of the user, is also dealing with the problem of data sparseness in high dimen- 

sional data set. Due to the development of new display devices and visualization 

techniques, this approach can provide more choices and freedom to the user. 

The visualization system we developed based on the visualization techniques 

will be elaborated in Chapter 5. 
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Chapter 3 

Function-based Met hods 

After we analyzed the main clustering approaches according to the demands from 

both theoretic researches and real world applications and showed the limitations 

of the existing methods, it is necessary to develop new clustering algorithms that 

let us to overcome those problems. In this chapter, the clustering methods which 

focus on connectivity investigation will be elaborated. The major advantages of 

the proposed algorithms include good ability to find clusters with arbitrary shapes; 

applying different criteria of dissimilarity according to the density variation; low 

time complexity, automatic parameters setting, and insensitivity to outliers. In 

the next section, we will introduce the basic ideas of our work. 

3.1 Basic Ideas 

Our algorithms are developed based on observations of data distribution, limita- 

tions of existing clustering algorithms and heuristic ideas from geometric modeling. 

(i) Clusters with different densities 

In the related new research works in spatial clustering, in algorithms such as 

AMOEBA and AUTOCLUST [29], and in some classic clustering approaches 
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Figure 3.1: An example of non-uniform density data set 

like DBSCAN as well, the problem of the clusters with different densities 

has been mentioned. All these methods are declared with the advantages 

to  deal with those kinds of data sets. In DBSCAN, high density cluster 

apart from low density cluster can be correctly detected. In AMOEBA and 

AUTOCLUST, the cases when high density cluster is surrounded by low 

density cluster or two adjacent clusters with different densities are considered. 

Since only global parameters are used in DBSCAN, it lacks the ability to  

discover local variations of the data set. For the cases proposed in AMOEBA 

and AUTOCLUST, DBSCAN can not perform well. Generally, the data sets 

in those cases are quite challenging for all classic algorithms. But when we 

think of different data distribution even further, we can see the problem 

which has not been thought through yet. The data density could be different 

not only between different clusters but also between the different parts of the 

same cluster. We provide an example in Fig.3.1. 

In Fig.3.1, although the density varies in the different parts of one cluster, 
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we can still recognize the two clusters just by visual inspection due to the 

gradual variation of density. Data set with the similar property could exist 

in many real world applications, such as geo-spatial data or pointed-based 

graphic data. The real world data examples will be shown in the Section 

3.4.7. Thus, it is reasonable and valuable to extend our concern to the cases 

where data density can change both inter clusters and inner clusters for 

both research and application purpose. To meet this proposed challenge, the 

dissimilarity criteria should be adaptive to the local density distribution. In 

Fig.3.2, an illustration of dissimilarity criteria variation due to variation of 

density is shown. If we consider the variation of dissimilarity criteria based 

on density, in Fig.3.2(a), the red point should not belong to the cluster made 

up of black points. Because the distance from it to  the neatest black point 

is much bigger than the smallest distances between black points, it means 

the density of the area with black points is higher than of the area with red 

point. But in Fig.3.2(b), the red point should belong to the cluster consisted 

of black points because the data density is relatively uniform, although the 

distance from the red point to the nearest black point is the same as the one 

in Fig.3.2(a). In this example, we demonstrated the importance to apply 

different dissimilarity criteria according to density variation when clustering 

data point. 

(ii) Limitation of traditional cluster definition 

Traditional clustering methods define clusters as subsets that consist of ob- 
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Figure 3.2: Illustration of dissimilarity criteria variation according to density 

jects that are similar to one another. That definition only emphasizes the 

characteristics of objects inside the cluster, but not between clusters. For 

the boundary of a cluster could be a good description of the dissimilarity 

between clusters, we added it to our definition of cluster. One great advan- 

tage of adopting this concept is that we can classify new coming data points 

without repeating the whole clustering process. However, how to build the 

boundary of the clusters should be carefully considered. Here, we use the 

idea of DENCLUE that the distances between all objects can influence on 

the resulting clusters, and this influence can be simulated by functions which 

are called influence functions. Then, the boundary of one cluster can be 

described by functions as the furthest area that all objects inside the clus- 

ter can influence on, or the area with a certain value of influence from all 

objects. Therefore, the cluster could consist of the inside area and its bound- 

ary. From this point, to define cluster as a solid could be a more natural way. 

This definition of cluster also reflects the granule feature of it. 
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(iii) Importance of visualization 

The visualization techniques play a significant role in clustering. As it was 

shown in Section 2.4, it is natural to integrate clustering techniques with 

solid modeling techniques. Then, we can take the advantages of both tech- 

niques such as efficient detection of clusters and interpretability of clustering 

process to users. Although we could use the results we have got from clus- 

tering systems as inputs to the visualization systems, it would be costly and 

inconvenient. A better solution is to combine these two processes together, 

which means using the same model for both clustering and visualization. By 

comparison of formulas in computer graphics with ones in clustering, we have 

noticed that the formulae of the density-based clustering method DENCLUE 

and the formulae of computer graphics solid model BLOBBY are quite sim- 

ilar. Moreover, the BLOBBY model could simplify the computation if we 

apply it to clustering. Based on these findings, we built a geometric model 

for both clustering and visualization. 

(iv) Idea from Solid Modeling 

Function-based shape modeling is becoming increasingly popular in computer 

graphics [133]. The idea that complex geometric objects could be produced 

from a "small formula" is applied in our work. We build the geometric model 

by using implicit function. It provides the possibility of further analysis such 

as the comparison of shapes of clusters and querying of clusters. In our model, 

every cluster can be expressed by a unique function. Let P = {fi,fi, . . . , Fn) 
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be a set of multidimensional points P, = {pa, p:, . . . , p:) E Rd in the d- 

dimensional Euclidean space R ~ .  Then, a solid reconstructed on these points 

can be described with function based representation as follows: 

The function can be defined analytically or by procedure. Such function 

defines closed d-dimensional geometric solid in Rd space under the following 

conditions: 

~ ( 2 ,  P) > 0, for the points inside the solid. 

~ ( 2 ,  P) = 0, for the points on the solid boundary (surface). 

~ ( 2 ,  P) < 0, for the points outside the object. 

+ 

where X = {x', x2,. . . , xd) is a position vector of a point in Rd. The zero 

set of these functions provides surfaces, and the values that are greater or 

equal to zero define multidimensional geometric solid objects (solids). 

Summing up the above ideas, we regard each cluster with uniform or non- 

uniform density as a different solid. To find out whether one object belongs to it, 

we use function-based representation of the solid. We build the solids by analyzing 

the density function which consists of all influence functions of objects. It means we 

add up all the influence of objects inside the data space. The density function can 

make a complete description of the whole data space. Parabolic function, square 

wave function and Gaussian function are some examples of influence function. The 

functions such as meta-balls or soft objects can also serve as the influence function 
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CHAPTER 3. FUNCTION-BASED METHODS 

for efficiency. We build the solids on the objects whose values of density function 

are greater than a threshold, and then we get the function-based representation of 

clusters. 

The model we employed to build clusters also can be conveniently used for 

visualization. The visualization system developed based on it will be described in 

Chapter 5. 

3.2 Basic Definitions 

The d-dimensional domain (vector space) of all data points is defined as 

Rd. 

A data point or space point is the multidimensional point defined as: 2 = 

{xl, x2 , .  . . , xd) E Rd. 

The data set of all data points is defined as: D. 

In our work, any metric can be chosen to define the distance between data, 

points in da.ta space. For most our algorithms, we apply the Euclidean 

Metric, which is defined in 3.1: 

The influence function f : Rn + R which simulates the influence of a data 

point @ on any space point 2 is defined as: 

'We will use data point instead of term object in the rest of this chapter and Chapter 4. 
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where f b  is the basic influence function. In principle, any monotonic decreas- 

ing function could serve as the basic influence function. The specific choices 

in our research will be given in the algorithm description section for each 

method. 

The field function is defined as the summation of the influences of all data 

+ 

points on one space point X: 

3.3 Gaussian Function-based Algorithm 

In this section, the work applying Gaussian function as the influence function will 

be elaborated. The relation between our algorithm and previous method DEN- 

CLUE, the algorithm description and testing results, the analysis and comparison 

will be given in the following sections. 

3.3.1 Previous Works Related to Our Algorithm 

We selected DENCLUE as our reference method because of similarity of density- 

based model to BLOBBY model and its relatively good performance. Then, we 

proposed an algorithm with the following difference from DENCLUE: 

(i) Checking the connectivity of data points is always a hard task especially 

in high dimensional cases. The DENCLUE uses a path searching strategy 

to check the connectivity of two local maximum (density attractors). We 

2We call the density function in DENCLUE field function in our methods. 
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used the idea of grid methods to partition the data space into cubes (hyper- 

cubes), because cubes can inherit the topology of data by indexing. And we 

also employed the connectivity reachable idea like in DBSCAN. 

(ii) We proposed to apply different dissimilarity criteria according to the density 

variation in data set. Instead of using global parameter like o in DENCLUE, 

a local parameter ai was set. The value of this parameter can reflect the 

dissimilarity criteria variation based on density. 

3.3.2 Definitions 

Besides the basic definitions introduced in Section 3.2, let us introduce the addi- 

tional definitions that are used in our model: 

The set of all cubes (hyper-cubes) which cover the whole data space is defined 

as U. It is implemented by an indexed data structure in which the index of 

data points is stored. 

The neighborhood Ne of one data point which is adjacent cubes to the 

cube it located in is defined as: Nep C U. 

Here, we use Gaussian function as the basic influence function. The influence 

function for one data point @ to a space point 2 is defined as: 

- di~t(y,P)~ 
f c ( d , @ ) = e  2- , where d i s t ( 2 ,  @) is defined as in (3.1). (3.3) 
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Based on definition (3.2), the field density function is defined as: 

d i s t ( 2 , P . ) '  

F G ( ~ )  = e -  , where 2 is a space point, 2 is a data point. 

Definition 3.1 A cluster is a solid that reconstructed on  data points, and i n  

any part of it, the value of field function greater than a threshold T.  I n  our 

model, we describe the function-based cluster as the area S, C Rd as follows: 

S, = {S, C R~ I &(g) ) T, b'g E S,) 

The inside cluster area S, C Rd is: 

S, = {S, c R~ I &(g) > T, b'g E S,) 

The cluster surface ( boundary ) area Sb C Rd is: 

Dissimilarity criterion T: 

The parameter T can control the level of clusters, since we can set a bigger 

value to get more dense clusters, on the contrary, we will get less dense ones 

for smaller values. Then, we could control the levels of clusters by T. In our 

algorithm, we set T = e-4.5 = 0.01 according to the 3a-rule for Gaussian 

distribution. That means the influence of data points that are further than 

3g from the data point to be checked can be ignored. The value of T also 

can be set manually by users based on their knowledge. 
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Dissimilarity control parameter a: 

We use the parameter a to control the range that a data point can influence 

on. By changing the value of this parameter, we can control the expansion of 

clusters, thus, can get different clustering results based on different require- 

ments. Considering the density variation of data set, we design global and 

local parameters separately to control the expansion of the cluster. We use 

a for the global one and ai for the local one. They can be used to get the 

best results based on different cases. 

Definition 3.2 The local parameter ai i s  designed to  describe the influence 

of a data point according to  local information. For a data point @, its sip is 

defined as 3.5: 

a 
aip = where FG(F) is the field value for @. (3.5) 

( F G ( @ ) - - ~ )  ' 
log, . 

a is a parameter used to adjust the variation of ( ~ z  against FG(F). The setting 

of it will be introduced in parameters discussion section. 

We illustrate the relationship between ai and FG(F) in Fig.3.3, where the X 

direction represents the value of FG(F) and the Y direction represents the 

value of ai. In function (3.5) we built, the value of ai is decreasing when 

the value of F ~ ( @ )  is increasing. This means the data point with big field 

value should have small area where it can influence. The log operation is 

used since the relationship between field value and a is exponential. 

Definition 3.3 Local influence function: 
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Figure 3.3: Function for computing ai 

The  influence function which applies local parameter ai will become local 

influence function which is  defined as 3.6: 

-+ + - d i s t ( 2 , P 1 2  
20 - 

f G i ( x ,  P )  = e :P , where d i s t ( 2 ,  P) is defined as (3.1). (3.6) 

Definition 3.4 Local field function: 

The  local field function is  the summation of local influence functions for all 

data points. W e  define the local field function as 3.7. 

d i s t ( 5 , P ) '  

~ ~ ~ ( 2 )  = e 2"ip  , where @ represents any data point. (3.7) 

3.3.3 Algorithm Description 

According to  Definition 3.1, the solid (cluster) can be reconstructed on data points 

with function-based representation. Any data point can be checked by the field 

function to  determine whether it belongs to  any cluster. But by using the function, 
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we cannot know to which cluster the data point belongs, since the function-based 

representation of solid cannot describe topology of data points. Here, we suggest 

to apply grid-based method to solve this problem. 

This algorithm is designed to find clusters whose density varies through the 

data space. The dissimilarity criteria of clusters should vary according to density 

variation. Here we use ai to control the influence range of a data point. According 

to the definition of ai in (3.5), we can notice that the connectivity controlled by ai 

between two data points is not symmetry any more. It will be determined by the 

data point with higher density, that also means by the data point with the bigger 

ai. Below we introduced the main steps of our algorithm. 

Let us consider Zdimensional case: 

Step 1: For all data points, calculate the minimal distance which is the distance 

to their nearest data point. Set the value of a based on minimal distance 

distribution (details are given in parameter discussion section). Partition the 

data space into non-overlapping identical rectangular cubes. The length of 

each edge is 1, the whole space is divided into M cubes. The neighborhood 

of one data point is composed of the cubes which are adjacent to  the cube 

it located in. Let us set 1 = 3a. By doing this, for each data point, we 

should only check the data points inside its neighborhood to calculate its 

value of field function, since the distance from this data point to any other 

data points is bigger than 30. 

Step 2: We number the cubes from 1 to M, and map every data point to an appropri- 
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ate cube. At the same time, the parameter counti which records the number 

of data points in the zth cube increases when a data point is allocated into 

the cube. 

Step 3: Find all cubes, which have more data points inside than their neighbors. 

These cubes are called core cubes. For each core cube, we find the data point 

whose value of field function is the biggest. Here, because of the setting of 

the length of cubes, we calculate the field value for P as following: 

where Ner is the neighborhood of F ,  represents any data point inside Nep.  

Other data points are ignored based on the 30 rule of Gaussian distribution. 

Step 4: After the data points with the biggest field values are found, the expansion 

process in all core cubes begins. For those data points, we build the local 

influence function by applying local parameter ai which is defined in (3.5) in 

stead of global a as in (3.6). 

We also update the neighborhood according to ai. We use parameter b : b = 

then, the area of new ai neighborhood is NeN = b e  Ne. In Fig.3.4, an 

example for b = 2 is shown. 

We will check all data points in NeN area with the local influence function. 

For f' which is the found data point with the biggest field value, if: 

1. fci(o, ?) > T, 0 E NeNp,  where is a data point, 

2. FG(@) 2 F G ( ~ )  , 
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Figure 3.4: Illustration of ai neighborhood for b = 2 

then 0 can be included into the cluster (solid) which is initialized by P 

Step 5: Let the solids grow by emerging more data points. First, we update the 

neighborhood of the solids constructed. For a certain solid C, the neigh- 

borhood NeC is composed by the neighborhoods of all data points inside: 

NeC = NeNp,where NeNp is the neighborhood of the P .  Then we 

check all data points inside NeC. 

For one data point d E NeC If: 

2. 313 E C, such that F~ (P)  t F~(Q) ,  

then d can be merged into solid C. During the expansion process of all 

solids, if two data points that belong to two different solids are checked to 
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CHAPTER 3. FUNCTION-BASED METHODS 

be included by each other, the two solids are also emerged into one. 

Step 6: After checking all data points in the data space, we can get all clusters 

(solids) by the formula (3.8) and outliers which are the solids with only one 

data point inside. 

d%s;;<,P)2 

~ ~ ~ ( 2 )  = 1 e ZP > T, where Cj it the j th  cluster. (3.8) 
P E C ~  

Here, we only use the data points inside cluster to  calculate the field value 

since the influences from other data points can be ignored for simplification. 

According to  Definition.3.1, we can detect the internal, external areas and 

boundaries of all clusters. 

Once a new data point is considered, we can conveniently check it by (3.8) 

without repeating the whole clustering process. For a new data point 2 :  

- if FGi(6) > T, then, it belongs to  cluster Ci. 

- if C ,  FGi(2) < T, then, it is an outlier. 

Our method is general for n-dimensional clustering. But due to  most spatial 

data applications are low dimensional, we only implemented our algorithm for low 

dimensional case. 

3.3.4 Parameters Discussion 

The values of parameter T and a determine the result of clustering. Though we 

can set them manually and get the most appropriate values from testing, it could 

be costly and inefficient. We need some methods to predict the proper values in 
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Figure 3.5: An example of 1-distance graph 

advance. In order to let the values of parameters fit the data set, we must get 

some information from the data set about its uniqueness. The global parameter 

a controls the range how one data point can influence others when we compute 

the local parameter ai. To set an appropriate value of a, we find the maximal 

value in all minimal distances which are the distances from each data point to its 

nearest neighbor. To illustrate it, we can draw the named 1-distance graph which 

is plotted by the sorted minimal distances. The desired distance r will be the one 

which corresponds to the biggest value in the graph. There is an example of 1- 

distance graph in Fig.3.5. We set a = 7-13 according to the 30 rule. By doing this, 

for most data points, the value of local parameter ai will be smaller than global 

parameter a. The bigger field value based on global parameter a,  the smaller value 

of the local parameter ai will be. 

The parameter a is to adjust the relationship between the value of field function 

and the value of ai. Since this relationship concerns to the characteristic of data 

distribution, we set it based on the distribution of the minimal distances of all 

data points. 
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Table 3.1: Choices for the value of parameter a 
I t 1 t 5 20% 1 20% < t 5 30% 1 t > 30% 1 

Let t be equal to the nearest distance value of 90% of the nearest distance 

distribution divided by r .  The 90% choice is for cutting out outliers. According 

to the value of t ,  we can select the value of a in Table.3.1. This heuristic method 

is based on our testing data sets, where for bigger value of t ,  we can set a with 

bigger value. 

The parameter T can control the level of clusters. We can set T = e-4.5 FZ 0.01 

according to the 3a Rule for Gaussian distribution. Since these two parameter a 

and T are not absolutely independent, we can adjust the value of one parameter 

and set another one with a fixed value to get the same result received by exchanging 

the roles of two parameters. We can also give more freedom to the user to set the 

value of T. By selecting different T, the user can get different clusters with different 

level just like hierarchical methods can provide. Here, we fix the value of T and 

use heuristic method to set the values of a and a. 

3.3.5 Comparisons and Experiment Results Analysis 

The proposed algorithm was implemented and tested on the following data sets. 

We designed two data sets D l  and 0 2  with uniform and non-uniform distribution 

of data points inside clusters. The pictures of testing data set, statistical feature 

used in our algorithm, and clustering results are shown for each data set. The 

boundary built by our algorithm is also given to demonstrate its unique feature. 

To provide another view of functional representation of the data distribution, the 
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CHAPTER 3. FUNCTION-BASED METHODS 

3d picture of field value is given for data set D l .  

We applied our algorithm and classic clustering methods such as K-MEANS, 

hierarchical Single Linkage and Complete Linkage methods, and DBSCAN on D l  

- 0 2  data sets. We choose these classic clustering methods because they are repre- 

sentative in spatial clustering, and standard implementations of these methods are 

available. We can also avoid the potential problems causing by different implemen- 

tations, which could lead us to bias in results comparisons. K-MEANS method 

is still the most widely used method, and it is based on the optimization princi- 

ples which form a foundation for many well-known data mining techniques. We 

employed the squared Euclidean distance and random selection of initial cluster 

centers for K-MEANS in our testing. Linkage hierarchical methods have a good 

ability of handling clusters with complicated shapes. DBSCAN is another well 

known density-based clustering method for dealing with arbitrary shape clusters 

and outliers. The implementation of DBSCAN is provided by its authors and all 

parameter settings are based on the instruction given in the original paper [31] 

as k = 3 and MinCard = 4 for our 2-dimensional data sets. By comparing with 

those methods, we can have a more clear idea about performance of our algorithm. 

The characteristics of it such as discovering arbitrary shape clusters with different 

density, detecting outliers based on both global view and local view, have been 

well demonstrated. All results provided here are generated by automatic setting 

of parameters, which were described in Section 3.3.4 . For the user who has a 

very clear expectation of the data set, parameters also can be set based on his 

knowledge of data. 
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Figure 3.6: The testing on data set Dl of our algorithm: (a)The picture of data 
set Dl; (b)The distribution of all minimal distances of data set Dl; (c)The cluster 
boundaries of data set Dl built by our algorithm, T = 0.01; (d)The clustering 
result of data set Dl by our algorithm 
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In Fig.3.6, the picture of D l ,  statistic information, cluster boundaries and 

clustering result of D l  by our algorithm are shown. 

Figure 3.7: Clustering results of data set D l  by comparison methods: (a)Clustering 
result of testing data set D l  by K-MEANS; (b)Clustering result of D l  generated by 
Single-linkage algorithm; (c)Clustering result of D l  generated by Complete-linkage 
algorithm; (d)Clustering result of testing data set D l  generated by DBSCAN, 
where EPS = 1.142 

In Fig.3.7, the clustering results of testing data set D l  by four classic clustering 

algorithms are shown. 
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There are two clusters and two outliers in this data set Dl .  The density of both 

clusters changes gradually from one side of the clusters to another. The maximal 

distance between data points inside clusters is comparable to the minimal distance 

between the data points belonging to different clusters and to the minimal distance 

from the outliers to cluster data points. Comparing the result of our algorithm with 

each of those four algorithms, we can clearly notice the advantage of our algorithm 

in dealing with non-uniform density data set. It can separate the two clusters as 

well as keep the integrity of them and detect the outliers. K-MEANS can separate 

the clusters but fail to detect outliers. For the hierarchical methods, Single-linkage 

method can not separate the two clusters due to the density distribution, Complete- 

linkage method performs quite similar to K-MEANS. DBSCAN also suffers from 

the problem of keeping the whole clusters together while discriminating outliers. 

Figure 3.8: The 3d picture of the field value of data set Dl  
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CHAPTER 3. FUNCTION-BASED METHODS 

In Fig.3.8, the 3-dimensional picture of the distribution of field value for data 

set D l  is shown. We can see how the influences from all data points are simulated 

by function. 

Figure 3.9: The testing on data set 0 2  of our algorithm: (a)The picture of data 
set 0 2 ;  (b)The distribution of all minimal distances of data set 0 2 ;  (c)The cluster 
boundaries of data set 0 2  built by our algorithm, T = 0.01; (d)The clustering 
result of data set 0 2  by our algorithm 

In Fig.3.9, the picture of 0 2 ,  statistic information, cluster boundaries and 

clustering result of 0 2  by our algorithm are shown. 

In Fig.3.10, the clustering results of testing data set 0 2  by four classic clustering 
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Figure 3.10: Clustering results of data set 0 2  by comparison methods: 
(a)Clustering result of testing data set 0 2  by K-MEANS; (b)Clustering result of 
0 2  generated by Single-linkage algorithm; (c)Clustering result of 0 2  generated by 
Complete-linkage algorithm; (d)Clustering result of testing data set 0 2  generated 
by DBSCAN, where EPS = 0.2874 
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algorithms are shown. 

0 2  is one typical data set used in DBSCAN to demonstrate its ability to  handle 

clusters with irregular shape. There are three clusters and two outliers inside. From 

the results, we can notice that our method can also deal with this kind of data set 

very well. Except DBSCAN, other three clustering algorithms all lack the capacity 

to discover clusters of complex shapes with outliers existing. 

Although our Gaussian function-based method has the ability to detect clusters 

with non-uniform density, it is not very robust to the variation of data amount and 

outlier percentage. When we deal with large data set with high percentage of out- 

liers, more accurate estimation method than proposed heuristic method is needed 

to  generate good results. Also, when data distribution is unknown, applying Gaus- 

sian function has the disadvantage that the long tail of Gaussian distribution causes 

the difficulty of tuning parameters. The time complexity of this algorithm highly 

depends on data set, since the most time consuming procedure is neighborhood 

update. 

3.4 Piecewise Function-based Algorithm 

To fit the new applications [32,33,139-1411 which have been mentioned in Chap- 

ter 1, clustering method should be able to discover clusters with arbitrary shape 

and non-uniform density automatically and efficiently, also should be able to de- 

tect outliers. The Gaussian-function based algorithm which has been introduced 

in Section 3.3, meets the new requirements for most cases according to our ex- 

periments. But there are still the limitations such as the computational cost is 
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relatively high for large data set and the setting of parameters is not very robust. 

For the cases where clustering results are sensitive to the values of parameters, the 

performance of Gaussian-function based algorithm is not very stable. The main 

reason for that problem is the function choice. Since the computation of Gaussian 

function is exponential, the time complexity of field value calculation is quite high. 

And the long tail of Gaussian distribution increases the difficulty in value tuning 

for parameters. Thus, in next section, we will introduce another function-based 

clustering algorithm ADACLUS (ADAptive CLUStering) which applies piecewise 

function to improve the algorithm performance in both speed and stability. 

3.4.1 New Features of ADACLUS and its Relation to Pre- 
vious Algorithms 

ADACLUS is an adaptive density-based clustering algorithm. Similar to the pio- 

neer DENCLUE algorithm, it is based on the general assumption that a "natural" 

clustering partition of a given data set situated in a metric space can be built 

through the use of the appropriate "field function" 3(i.e. data points integral in- 

fluence function) which can be determined at any space point 2 as the sum of 

influences of all data points at 2. If the influence of any data point is restricted 

to a limited distance from it, or if it is rapidly decreasing with this distance, then 

it is enough to take into account only the influences of data points within some 

limited vicinity of the given point. This approach (first used in DENCLUE) re- 

sults in a fast algorithm performance: the complexity of the algorithm could be 

made linear (or close to linear) with respect to the number of data points. It is 

3We called the density function in DENCLUE field function here. 
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a very important advantage for computer geometry applications where real-time 

performance is essential. Another important (especially from geometrical point of 

view) advantage of field function clustering is that the corresponding algorithms 

have good capabilities to detect cluster boundaries [37,142]. One more important 

advantage is that these algorithms can efficiently eliminate outliers. 

ADACLUS possesses new important features and at the same time preserves 

all listed above advantages of function-based clustering algorithms. The main 

new feature of ADACLUS is that the parameters of influence function are not 

global and not predefined. Contrary to the previous density-based algorithms 

these parameters are not constant in ADACLUS. They are completely adaptive 

to the local situation in the vicinity of the point in consideration. The control 

parameters of ADACLUS could be set either automatically or manually. Generally, 

automatic settings work fine, but the user is provided also with the option to tune 

ADACLUS clustering rule from purely local-based to local-global-based one. In 

the latter case the influence function of ADACLUS takes in the account both local 

and global information combining them in certain proportion. The data points 

influence is modeled by adaptive piecewise linear function which ensure fast and 

efficient performance. The reasons of choosing such function and its advantages 

over other possible choices are described in the next section. 

3.4.2 Definitions 

Metric choice. 

ADACLUS can work with any metric which defines the distance between 
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points in space. In ADACLUS we use another metric pl instead of Euclidean 

metric. Namely, we use the following definition of the distance between two 

points: 

Definition 3.5 

d 

From topological point of view the metric pl is equivalent to p~,,l, but re- 

sults in faster calculations. It is easy to see that pl depends on the choice 

of coordinate system, but it is not a disadvantage in our case. If there is 

no "natural" coordinate system, associated with the data, this dependance 

will not affect significantly the results of clustering. And if there is such a 

coordinate system (which is the case for digital images or scanned data hav- 

ing intrinsic lattice structure), then the above coordinate-dependent form 

of metric pl can even result in slightly more accurate performance of the 

algorithm. 

Influence function choice. 

Similar to DENCLUE and other algorithms which use field functions for 

clustering, ADACLUS also needs a predefined rule for measuring "influence" 

of certain data point at any point in the space. Once such rule is chosen, 

field function is obtained by summation of all the influences of data points 

at the arbitrary space point. 
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In principle, ADACLUS, like DENCLUE, can work with any kind of influence 

function. But in order to create really fast clustering algorithm it is reason- 

able to choose the simplest (from the computational point of view) influence 

function which still preserves all necessary features for clustering. It is also 

reasonable to choose such influence function, which depends on meaningful 

parameters only. From both points of view, the Gaussian influence function 

+ + P C R ; ) ~  
fGaUss(P, X) = c e- 2~ , which is often used in density-based clustering 

to measure influence of the data point at the space point 2, seems to be 

not the best choice. Indeed: 

1) Gaussian function is not quite simple because it requires calculation of 

the exponent ; 

2) Except the case when distribution of data points is Gaussian (which 

is applicable to special kind of model-based clustering only), Gaussian 

function is not better than many other monotonic decreasing functions, 

which could be much simpler than Gaussian one; 

3) The value of parameter a in Gaussian function does not have any clear 

meaning if the distribution of data points is not Gaussian. 

4) The long tail of Gaussian distribution could increase the difficulty in the 

control of field value. It will bring the problem of parameter setting. 

Based on the expressed ideas, we propose the following simple, but flexi- 

ble function which models the influence of data points in ADACLUS (see 

Fig.3.11) 
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Figure 3.11: Parametric influence function used in ADACLUS 

Definition 3.6 The influence of the data point P at any point 2 i n  the 

space is defined as 
+ -+ 

1, i f  0 I p1(P, X )  I a1 

-+ + 
b-pl(P.'), i f  a < p l ( p , x )  5 b, 

b-a 
(3.10) 

0, if p 1 ( R  2) > bl 

where the distance p l ( F ,  2) is calculated according to (3.5). Here parame- 

ter a denotes such maximum distance from the data point P which is still 

considered as "near" one. The parameter b denotes such minimum distance 

from @ which is already considered as "far" distance. 

It is assumed that b > a. Generally, there exists a non-zero gap between 

these thresholds, i.e. b > a. Both a and b are fully adaptive in ADACLUS 

and their calculation is based on the mixture of global and local information 

extracted from the data set. 

+ + 

In the case b = a the function f a , b ( P , X )  transforms to the Square Wave 

influence function which is used in DBSCAN: 

8 1 
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+ + 

1, if 0 I p1(P,X) I a, I 

f a , a (P ,  X )  = + + 

0,  if pl(P,  X) > a. i 

Based on the Definition 3.6 we define the field function at any point 2 in 

the space as: 

where the values of parameters ail bi which are used to calculate the influence 

of the data point at any space point 2, are calculated for each E taking 

in account the mixture of information about the local distribution of data 

points in the R-neighborhood of and the global distribution of data points 

in the whole screen (area of clustering). Proportion of this mixture is defined 

by the values of magnitude parameter G and radius R, which are calculated 

as described below. 

By differentiating (3.11) with respect to all the components of coordinate 

system, the following formula can be easily obtained for the gradient gradF = 

a ~ ( 2 )  (w, . . . , F). We define here gradF as zero in all points where ~ ( 2 )  

is not differentiable. 

where 
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1 ,  i f  a i < p l ( ~ , 2 ) < b i a n d x " p t ,  

- 1,  i f  ai < ,ol (Fi, 2) < bi and xk  < pf  , (3.13) 

0 ,  i n  all other cases. 

O n  t h e  basis o f  a field function and threshold T t h e  ADACLUS algorithm 

determines point-based clusters and ,  i n  another version o f  t h e  algorithm, 

boundary-based clusters which are defined as follows 

Definition 3.7 Given field function F and threshold parameter T ,  the clus- 

ter  (or, strictly speaking, point-based cluster) is  such a subset C of the set of 

data points that 

1)  F ( F )  > T for each data point P? t C;  

2 )  'dR, e, t C there exists a continuous curve x = x ( s ) ,  0 5 s 5 1,  such that 

x ( 0 )  = p i ,  x ( 1 )  = pj ,  F ( x ( s ) )  2 T 'v's E [ O , l ] ;  

3) i t  i s  impossible t o  add any more data points t o  C without violating prop- 

erties 1) or  2).  

Definition 3.8 Given field function F and threshold parameter T ,  the boundary- 

based cluster D is  a connected component (solid in computer graphical t e rm)  

of the domain: D = {g : ~ ( 2 )  2 T ) .  

Definition 3.9 The  boundary of the boundary-based cluster D = { z  : F (2) > 
T )  is  simply it 's boundary in the space. It  is  the domain (curve for 1- 

dimensional case, surface for 2-dimensional case, and hyper-surface for high 

dimensional case) B = { a  : ~ ( 2 )  = T )  or  a part of it. 
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Control parameters of ADACLUS. 

ADACLUS depends on 3 scalar parameters which could be either calculated 

automatically from the number of data points and their distribution on the 

screen (as described below), or defined by the user. All these parameters 

have clear meaning which gives the user real possibility to make ADACLUS 

more adapted for certain area of applications or to tune clustering results in 

a specific case. These parameters are: 

1) G E [ O , 1 ]  - magnifier parameter. If G = 1 the clustering is purely local- 

based (i.e. based on the "fully magnified view"). If G < 1, then clustering 

is based on the mixture of global and local information about the data set. 

Maximum portion of global information is added when G = 0, but even 

in this case the algorithm remains local-adaptive. One can imagine that 

G describes the "magnifying glass" through which algorithm "looks" at the 

data while determining clusters. If G = 1, then algorithm "looks through 

a microscope", and therefore performs clustering on a very local level. It 

results in the tendency to achieve small "micron-clusters. When G decreases, 

the "microscope" is being continuously converted to a simple glass without 

any magnification. The smaller G becomes the more the tendency to glue 

neighboring small clusters into bigger ones increases. Parameter G must be 

chosen (automatically or manually) before the algorithm starts. 

One of the aims of ADACLUS is to serve computer-vision related problems, 

and therefore the general idea here is to follow a "human's eye approach" in 
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clustering. In automatic parameter setting, the value of magnifier parameter 

G is chosen according to two "magnifier factors": the number of data points 

and their distribution on the screen. In general, the rule is as follows. 

Parameter G is chosen close to 1 (maximum magnification) when there is not 

too many data points in the screen and/or their distribution is approximately 

uniform inside the expected clusters. In both cases, the clustering is based 

on local information only, without taking in account global features of the 

whole picture. The reason is that if there is such a small amount of data 

points that one can notice any of the data points "at one glance", then the 

"natural eye-based" clustering should depend exclusively on the local details 

of the data points distribution. Moreover, the small number of data points 

is not enough to generate reliable global features of distribution which could 

be useful for clustering. Here, we denote Go to describe the relationship 

between G and number of data points. 

In the case when the data points are distributed uniformly inside clusters, 

there is also no need to add global information to local one (for any number 

of points), because the global information in this case tells us nothing new 

and important about the data point distribution properties. So, in both 

cases clustering can be performed purely locally. Vice versa, if there are 

many data points and/or they are distributed quite irregularly with a lot of 

small details of distribution, then it is natural to look at the whole picture 

more globally to unite tiny clusters rather than separate them (if it is not the 
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Figure 3.12: Parameter G determination based on the values of GO and G1 

case in a certain application, user can always set the magnifier parameter G 

manually). Here, we denote G1 to describe the relationship between G and 

inner-cluster distribution of data points. 

The calculations of G are performed as follows. 

the values of Go and G1 model the "magnifier factors" due to the number of 

data points N and to  the inner-cluster distribution. The final "magnification 

rate" G is calculated in (3.14) by means of bilinear surface, Fig.3.12 (see, for 

example [143]) determined by Table.3.2 of extreme G values, where Go and 

G1 are the entries of the table. The choice of extreme values of G was 

discussed above. 
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The exact formulas of Go and G1 are given below in (3.15) and (3.16). 

1, if N < S m i n ,  

N-Smin - 
S ~ ~ Z - ~ m i n  if Smzn < N < Smax ,  (3.15) 

0, if N 2 Smax.  

In (3.15), S m i n  is the number of data points, starting from which a human's 

eye starts missing individual points and therefore the manner of discrimina- 

tion starts shifting from local to global one. Smax  is the number of points, 

starting from which global features of the data set become fully important 

for the human's eye. We will give our setting to these two parameters in 

Section 3.4.3, Step 3 and discuss more about them in Section 3.4.6. 

To calculate the value of G1 in (3.16), first, we compute the minimal distance 

M D ( i )  for each data point E ,  which is the distance to its nearest data point. 

Then, the values of mean ~ M D  = k c:, M D ( i )  and standard deviation 

S ~ ~ M D  = \/& c : ~ ( M D ( ~ )  - mMD)2 are calculated. Let us denote 
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CHAPTER 3. FUNCTION-BASED METHODS 

Value o f t  is used in ADACLUS as an approximative measure of the deviation 

of data points density inside clusters from the "regular" one (i.e. uniform 

inside clusters). Let us show that, if the density of data points inside clusters 

is approximately uniform, then the value o f t  should be close to 5. First, we 

recall the fact that the uniform distribution of data points in clouds appears 

as a consequence of their Poisson distribution in data space [144,145]. Next, 

according to (3.5), the minimal distance MD can be approximated by a sum 

of d independent one-dimensional minimal distances, taken along the certain 

coordinate directions. It is known from probability theory that in the case of 

Poisson distribution of data points in R, the distance between neighboring 

points (i.e. minimal distance in our terminology) is distributed by the expo- 

nential law. Consequently, the law of distribution of minimal distances MD 

in the case of uniform density clusters in Rd can be well approximated by 

the law of distribution of a sum of d independent one-dimensional variables 

distributed exponentially with locally the same parameter A. Of course, X 

can vary from one cluster to another, but this does not create a problem 

because the following statement is valid. 

Lemma 3.1 Assume that 7 = + . . . Jd, where Jl, . . . , td are independent 

one-dimensional random variables, distributed exponentially P(Ji < x) = 

1 - e-'", 1 < i 5 dl X > 0. Then, for any X > 0: 

where E< denotes the mathematical expectation (mean value) of a random 
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Proof: For the exponential distribution, 

Consequently Eg  = 2 and therefore independence of & implies that E(g  - 

Eg)2 = $. Therefore, 
E11 & 

Lemma 3.1 implies that in the case of uniform (or approximately uniform) 

density of data points inside each cluster, the value of t will be close to &. 
When the distribution of points inside clusters deviates from the uniform 

one, the value of t increases and t is a sensitive characteristic. For example, 

for d = 2, the value of t will be about % 0.7 in the case of uniform 

density clusters and about 1.0 for clusters which are already rather irregular 

in density. 

Note that we do not make here any assumptions about generator of the data 

set. The proposed method of measuring density irregularity by the value of 

characteristic t is not model-based. It is applicable for any sort of data - 

stochastic or deterministic (chaotic, for example). 

2) The second parameter, T > 0, is a threshold parameter. It determines a 

field function value threshold which divides inner-cluster and outer-cluster 

domains in the data space. T serves like a hierarchial parameter: big values 

of T result in more solid, dense inner-cluster domains and in treating rela- 

tively sparse areas as outer-cluster domain. Contrary to the first parameter, 
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parameter T may be chosen (or altered) at the end of the clustering process, 

because changing it's value requires repetition only of the final step of the : 
1 
3 

algorithm. i 

1 
3) S, screen size, - natural number which gives the upper bound for the 

"screen" linear size in pixels. The term "screen" is used here for the domain 

in data space where clustering is performed. Without lost of generality, we 

assume that this domain is a d-dimensional rectangular parallelogram which 

longest side does not exceed S pixels. 

3.4.3 ADACLUS Algorithm Description 

ADACLUS algorithm performs clustering in several steps. Without lost of gener- 

ality we will assume in this section that the data set consists of N d-dimensional 

+ + 
vectors: { P I ,  Pz, . . . , F N ) ,  2 = (pt , . . . , pf) 6 Rd, and N > 1. 

If not specified by the user, the values of parameters T and S are set auto- 

matically to T = 1, S = 1000. Here, the value T = 1 means that value of the 

field function for cluster boundaries is set to 1. The value S = 1000 means that 

the distance between data points which is less than 1/1000 of the side length of 

the screen is considered as a very small one and such points are glued together. 

Such value of S is quite natural for visual clustering and for computer geometry 

purposes. 

The parameter G is calculated during STEP 3 if it was not pre-defined by the 

user. 

STEP 1. Quantization and integer-coding. 
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CHAPTER 3 .  FUNCTION-BASED METHODS 

First, for each of d coordinate axes the minimum and maximum values of 

corresponding data point component are determined: mk = min{pt, 1 < i 5 

N),  Mk = max{P!, 1 < i < N), 1 < k 5 d. Then, for each 1 < k 5 d the interval 

[mk, Mk] is divided into S intervals ("quanta") A$(l 5 j 5 S) of equal length: 

M -m 
A: = [m, + (j  - 1) Mk,mk, mk + j ks  k ] ,  where S is the screen size parameter. 

Finally, each of d vector components of each data point is coded by a pair of 

integers (the number of the component and the number of the interval to which 

this component belongs) : 

All further actions, related to all data points, are performed only with pairs 

of integers (k, j ) ,  such that the corresponding interval AS is not empty (i.e. some 

data points components fall into it). Evidently, the total number of such pairs 

does not exceed dN. 

STEP 2. Minimal distances (MD) calculation. 

For each data point the corresponding minimal distance MD(i) from this 

data point to other data points is calculated in the sense of metric p l .  Since 

coordinates of data points were already converted to integers during STEP 1, all 

the minimal distances will be expressed by positive integers. It immediately follows 

from the definition of the metric pl (see Definition ??) and the assumption N > 1. 

STEP 3. Parameter G automatic determination. 

We calculate the value of G as mentioned in Section 3.4.2, here, we assume in 

(3.15) that Smin = 200 data points is a small enough number to observe each of 
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them separately and therefore, "natural" clustering in this case should be purely 

local-based. It is assumed that Smaz = 2000 data points is a big enough number 

to make observation of individual points impossible, forcing therefore the "natural" 

clustering to be performed from more global point of view. Both numbers are very 

approximative, but the clustering results are quite robust to their variations, which 

is discussed in Section 3.4.6. 

STEP 4. Calculation of the localization radius R. 

In order to initiate the ADACLUS algorithm we first determine the size of the 

neighborhood in which the local considerations will be performed for each data 

point. Taking in account the value of G, which was calculated during STEP 3, the 

radius R of the "ball" representing this neighborhood is chosen as: 

where gg:(x) denotes the empirical density (frequency histogram) of the MD 

distribution calculated in STEP 2, Rglob represents a 90% of this distribution, 

and RlOc is it's first zero greater than 90%. See Fig.3.13. Note that according 

to Definition 3.5, the "R-ball" in Rd will be represented by the d-dimensional 

cube with the side length 2R in Euclidean metric. The radius R of this "ball" is 

restricted to c ~ M D  (c times average minimal distance between data points) in 

order to keep the complexity of the calculations linear with respect to N for any 

kind of data set. The value of the coefficient c = 1 / 2 m  is chosen in such a way 

92 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Rectangle

DRD
Rectangle

DRD
Rectangle



t Frequency 

Figure 3.13: Localization radius choice in ADACLUS 

that the average number of data points in a d-dimensional Euclidean cube with 

side length 2R is restricted to approximate 100 data points maximum. 

According to (3.17)-(3.19) the localization radius R is computed as the re- 

stricted mixture of "global" and "local" values of the neighborhood radius. The 

mixture is taken in the proportion, determined by the parameter G (which was 

already calculated in STEP 3 or manually set by the user). The value of Rglob 

represents "10%-cut maximum" of the distribution of MD. 10% margin is cut off 

taking in account the possibility of the outliers and for algorithm stability. If the 

distribution of data points is approximately the same in different parts of the data 

set, then Rglob gives a suitable value for the neighborhood radius. Otherwise, it 

may be not so. One example is the situation when there are several dense parts in 

the data set which include majority of data points, but there are also sparse areas 

which are big enough but contain a relatively small amount of data, see Fig.3.14. If 

we are performing clustering from the global point of view, then, when we cluster 

in sparse parts we should remember that they are really sparse. This information 

could not be extracted locally - it comes from the global distribution of MD and 
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is summarized in the value of Rglob SO, for global-based clustering we can use this 

value. . 

But if the aim is to perform clustering in sparse parts of the screen more locally, 

without taking in account far away density characteristics, then the appropriate 

value of the neighborhood radius should be determined by sparse areas not based 

on the whole MD distribution, but on it's right tail only. As we still do not want 

to be influenced by the outliers in this case, we choose Rl0, - the first zero of MD 

histogram greater than 90%. It corresponds to the largest value of MD which 

still belongs to sparse component of MD distribution, cutting the outliers off, see 

Fig.3.13. Such value will be good for sparse areas, but it will also work for dense 

areas, because the final decisions are made based on the microanalysis performed 

inside the R-neighborhood of the data point. If this neighborhood was chosen too 

big, it will not spoil the results but rise the amount of calculations. However, in 

the situation which we consider now, the total area of dense parts is not very big 

in comparison to the whole screen, so the amount of extra calculations will be 

reasonable. 

The balance between these two situations is calculated by the formula (3.17) 

in accordance with the value of parameter G 

STEP 5. Local microanalysis. Determination of ai and bi for each 

data point R. 

After localization radius R was determined in STEP 4, for each data point 

R (1 5 i < N ) ,  we mark all data points belonging to its neighborhood N ~ ~ ( R )  = 

+ -+ 

{@ : pl(P, Pi) 5 R), including itself. And we consider the part of the whole 
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Figure 3.14: Example of a data set with non-uniform distribution of data points 

Value 

Figure 3.15: The choice of local parameters a,, b, in ADACLUS 

MD distribution (built in STEP 2) which consists of only those minimal distances, 

which are associated with the data points from NeR(R).  Let's denote the corre- 

sponding frequency histogram gg?; "x), it's mean value mkD, and it's standard 

deviation stdLD. 

Based on the histogram g:;; "x), we define ai as the "typical minimum" of 

MU inside NeR(R) in order to eliminate the effect of local outliers and irregular 

dense area, which represents "typically small" value of MD in N ~ ~ ( R ) .  More 

precisely, we define ai as following. (see Fig.3.15) 
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where di, 1 is the biggest zero of g,M,:; i(x) which does not exceed the mean: 

MD; a 
di; 1 = max{x : x 5 mLD, ge,, (x) = 01, (3.21) 

and d,; 2 is 10%-fraction of the distribution g&:; "x) : 

d,, 2 = max{x : P ~ ~ ; ~ ( M D  < X) = 0.1). (3.22) 

We use d,, 1 to eliminate the potential effect cased by local outliers, which are 

the outliers detected under local view. One example is the situation when the 

" R-ball" of a data point in sparse area includes several data points near to a dense 

cluster. We should not count these data points in, since they are local outliers 

for the dense cluster. For the same reason, when the " R-ball" of a data point in 

sparse area includes several data points belonging to a dense cluster, we also need 

to cut these data points off. This is why we set d,; 2 .  

Finally, taking in the account " 30-rule", we define b, based on the value of 

magnifier parameter G as: 

So, the gap between a, and b, varies around "30" ranging from 2 times of i 
i 

standard deviation in the case of local clustering to 4 times of standard deviation f 
B 
i 

in the case of maximum portion of global information added. 
Z 

STEP 6. Computation of the field function in all data points. 

Based on the values ai, bi (1 5 i < N) which are determined in STEP 5, we 

calculate the field function F(R)  for all data points 6,. . . , & by means of the 

formula (3.11). 
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CHAPTER 3. FUNCTION-BASED METHODS 

STEP 7. Determination of the point-based clusters. 

To determine point-based clusters (Definition 3.7), ADACLUS employs the 

standard hill-climbing algorithm and applies the similar method for clustering 

procedure as [2]. The direction of the hill-climbing is determined by the vector 

of the field function gradient, given in (3.12). After clustering process, data points 

which can not be assigned to any clusters are labeled as outliers. 

STEP 8. Determination of the boundary-based clusters and bound- 

ary detection. 

Direct drawing exact cluster boundaries {i : ~ ( 2 )  = T )  according to the 

Definition 3.8 may be time-consuming in the case of big screen, because it requires 

additional calculation of field function ~ ( 2 )  in many space points. (Note that 

in STEP 6 the field function was calculated for data points only.) The total 

number of space points in the screen after quantization (see STEP 1) equals to 

Sd, which could be quite big number in comparison with N. But the amount of 

calculations still can be reduced to O(N) by preliminary marking the space points, 

such that the field function is greater than zero for them. This can be done together 

with calculation of ai,  bi during STEP 5. Namely, after bi was determined for a 

certain i, we mark all space points in the pl-ball of bi-radius with the center in 

-, + 

: Nebt ($i) = (2 : pl (X, P,)  < bi). This will reduce the amount of calculation 

to O(N) ,  where N is the number of space points in which the field function is to 

be calculated during this step. 
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3.4.4 Complexity Analysis: Linear Complexity of ADA- 
CLUS 

The time complexity of ADACLUS is analyzed theoretically by steps below. 

STEP 1. First step required d N  operations for determining mk, Mk (1 5 

k 5 d) and another d N  operations for the coding procedure. The total complexity 

of this step is O(dN). 

STEP 2. In order to make the complexity of this step linear with respect to N ,  

the tables of correspondence between quantum numbers (i.e. integers from 1 to S) 

and the data points which have this number as the code of their k-th coordinate, 

are created for each 1 5 k 5 d. These tables are computed simultaneously with 

the coding procedure during STEP 1, so it requires d N  additional operations only. 

Based on the mentioned tables, the minimal distance (MD) is calculated for each 

data point by searching the nearest data point among only such data points 

6 that their coordinate codes 8 are neighboring to the coordinate code 2. It 

requires O(dN) operations, so the total complexity of this step is O(dN), too. 

STEP 3. In this step, the calculations are performed according to the formulas 

(3.14), (3.15), and (3.16). The complexity of these calculations does not depend 

neither on N nor on d. It is constant. 

STEP 4. Calculations in this step are performed according to the formulas 

(3.17), (3.18), and (3.19). They are based on MD distribution which is obtained 

together with MD values during STEP 2 (without rising it's complexity). Com- 

plexity of the STEP 4 does not depend neither on N nor on d. It linearly depends 

on S only. 
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CHAPTER 3.  FUNCTION-BASED METHODS 

STEP 5. The complexity of this step equals to the complexity of calculation of 

the histograms 9:;; '(x) for all data points R .  All other calculations here consist 

in direct evaluation of the expressions (3.20), (3.21), (3.22), and (3.23). In order to 

calculate the histogram 9:;; "x) for R ,  it is enough to determine all data points 

which belong to the vicinity N ~ R ( R ) .  This could be done based on the tables of 

correspondence between quantum numbers and the data points (see complexity 

analysis for STEP 2). Therefore, the total complexity of the STEP 5 equals to 

O(cN), where c is the average number of data points in the vicinity N ~ R ( R )  for 

an arbitrary data point R.  According to the definition of R in (3.17), there are 

not more than 100 data points in N ~ ~ ( R )  in average, so the complexity of the step 

does not exceed O(100N) which is linear with respect to N and can be written as 

O(N).  

STEP 6. According to (3.11), the complexity of this step in O(kN), where k 

is the average number of data points influencing the arbitrary data point R (i.e. 

such that fai,4(a) > 0). It is easy to see that the same k represents also 

the average number of data points, which are influenced by a randomly chosen 

data point R .  The data points, influenced by R are such and only such data 

points G ,  that their distance to is less than bi : pl(R, G)  < bi. According to 

(3.20),(3.23), bi does not exceed ai+4stdkD, where ai is the typical minimum of the 

minimal distance between data points in the R-neighborhood of R and stdkD is the 

standard deviation of this minimal distance in this neighborhood. The worst case, 

giving the largest number of data points in the neighborhood of R,  is evidently 

the case when typical minimum of MD equals to typical MD in the neighborhood 
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of E ,  i.e. when the distribution of data points in this neighborhood is uniform 

(because the more there are MD's larger than minimal ones, the less will be the t 
1 

number of data points in the neighborhood of $,). But in the case of approximately Z 

uniform data points distribution in the neighborhood of 2, according to Lemma 

1 3.1, the value of stdh, will equal approximately to zmZ,D, and according to 

(3.20)-(3.22), the value of a, for exponential distribution of MD (corresponding 

to  uniform distribution of data points) will not exceed m",. Consequently in the 

uniform case we have: 

where mh, is average MD in the neighborhood of R. Consequently, in the 

case of uniform density of data points around Fi, the average number of them 

in bi-neighborhood of will be approximately equal to lod. For any other dis- 

tribution, it will be smaller. Consequently, 

It is theoretical upper bound for k .  In real calculations, it is much smaller, 

because for uniformly distributed data points, the magnifying parameter G is set to  b 
k 

1 (see(3.14),(3.16)) and in this case, according to (3.23), bi = ai+2stdhD < 3mLD. 

So, the inequality for k turns to  k < 6d, which is still not a typical value but an 

upper bound. 

We conclude that the complexity of this step is typically lower than 0 ( 6 d ~ ) ,  

which means O(36N) in the case of R2 screen. Theoretical upper boundary for 
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the complexity of this step is O(lodN). This complexity is linear with respect to 

N. 

S T E P  7. The hill-climbing algorithm has linear complexity with respect to 

the number of data points [2], so the complexity of this step is O(N).  

S T E P  8. The complexity of this step is O(N) as explained in the description 

of this step. 

Therefore, ADACLUS has linear complexity. The total complexity is O(N)  

with respect to the number of data points N. It is O(dN)  with respect to both 

data points number and dimension d of the data space. 

3.4.5 Comparison and Performance Analysis 

In this study, the proposed algorithm ADACLUS was designed for 2D data. It 

was implemented and tested on the following Zdimensional data sets. We de- 

signed four testing data sets with non-uniform distribution of data points inside 

clusters. Generally, there are clusters of arbitrary shapes in the data sets. To sim- 

ulate general situations for clustering of non-uniform density data, we differ two 

shape features of clusters in our data sets: circular/non-circular, and concave/non- 

concave and we also build these data sets with outliers. The data sets names, the 

shape and statistic features of these data sets are listed in Table.3.3 and Table.3.4. 

ADACLUS can also get the correct results for data sets 01  and 0 2 .  Here, only 

clusters's boundaries of D l  and 0 2  detected by ADACLUS are shown in Fig.3.16 

to avoid duplicating. Moreover, ADACLUS is able to cluster more challenging 

data sets such as 0 3  to D6. 
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Table 3.3: Shape Features of Testing Datasets 
/ Data- 1 Shape Shape Data I Number ( 1 set 1 feature 1 I feature 2 points I of Outliers I I 

name distribution 

D3 Circular Non-concave Non-uniform 3 

D4 Non-circular Non-concave Non-uniform 3 

D5 Non-circular Concave Non-uniform 3 

D6 Circular Concave Non-uniform 3 

Table 3.4: Statistical Features of Testing Datasets 
I Data- I Number I Mean I Standard 1 

set / of data 1 ~ M D  / deviation / / m M D  

name points S ~ ~ M D  

0.4714 0.3793 0.8045 

0.3242 0.3262 1.0062 

289 0.2980 0.2842 0.9537 
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We applied ADACLUS and classic clustering methods such as K-MEANS, hier- 

archical Single Linkage and Complete Linkage methods, and DBSCAN on 0 3  - D6 

data sets. We choose these classic clustering methods because they are represen- 

tative in this area, and standard implementations of these methods are available. 

We can avoid the potential problems causing by different implementations, which 

could lead us to bias in results comparisons. K-MEANS method is still the most 

widely used method, and it is based on the optimization principles which form a 

foundation for many well-known data mining techniques. We employed the squared 

Euclidean distance and random selection of initial cluster centers for K-MEANS in 

our testing. Linkage hierarchical methods have a good ability of handling clusters 

with some complicated shapes. DBSCAN is another well known density-based 

clustering method for dealing with arbitrary shape clusters and outliers. The im- 

plementation of DBSCAN is provided by the author and all parameter settings are 

based on the instruction given in the original paper ( k  = 3 and MinCard = 4 for 

our 2-dimensional data sets). 

By comparing with those methods, we can have a more clear idea of the per- 

formance of ADACLUS. The characteristics of ADACLUS such as extracting both 

global and local information from data set and detecting outliers based on both 

global view and local view, have been well demonstrated. All results provided here 

are generated by automatic setting of parameters, which was described in Section 

3.4.3. For the user who has a very clear expectation of the data set, parameters 

also can be set based on his knowledge of data. 

In Fig.3.17, the picture of 0 3 ,  statistic information, cluster boundaries and 
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CHAPTER 3. FUNCTION-BASED METHODS 

9 - - 4 5 -  . 

(4 

Figure 3.16: The testing on data sets D l  and 0 2  of ADACLUS: (a)Clustersl 
boundaries of data set D l  detected by ADACLUS; (b)Clustersl boundaries of data 
set 0 2  detected by ADACLUS 

clustering result of 0 3  by ADACLUS are shown. The three clusters are well 

separated as well as three outliers. 

In Fig.3.18, the clustering results of testing data set 0 3  by four classic clustering 

algorithms are shown. 

Data set 0 3  is a challenging data set with non-uniform density clusters and 

outliers. There are three outliers and three clusters among which two clusters 

have relative uniform inner cluster density but different inter cluster density and 

the biggest cluster has non-uniform inner cluster density. The difficulty here is 

that the smallest cluster is very close to the biggest one. From the clustering 

results, the ability of ADACLUS for discovering clusters based on both global and 

local information is well demonstrated. K-MEANS and Single-linkage method can i 

not separate the clusters correctly. Complete-linkage method fails to detect the 1 
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Figure 3.17: The testing on data set 0 3  of ADACLUS: (a)The picture of data set 
0 3 ;  (b)The distribution of all minimal distances of data set 0 3 ;  (c)The boundary of 
data set 0 3  built by ADACLUS, T = 1; (d)Clustering result of 0 3  by ADACLUS 
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nearby clusters. 

Figure 3.18: Clustering results of 0 3  by comparison methods: (a)Clustering result 
of testing data set 0 3  by K-MEANS; (b)Clustering result of 0 3  by Single-linkage 
algorithm; (c)Clustering result of 0 3  by Complete-linkage algorithm; (d)Clustering 
result of testing data set 0 3  generated by DBSCAN, where EPS = 0.8095 

In Fig.3.19, the picture of data set 0 4 ,  statistic information, cluster boundaries 

and clustering result of 0 4  by ADACLUS are shown. 

In Fig.3.20, the clustering results of testing data set 0 4  by four classic clustering 
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Figure 3.19: The testing on data set 0 4  of ADACLUS: (a)The picture of data set 
0 4 ;  (b)The distribution of all minimal distances of data set 0 4 ;  (c)The boundary of 
data set 0 4  built ADACLUS, T = 1; (d)The clustering result of 0 4  by ADACLUS 
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algorithms are shown. 

In Data set 0 4 ,  there are three clusters of which two have relative uniform 

density, one has non-uniform density. There are also three outliers in this data 

set. Based on the results given, we can see that K-MEANS and Complete-linkage 

method can not detect the non-circular clusters. Single-linkage method keeps the 

integrity of clusters but fails to separate them from each other. It also can not 

discover the outlier which is nearby the cluster. It seems that DBSCAN performs 

well on this data set, but if we check carefully, we can notice that it misses the local 

outlier which is close to the biggest cluster. Only ADACLUS is fully successful in 

cluster and outlier detection. 

In Fig.3.21, the picture of data set 0 5 ,  statistic information, cluster boundaries 

and clustering result of 0 5  by ADACLUS are shown. 

In Fig.3.22, the clustering results of testing data set 0 5  by four classic clustering 

algorithms are shown. 

Data set 0 5  is a very challenging one for most clustering algorithms. There 

are three clusters together 'with three outliers among which one is very close to one 

cluster. There are two clusters with non-uniform inner density and concave shape. 

Based on visual inspection, we can easily notice the density differences between 

clusters and outliers, although the smallest distance between one outlier to the 

nearby cluster is smaller than the biggest distance between data points inside that 

cluster. Except ADACLUS, no method can separate all clusters and detect all 

outliers correctly at the same time. 

In Fig.3.23, the picture of data set D6, statistic information, cluster boundaries 
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Figure 3.21: The testing on data set 0 5  of ADACLUS: (a)The picture of data set 
0 5 ;  (b)The distribution of all minimal distances of data set 0 5 ;  (c)The boundary 
of data set 0 5  built ADACLUS, T = 1; (d)The clustering result of data set 0 5  by 
ADACLUS 
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Figure 3.22: Clustering results of data set 0 5  by comparison methods: 
(a)Clustering result of testing data set D5 by K-MEANS; (b)Clustering result of 
0 5  generated by Single-linkage algorithm; (c)Clustering result of 0 5  generated by 
Complete-linkage algorithm; (d)Clustering result of testing data set 0 5  generated 
by DBSCAN, where EPS = 0.7432 
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Figure 3.23: The testing on data set D6 of ADACLUS: (a)The picture of data set 
D6; (b)The distribution of all minimal distances of data set D6; (c)The boundary 
of data set D6 built ADACLUS, T = 1; (d)The clustering result of data set D6 
ADACLUS 
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and clustering result of D6 by ADACLUS are shown. 

Figure 3.24: Clustering results of data set D6 by comparison methods: 
(a)Clustering result of testing data set D6 by K-MEANS; (b)Clustering result of 
D6 generated by Single-linkage algorithm; (c)Clustering result of D6 generated by 
Complete-linkage algorithm; (d)Clustering result of testing data set 0 4  generated 
by DBSCAN, where EPS = 0.6737 

In Fig.3.24, the clustering results of testing data set D6 by four classic clustering 

algorithms are shown. 

Data set D6 which is another very challenging data set to all well-known clus- 
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CHAPTER 3. FUNCTION-BASED METHODS 

tering methods. In the data set D6, there is one small cluster inside another 

cluster which is a big ring shape cluster with non-uniform density. There is an 

outlier located inside the ring as well. It can be observed from the results that the 

ADACLUS detects natural clusters even in this complicated case. As it is seen 

from the Fig.3.24, other algorithms can not cluster this data set in the expected 

way. K-MEANS method and Complete-linkage method can not discover the ring 

shape cluster since they lack the ability to handle clusters with concave shapes. 

Single-linkage method suffers from correct separation of clusters. DBSCAN fails 

in keeping the integrity of the ring shape cluster and detecting one local outlier. 

In Fig.3.26, we tested ADACLUS on the DENCLUE bench-mark data set DD1. 

The results of ADACLUS and DENCLUE are shown. The clustering result of 

DBSCAN on this data set is the same as DENCLUE. All three methods can detect 

all clusters accurately. 

In Table.3.5, the accuracy of ADACLUS and all comparison methods on all 

testing data sets are given. The definition of accuracy is given below. For a given 

data point, let a, and 1, be the cluster label and the label pre-defined. 

where, S(x, y) is the delta function which equals one if x = y and equals zero I 
otherwise. MAP(1,) is the best mapping that maps each cluster label 1, to the 

pre-defined label. 

From Table.3.5, we can see that except for DBSCAN bench-mark data set (data 

set 0 2 )  and DENCLUE bench-mark data set (data set D D l ) ,  ADACLUS is able 
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Figure 3.25: Clustering results of ADACLUS for data sets S1 - S4, from (a) to 
(d) correspondingly 

Figure 3.26: Comparison of ADACLUS and DENCLUE on D D l .  (a) Cluster- 
ing result of ADACLUS by automatic parameter setting(b) Clustering result of 
DENCLUE [2]. 
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Table 3.5: Clustering accuracy in percentage 
I KMEANS 1 Single-linkage I Complete-linkage I DBSCAN I ADACLUS I 

I DDl 1 58.79% 1 100% 59.82% 1 100% 1 100% 

Table 3.6: Statistic Features of Data sets S1 - S4 
I Data- I Number I Mean I Standard I 

set I of data I r n ~ ~  / deviation / &h 1 
~ M D  

name points S ~ ~ M D  

S 1 5000 0.0459 0.0497 1.0818 

to achieve better results than comparison methods. For data sets with concave 

clusters and outliers, KMEANS and Complete-linkage method are not able to 

perform well. DBSCAN and Single-linkage method are better for such cases. But 

when the density of each cluster changes gradually, DBSCAN and Single-linkage 

method still lack the ability to achieve ideal results. 

We also tested ADACLUS with some large data sets S1- S4 proposed in work 

[loll. We showed the results of clustering on the data sets with clusters boundaries. 

Fig.3.25 shows the results of ADACLUS for testing data sets S1- S4. The details 

of the data sets are listed in Table.3.6. 

The S1 -S4 data sets are two-dimensional data sets with 15 predefined clusters. I 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Rectangle

DRD
Rectangle



Table 3.7: Statistic Features of large data sets L D l  - LD2 
I 

( Data- ( Number ( Mean ( Standard ( I 
set s tdMD 1 of data 1 ~ M D  / deviation / m M D  I 

name points S ~ ~ M D  

LD1 4760 1.5252 0.7191 0.4714 

The distances between the clusters keep decreasing from data set S1 to S4. Fig.3.25 

shows the results of ADACLUS. For data set S1, ADACLUS separated 15 clusters 

very well. Since the information of local distribution of each cluster is used, outliers 

are detected by ADACLUS as well. Parts of the data set inside boundaries are 

formed by data points with continuously changing density. The areas where the 

field density changes suddenly are cut by ADACLUS. From data set S1 to S4, the 

number of clusters keeps decreasing because of the decreasing distances between 

clusters. For data set S4, we have only one big cluster for the whole data set. But 

based on the local information, there are still many small isolated parts surrounding 

the big cluster which can be regarded as outliers. 

To test the capacity of ADACLUS in handling large data set with irregular 

shape and non-uniform density distribution. We applied ADACLUS on two large 

data sets L D l  and LD2. The statistic information of those data sets are list in 

Table.3.7. From the result, we can draw the conclusion that ADACLUS is able to  

deal with quite large and complex data set, especially, when data density inside 

clusters are changing as long as local outliers existing. 

We also applied ADACLUS to the well-known CHAMELEON bench-mark data 

sets [69]. Fig.3.29 and Fig.3.30 present clustering results for data set C1  and C2 
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Figure 3.27: Clustering result of large data set LD1 by ADACLUS 
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Figure 3.28: Clustering result of large data set LD2 by ADACLUS 

by showing clusters' boundaries. In Fig.3.29, several clusters are separated into 

parts comparing with clustering results given in CHAMELEON paper [69]. The 

reason is the dramatic changes of cluster density. In Fig.3.30, several clusters are 

glued together. This is because of the existing of links formed by noises. The 

characteristics and limitations of our connection based method are demonstrated. 
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Figure 3.29: Result of ADACLUS for data set Cl 

Figure 3.30: Result of ADACLUS for data set C2 
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CHAPTER 3. FUNCTION-BASED METHODS 

3.4.6 Stability of ADACLUS to deviation of intrinsic pa- 
rameters 

Although there are three intrinsic parameters in ADACLUS: Smzn, Smax and c, 

the clustering results are quite robust against their variations. 

Parameters Smzn and Smax are designed to simulate a human vision cluster- 

ing feature: the more data points are present in the data set the less amount of 

particular details in relatively small parts of data one can notice. In principle, 

these two parameters could be estimated by research in human vision. But the 

ADACLUS algorithm appears to be so robust to their deviation that we just set 

them to 200 and 2000 values. The robustness of ADACLUS to variation of these 

parameters is illustrated below by tests on data set 0 2  and large data set L D l ,  

where Smzn varies from 50 to 500 and Smax from 500 to 10000. In Table.3.8, we 

provide corresponding values of G and R. The clustering results are the same as 

the ones shown in previous section. 

The last intrinsic parameter is parameter c in Step 4. It is just a "cutting" 

parameter which is used to keep the complexity of the algorithm linear against the 

number of data points. Value of c is chosen in such a way that the average number 

of data points in the local area which is examined during algorithm adaptation 

process, is restricted by 100 points. Variations of this parameter practically do not 

influence the clustering results. 
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Table 3.8: Variation of values of intrinsic parameters 

Go G1 G R 

3.4.7 Real World Application of ADACLUS 

To illustrate the practical value of ADACLUS, we applied it on the real world data 

set collected from European Topic Center on Air and Climate Change (ETCIACC), 

which focuses on the EU-ECCP (European Climate Change Programme), CAFE 

(Clean Air for Europe) and related legislation, such as the Greenhouse Gas Mon- 

itoring Mechanism and the Air Quality Framework Directive. To achieve those 

objectives, ETC/ACC established the European air quality database system which 

contains next to multi-annual time series of measurement data and their statistics 

for a representative selection of stations throughout Europe. We chose the data 

set of the locations of stations. From our clustering result shown in Fig.3.31 and 

Fig.3.32, the coverage of the stations over Europe and the relationship between 

stations can be discovered especially by the building cluster boundaries. With 

ADACLUS, people who work in this area can conduct investigations based on dis- 

tribution of station locations for particular values of different air quality features. 
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This result is generated automatically by ADACLUS. We can also set the parame- 

ters according to the knowledge of data set, such as the expected coverage of each 

station, to fit the specific application requirements. The statistic features of this 

data set is shown in Table.3.9. In Fig. 3.33, the clustering result of DBSCAN on 

the same data is shown for comparison. 

Figure 3.31: The locations of stations throughout Europe 

ADACLUS allows to automatically discover clusters of arbitrary shape, dif- 

ferent in density and clusters of non-uniform density, to detect boundary of the 
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Figure 3.32: Clustering result of ADACLUS 

Table 3.9: Statistic Features of our real world data set 
Data- Number Mean Standard 

S ~ ~ M D  set of data ~ M D  deviation - 
~ M D  

name points S ~ ~ M D  

Real world data 5456 0.1061 0.2959 2.7903 
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Figure 3.33: Clustering result of DBSCAN on our real-world data, EPS = 0.4028 

clusters, and it is robust to outliers. It was demonstrated that the algorithm has 

linear performance that is very important for real-time applications, such as large 

scale geo-spatial data sets. Although the proposed algorithm is generally auto- 

matic, the user is given the possibility to tune the algorithm to his/her application 

by choosing values of three parameters that have clear meaning. 
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Chapter 4 

Algorithm based on Triangulation 

For real applications, in addition to the variety of data distributions, there are 

always noises introduced by processing systems to data sets at the stages of data 

collection or data transformation. Distribution of noise also significantly influences 

the result of clustering. If the noises are sets of isolated points, the effect of them 

may be relatively trivial. Many methods such as DBSCAN and Single-linkage 

method, can deal well with this type of noises. But if the noise forms a chain 

which connects two clusters that should be separated from each other, by using 

the above methods, the result will be totally unexpected. This kind of problems 

is the so-called "short bridges" problem [86] [29] or "chaining effect" problem [35] 

[17], or if there are several chains formed by noises, it is called "multiple bridges" 

[29] problem. The well-known solution is cut-point finding which only works for 

single bridge cases. 

Thus, to meet the demands coming from both real world applications and the- 

oretical researches, it is necessary to develop a new algorithm which can cut off the 

I 

linkage brought by noise to solve those problems. Methods, such as Single-linkage 

method, DBSCAN and ADACLUS, which mainly focus on connectivity investiga- 
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tion always have difficulties to deal with these, since there are false connections 

between clusters which are not easy to identify. In principle, those methods are 

designed to deal with data sets without noises or with isolated noises. Therefore, 

we should develop clustering method based on statistical features of data rather 

than mainly on connectivity investigation. 

In this chapter, we treat clustering task by analyzing statistical features of data 

and design a novel automatic clustering algorithm TRICLUST using triangulation. 

The proposed method TRICLUST is able to automatically detect not only clusters 

with non-uniform inner density, the case which has been introduced in Chapter 3, 

but also with short bridges formed by noises. By developing this algorithm, we can 

effectively deal with a wider range of data sets which have different distributions 

of data density and noises. TRICLUST also can build clusters boundaries by 

identifying the data points on them. 

4.1 Introduction 

Before introducing TRICLUST, there are following several issues which are very 

important for our algorithm to  be elaborated. 

Proximity Modeling 

The spatial data is always described by traditional vector model or raster 

model. Despite of the fact that data point is the prime concern, the prox- 

imity which can reveal the topology of data is also very important. The 

proximity of one data point characterizes the adjacent relation to  other data 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

points, so that determines the neighbors of it. For many spatial data analysis 

approaches, the proper proximity modeling can lead to effective algorithms. 

But the conventional vector model and raster model are not able to define 

data proximity that can hold a spatial adjacency properly for discrete data 

points [43]. The topology in vector model is always defined by intersections. 

For discrete data points, there is no intersection. Thus, all of them are not 

considered as each other's neighbors. To overcome this problem, the rela- 

tionship between data points is usually described by distance. But, how 

to decide on the threshold which serves as the closeness criteria becomes 

another problem which results in the distance-based proximity definition in- 

consistency. Obviously, vector approach does not model data points with a 

good proximity relationship. On the other hand, the raster approach implies 

adjacency relationship between data points by its grid-like (cell) structure. 

The data space is separated into cells, and data points belonging to adjacent 

cells are neighbors. However, this proximity definition so heavily depends on 

the size of cell (grid) that makes it lack enough consistency as well so that 

derived algorithm may not be very robust to parameter setting. 

An alternative way to define proximity of data point is by using Delaunay 

Triangulation. The Delaunay Triangulation or Delaunay Diagram [43-451 is 

a method used to build topology of data set. It is widely used in computer 

graphics and solid modeling. Delaunay Triangulation or Delaunay Diagram 

represents proximity relationships of data sets by building the connected 
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graph. It has the important properties [88] [87] that the nearest data points 

to a given spatial data point are always connected by edges, which provide 

us a good description of proximity. And the circumcircle (circumsphere for 

higher than 2-dimension cases) of every triangle does not contain any other 

data points of the triangulation. In addition, the triangulation is as equilat- 

eral as possible, so that unexpected effect of extraordinary long edges can 

be minimized. It overcomes the limitations of conventional data models by 

building the graph which represents data topology explicitly. Moreover, tri- 

angulation can be processed in only O(N1ogN) time. The number of edges 

is linear to the number of data points and the expected number of edges inci- 

dent to one data point is limited to a constant value. Based on the achieved 

succinct graph, we can conveniently extract information such as statistical 

features from the graph. This kind of information can effectively characterize 

the relationship between data points so that it can lead to good clustering 

method. 

Classification of Short-bridges 

The "short-bridge" problem, or "chaining effect" problem has been men- 

tioned in several works [17] [29]. But it is still necessary to put further 

investigation on this problem. The noises are not part of the original data 

but the extra data which are generated during data collection or transfor- 

mation by systems. In general, the distribution of noises can be regarded as 

Gaussian. However, the effect of added noises is much different with regard 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

to the location of their appearance. Let us consider the Zdimensional situa- 

tions shown in Fig.4.1, there are two clusters which are built up by dots for 

each situation given in the corresponding picture Fig.4.l(a) and Fig.4.l(b). 

There are also noises which are represented as yellow cubes in those data 

sets. In Fig.4.l(a), the short bridge connected the closest parts of two clus- 

ters is very short and there are quite a few data points in those parts. The 

distances between other data points belonging to different clusters are much 

bigger than the length of the short bridge. It means, in such case, it is very 

difficult to tell whether this linkage built by noises is valid, since from both 

global and local view, the separation of these two clusters becomes a fuzzy 

problem. This situation is not what we are going to focus on. In Fig.4.l(b), 

the short bridge formed by noises is not located in the most narrow chan- 

nel between clusters. And there are many data points belonging to different 

clusters with the comparable distance with the length of the short bridge. 

Thus, from the global view, it is easy to identify that linkage as an invalid 

connection which should be cut off to isolate the two clusters. This kind of 

short bridges is the one we are going to study in our work. 

4.2 Relationship to  Previous Works using Trian- 
gulat ion 

There are a few methods developed based on Delaunay Triangulation, such as the 

method proposed by Eldershaw and Hegland [87], AMOEBA [28], AUTOCLUST 

[29,146] and the method proposed by Hader and Hampercht [89]. The approach 
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(a> (b) 

Figure 4.1: Two different types of short bridges 

of Hader and Hampercht applies Delaunay Triangulation as a path building tool. 

After the graph is generated, along the paths found, the value of the density 

function is checked to find the local maxima in order to start the density-based 

clustering process. The approach proposed by Eldershaw and Hegland as well as 

AMOEBA and AUTOCLUST mainly focus on classifying the edges of the graph 

built by Delaunay Triangulation or Delaunay Diagram into several groups. Then, 

by removing the inter-cluster edges, clusters are isolated. Among these previous 

approaches, AUTOCLUST is the latest and the most effective one. It applies 

Delaunay Diagram on the data set, then by analyzing the statistic information 

extracted from the graph built by Delaunay Diagram, unusually long and short 

edges are removed. After the edges recovery and bridges looking phases, the data 

set is separated into clusters and outliers1. This method has an advantage that the 

values of the parameters can be found from the statistical information of the edges 

of the graph. It makes AUTOCLUST an automatic clustering method. Comparing 

to its prior method AMOBEA, AUTOCLUST has the ability to  deal with more 
-- 

'In this chapter, when we analyze clustering results, we call a point which does not belong to 
any clusters an outlier no matter it is a data point or a noise point. 
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complicated data sets, such as in which clusters are connected by multiple bridges 

and/or nearby clusters are with different density, but the density inside these 

clusters should still be relatively uniform. 

The proposed algorithm TRICLUST is also based on Delaunay Triangulation. 

But our method has the following new features: 

(i) Data set with non-uniform density distribution 

First, we extended our concern on data distribution to non-uniform inner 

cluster density cases, which have been introduced in Chapter 3. Based on 

the needs risen recently in both research and application areas, we developed 

a new algorithm which can be applied on wider range of data sets. Thus, the 

variation of distribution of data density between and inside clusters is one of 

our main concerns. 

Second, if the density of data set varies not only between clusters but also 

inside clusters, the classification of edges of the graph will be more difficult, 

since the long edges could connect data points of the thin part of the same 

cluster, and short edges could connect local outliers with nearby clusters. 

The discrimination of edges in the way how it was done in AMOBEA and 

AUTOCLUST, would be much more difficult in such situation, moreover, 

for some complex data distribution, it could just fail. Therefore, we use 

data point investigation instead of edge investigation in our algorithm. The 

data points are classified into different categories according to the statistic 

information which is extracted from their neighborhood which are built by 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Rectangle



triangulation. An advantage of studying on data points rather than edges 

is that we can minimize the effect of density variation and achieve a more 

clear description of data distribution. In addition, the time complexity will 

decrease during the checking and searching procedures, since, in general, 

there are more edges than data points in a graph built by triangulation . The 

details of data point investigation will be given in Section 4.4. Our algorithm 

will cluster one data set according to the classification of data points. The 

corresponding process of clusters building is done by including more data 

points rather than removing edges. Details of our algorithm implementation 

will be given in Section4.5. 

(ii) New statistical features 

In order to characterize data points based on data distribution, we designed 

a few statistic features. Different from the ones used in previous methods, 

we consider data point not edges together with the effect of density changing 

both inter clusters and inner clusters. The target which we study on and 

extract statistic information from is the length of all edges inside the neigh- 

borhood of each data point. The neighborhood for each data point is the 

sub-graph of Delaunay Triangulation. The statistic features we applied here 

are mean of the length, standard deviation of the length divided by mean 

and the positive part of the derivative of mean. The details of definitions of 

these statistic features are given in Section 4.3. 
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Definitions 

Here, we regard each data point as a point P in the n-dimensional data space Rn. 

The data set D is a set of n-dimensional points. D = {PI,. . . , PN). N is the 

number of data points. 

Definition 4.10 Neighborhood: 

The neighborhood N e  of one data point P is the sub-graph of the Delaunay 

Triangulation of the data set. This neighborhood is constructed by all data points 

which are directly connected to P based on Delaunay Triangulation and all edges 

between those data points. W e  call two data points directly connected if they are 

linked by the same edge of Delaunay Triangulation. 

Definition 4.11 The length of an edge: 

The length of an edge in  the Delaunay Triangulation graph is denoted as L .  Any 

metric could be used to calculate the length. Here, we use the Euclidean distance 

(which is defined in  3.1) between the two data points Pi and Pj of this edge as its 

L which is defined in 4.1. 

Li = dist(P, ,  P j )  (4.1) 

Definition 4.12 Mean of edge length for one data point: 

The Mean of edge length for one data point P is the mean of the length of all 

edges inside its neighborhood N e .  M e a n ( P )  is defined in  4.2. 

where Me denotes the number of edges in  N e .  
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Definition 4.13 Standard deviation ( S T D )  of edge length for one data point: 

The standard deviation of edge length for one data point P is the standard 

deviation of the length of all edges inside P ' s  neighborhood N e .  It is defined in  

where M e a n ( P )  is the mean of data point P .  

Definition 4.14 The quotient of standard deviation ( S T D )  divided by Mean of 

one data point: 

The quotient of S T D  divided by Mean of one data point P ,  which we denoted 

as D M ,  is defined in 4.4. 

Definition 4.15 The P D M  value of one data point: 

The P D M  value of one data point Pi is the mean of positive parts of the 

derivative of the Mean along all edges connected Pi to its neighboring data points 

in its neighborhood Ne i .  The P D M  is defined i n  4.5. 

where P D ( P i ,  P j )  is the positive part of the derivative of Mean along the edge 

connected Pi and P j .  P D  is defined in  4.6; M p  is the number of data points in 

Nei  with smaller M e a n  value than Mean(P,) .  

where Lij  is the length of the edge connected Pi and Pj 
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4.4 Basic Ideas 

The basic idea of TRICLUST, which is a clustering algorithm based on Delau- 

nay Triangulation, is to cluster data set by classifying all data points into two 

categories. These two categories are inner cluster data points and boundary data 

points. By using proposed statistical features extracted from the neighborhood of 

data points, we build the criteria function (the exact formula of criteria function 

is introduced below) according to both global view and local view for different 

situations. The value of criteria function for each data point is calculated. We 

use K-MEANS method as threshold detecting method to choose a threshold of our 

criteria function values. The classification of data points is executed by applying 

this threshold. Thus, the n-dimensional clustering problem can be transformed to 

one dimensional classification problem. We will give the description of our sta- 

tistical features in more detail in this section with 2-dimensional examples. The 

description of TRICLUST algorithm, analysis of testing results and performance 

comparisons with other clustering methods will be given in Section 4.5 to Section 

4.7. 

Let us elaborate on basic ideas of TRICLUST. 

(i) New statistical features calculated based on triangulation 

The statistic features we employed in TRICLUST to classify one data point 

are the Mean of it, DM which is the quotient of standard deviation of it 

divided by its Mean and P D M  which is the mean of the positive parts of 

the derivative of Mean. 
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To illustrate the meaning of the value of each statistic feature, we consider 

the different locations of one data point inside its data set. In Fig.4.2, we 

show all possible locations for one data point in a Zdimensional data set. The 

data point drawn with circle represents the situation when the data point is 

located in the dense part of the cluster. The data point drawn with triangle 

represents the situation when the data point are located in the thin part of 

the cluster. The data point drawn with diamond represents the situation 

when the data point are located on the cluster boundary. The data point 

drawn with square represents the situation when the data point is an outlier. 

2 1 I I , I I I J 
1 2 3 4 5 6 7 8 9 

Figure 4.2: Illustration of all possible locations of one data point in the data set 

To give a clearer view of the meaning of statistic feature values in situations 

shown in Fig.4.2, in Fig. 4.3, we listed all situations with the corresponding 

neighborhood graph of the data point. From the sub-picture (A) to (H), the 
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neighborhood graphs of the center red points which are the data points we 

are investigating in are shown. In each situation, the red center point corre- 

sponds to the data point drawn with different symbols shown in Fig.4.2. The 

neighborhood graphs are built by Delaunay Triangulation. The situations of 

(A) and (B) represent the situations when the center data points are located 

in the dense part of a cluster. The situations of (C) and (D) represent the 

cases when the data points are in the thin part of a cluster. The situations 

of (E) and (F) represent the cases when the center data points are on the 

boundary of one cluster. The centered data points correspond to the dia- 

mond point in Fig. 4.2. And (G) and (H) represent the cases when they 

are outliers. The centered data points correspond to the square point in Fig. 

4.2. In these situations, the length of all edges inside the data point's neigh- 

borhood are much bigger than other cases. We provided two sub-pictures 

for each situation to illustrate that, as the center data point is in the same 

situation, the different positions of the neighboring data points will not affect 

our study on the statistic features extracted from its neighborhood. 

From the four types of situations shown in Fig.4.3, we can notice the dif- 

ferences between those neighborhood graphs so that we are able to study 

the variation of values of the statistic features defined in Section 4.3. For 

situations in sub-picture (A) and (B), since the center data points are in the 

dense part of a cluster, the Mean of them and the standard deviation STD 

of them are both with small values, also the value of their DM and the value 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

Figure 4.3: Different neighborhood graphs of the center data point regarding its 
different locations in the data set 

of their P D M .  For the situations in sub-picture (C) and (D), since the center 

data points are located in the thin part of one cluster, the values of Mean 

and S T D  of them become bigger than the ones in situation (A) and (B). But 

the values of DM will not increase with the same extent, because the scale 

of the increase of S T D  and Mean is the same. The values of P D M  of the 

center points in these situations will also increase. For the situations shown 

in (E) and (F), the center data points are on the boundary of one cluster, 

thus, values of the Mean and the S T D  of them will both increase. But they 

will not increase to the same extent, there will be more increase of the values 

of S T D  than of Mean. Therefore, the values of D M  will increase greatly 

because of the different scales between increase of DM and S T D .  The val- 

ues of P D M  of the center data points will also increase dramatically since 

the sudden change of the derivative of Mean occurs to these data points. 
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For situations (G) and (H),  since the center data points represent outliers, 

the values of Mean of them will be much bigger than the values in previous 

situations. In general, the values of STD and DM will also have big values. 

The values of PDM in these situations will be also big. In general, they will 

be quite similar to the values in situation (E) and (F), since the values of 

the Mean of both the center data points and their neighbors which are data 

points on cluster boundaries are big. 

distribution of mean 

dlstr~bution of stdlmean distribution of pdrn 
20 25 

20. 
15. 

15. 

10 - 

10 - 

5 - 
5. 

0 0 
-1 0  1 2 3 -1 0  1 2 3 

Figure 4.4: Data simulation of inner cluster data points in uniform small cluster 

We provided more intuitive explanations of the meanings of values of our 

statistic features by data simulations. In Fig.4.4 to Fig.4.6, we simulated 

the situations when data points are inner cluster data points of clusters 

with different cluster densities. In Fig.4.4, the density of cluster is relatively 

uniform and the number of data points is small. In Fig.4.5, the density of 
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distribution of stdlmean 
40 I 

distribution of mean 

distribution of pdm 
'O - 

Figure 4.5: Data simulation of inner cluster data points in uniform large cluster 

distribution of stdlmean 

distribution of mean 

distribution of pdm 

Figure 4.6: Data simulation of inner cluster data points in non-uniform small 
cluster 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Rectangle



d~stribution of mean 
10 7 

6. 
8 - 

5. 

6 - 
4 .  

4 .  3 .  

2 .  
2 - 

1 .  

0 0- 
0 2 4 6 8 -1 0 1 2 3 

distribution of stdlmean distribution of pdm 

Figure 4.7: Data simulation of boundary data points 

distribution of pdm 

Figure 4.8: Data simulation of boundary data points for PDM 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

cluster is still uniform but the number of data points increases. We can see 

the distributions of the values of DM and P D M  in these two cases are quite 

similar. The distributions of Mean are different due to the different cluster 

densities. In Fig.4.6, the cluster density is not uniform any more, there are 

dense and thin parts of the same cluster. Comparing with the distributions 

in Fig.4.4 and Fig.4.5, we can discover that the distributions of the values of 

DM are still quite similar to one another. It means the value of D M  will not 

change according to the gradual variation of cluster density. This property 

makes the DM a suitable statistic feature for clustering clusters with non- 

uniform densities. In Fig.4.6, the distribution of P D M  is also similar to 

previous cases that all of them are with relatively small values. In Fig.4.7, 

we simulated the distribution situation for boundary data points. It is easy to 

notice that the distribution of D M  is much different from the ones in Fig.4.4 

to Fig.4.6. The boundary data points have much bigger values of DM than 

inner cluster data points, since the variations of STD and Mean are not 

under the same scale. The Mean value in this case is also the biggest one 

among these four situations. To illustrate the distribution changes of P D M  

in boundary data point case better, we used the data simulation shown in 

Fig.4.8, in which there are both inner cluster data points and boundary 

data points, and also outliers. From this figure, we can notice the sudden 

change of the value of the derivative of Mean in the P D M  distribution. The 

P D M  values of boundary data points are much bigger than the values of 

inner cluster data points. It means that P D M  is also able to distinguish 
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boundary data points from inner cluster data points. 

Based on the observations on the distributions of our three statistic features 

in all situations given above, we can discover that by choosing proper thresh- 

olds of the distributions of Mean, D M  and P D M ,  it is possible to classify 

all data points into two categories which are inner cluster data points and 

boundary data points. Our novel clustering algorithm TRICLUST is de- 

signed based upon this idea so that the n-dimensional clustering problem 

can be transferred to one dimensional classification problem. 

(ii) Criteria Function 

The three statistic features we used in TRICLUST have different character- 

istics with respect to their ca.pacities to reflect the data distribution. Mean 

can distinguish inner cluster data point from boundary point in the case 

when the densities of clusters are uniform and similar to each other. But 

for non-uniform density clusters or clusters with different densities, such as 

when sparse clusters are near to dense clusters, it can not work well. On the 

other hand, D M  is a good statistic feature for detecting non-uniform density 

clusters. It has the strong ability to identify boundary data points when 

both uniform and non-uniform density clusters are existing. But it is very 

sensitive to the irregular data distribution inside clusters. It means when 

there are several data points inside the same cluster with quite different dis- 

tributions from others, such as when they are more close to each other than 

to other data points, these data points may be identified as boundary points 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

by their D M  value. P D M  is more robust to the irregular data distribution 

inside clusters than DM. But for detecting boundary data points, it is not 

as effective as D M ,  especially when "short-bridges" exist. 

Another important issue which has been mentioned in Chapter 2 and Chapter 

3 for modern clustering research is applying different criteria on different 

parts of data set according to both global and local information of it. It 

means that clustering data set under global view or local view only cannot 

achieve ideal result. We should combine the global and local information 

based on certain data distribution and clustering requirement. 

To maximize the advantage of each statistic feature and consider both global 

and local information when we cluster our data set, we build the criteria 

function by combining our three statistic features with different weights. 

The values of these weights reflect the degree to which we want to cluster 

the data set under global view or local view. In general, the bigger is the size 

of the data set, the more important is the global information; the smaller is 

the size of the data set, the more important is the local information. 

Since the Mean of data point can serve as a good criterion under global 

view, we let it play a more significant role when the size of our data set 

is big. On the contrary, D M  is a local and very sensitive criterion, when 

the size of our data set is small, it should be in charge. P D M  is a good 

complement of D M  with regard to dealing with irregular inner cluster data 

points. And it is better than mean to detect boundary data points. So 
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the importance of PDM should increase when DM is not in charge. Thus, 

by combining the three statistic features into one criteria function, we can 

have good discrimination in classifying data points according to both global 

and local views so that our algorithm TRICLUST is able to automatically 

detect cluster with non-uniform density and is robust to noises, even when 

the "short bridges" are existing. 

The criteria function f ,  is defined as in 4.7, the value of it becomes the final 

feature for every data point. For data point P, f,(P) is: 

where a,  b, c are the weights which are defined in 4.8. 

N - 
2000 ' N < Smin 

a= { l.SN+Smaz/lO-2Smin Smaz-Smin 1 Smin < N < S ~ U X  

2, N 2 Smax 

1 
1, N < Smin 

N-Smin 
= - ~ ( S m a z - S m i n )  1 Smin 5 N < S ~ U X  

0.5, N 2 Smax 

0.5, N < Smin 

c =  [ 0.5NfO.SSmaz-Smin 
Smax-Smin 7 

Smin 5 N < Smax 

1, N > Smax 

where N is the number of data points inside the data set. 

The values of parameter a ,  b and c reflect the level to which we want to 

cluster our data set under local or global view. If there is a small amount 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

of data points that one can notice any of the data points "at one glance", 

then the natural clustering should depend exclusively on the local details of 

the data points distribution. Moreover, the small number of data points is 

not enough to generate reliable global features of distribution which could be 

useful for clustering. We denote Smin as the number of data points, starting 

from which human visual inspection starts missing individual points and 

therefore the manner of discrimination starts shifting from local to global one. 

Another threshold is Smax the number of points, starting from which global 

features of the data set become fully important for human visual inspection. 

These two thresholds should be estimated by biological research of human 

vision for eye simulation cases or be selected based on requirements of certain 

applications. Here, they are very approximatively set to Smin = 200 and 

Smax = 10000, but the clustering results are quite robust to their variations, 

which will be shown in Section 4.8. 

Algorithm Description 

The main steps of TRICLUST are elaborated in this section. 

Step 1. Apply the Delaunay Triangulation on our data set to get the trian- 

gulation graph of it. This triangulation graph indicates the neighborhood of 

each data point. After the triangulation graph is built, for each data point, 

its neighboring data points has been achieved and been stored as matrix. The 

length of all edges in the neighborhood of each data point is also calculated 

and stored as matrix. 
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Step 2. Calculate the three statistic features for each data point according 

to the definitions introduced in Section 4.3. 

Step 3. Set the values of parameters a,  b, c of the criteria function based on 

the method proposed in Section 4.4. For every data point Pi, we calculate 

the value of its final feature fc(Pi) which is the value of criteria function on 

the data point Pi. After that, we get the distribution of the final feature 

values for all data points by drawing the frequency histogram. We find the 

value R, of the frequency histogram. R, is defined in 4.9. 

where g : ~ ~ ( x )  denotes the empirical density (frequency histogram) of the f ,  

distribution. R1 is the first zero. R2 is the 97% of the distribution. The 

3% cut is for algorithm robustness when dealing with large data set. We 

select the final feature values less than R, for threshold deciding in next 

step. In Fig.4.9, we provided an illustration of the frequency histogram of 

final feature. 

Step 4. By applying K-MEANS algorithm (the parameters setting for K- 

MEANS: number of clusters equal to 2; initial cluster centers are the minima 

and mean of the selected final feature values) on the final feature values 

achieved from Step 3, we can get the threshold th which is used to distinguish 
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T 
Frequency 

Figure 4.9: An illustration of frequency histogram of final feature 

boundary data points from inner cluster data points. The data points with 

the final feature value bigger than th are labeled as boundary data points 

(this category also includes outliers). The rest data points are labeled as 

inner cluster points. 

Step 5. We start the clustering process by selecting the first inner cluster 

data point Pi based on indexing. A new cluster Cj is generated by assigning 

this data point Pi to it as its first element. 

Step 6. The cluster expansion progress is executed by continuously adding 

the inner cluster data points in the neighborhoods of the assigned data points. 

After the first data point Pi is assigned to the new cluster C j ,  we initialize the 

cluster neighborhood Nedj which is a set of data points. Initially, it includes 

the data points in the neighborhood of Pi. We find all the inner cluster data 

points inside Nedj. We assign these data points to Cj and update the cluster 

neighborhood Nedj by adding data points in the neighborhoods of all newly 

added data points. The achieved cluster neighborhood Nedj does not include 
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all data points which have already been assigned to cluster Cj.  After that, 

we add the inner cluster data points in Nedj to cluster Cj and update Nedj 

until there is no suitable data point to be assigned to cluster Cj.  During the 

cluster expansion progress, we update the index of one data point when it is 

assigned to a cluster. 

In Fig.4.10, for 2-dimensional data, how a cluster neighborhood is updated 

and how a cluster is expanding are demonstrated. The shown cluster neigh- 

borhoods in sub-picture (a) to sub-picture (d) are the initial cluster neighbor- 

hood, which includes the data points in the neighborhood of the initial data 

point, to the third updated cluster neighborhood. The red dots represent 

data points belonging to the cluster. The black asterisks represent updated 

cluster neighborhood for each iteration. 

Step 7. Repeat Step 5 and Step 6 until no new cluster can be generated. 

Till now, the clustering process complete. All data points have been assigned 

to clusters or labeled as outliers. 

Step 8. If we want to build complete cluster boundaries for boundary de- 

tection applications, besides the data points that have been already labeled 

as boundary points, the boundary data points which only connect to their 

own clusters are also labeled. In 2-dimensional case, the data points which 

are the ends of such edge that belongs to only one triangle are also labeled 

as boundary points. 
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Figure 4.10: An illustration of cluster neighborhood updating and cluster expan- 
sion 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



4.6 Complexity Analysis 

The time complexity analysis of TRICLUST is given in this section. Since in 

this research work we designed and implemented our algorithm for 2D data, the 

analysis here is for 2-dimensional cases. The theoretical time complexity analysis 

is given bellow by steps: 

stepl. The time complexity of constructing Delaunay Triangulation graph is 

O(NlogN), where N is the number of data points. The time complexity of finding 

neighboring data points and calculating the length of edges in the neighborhood 

for all data points is linear to the number of triangles. Since for N data points, 

the number of edges is 3N - 6 and the number of triangles is 2N - 4 at most [88], 

the totally time complexity of this step is O(N1ogN). 

step2. The time complexity of this step is linear to the number of data point N ,  

since average number of neighboring data points to one data point is bounded. For 

2-dimensional cases, if we denote the number of neighboring data points to data 

point P, as IINeill, E(IINeill) = 6 [29]. 

step3. The time complexity of this step is constant. It only depends on the number 

of intervals which are the segments achieved by dividing the range from the minimal 

value to the maximal value of the criteria function by S ,  where S = min(N, 100). 

step4. The time complexity of this step is linear to N ,  since we set k = 2 and the 

number of iteration to 1 for K-MEANS method. 

step5. The time complexity of step 5 is N in the worst case. 

step 6. and step 7. The most time consuming procedure in this step is cluster 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Rectangle

DRD
Rectangle

DRD
Rectangle



neighborhood updating. We have stored the neighborhood for each data point. 

We just combine the neighborhoods of data points inside the cluster to update the 

cluster neighborhood. The time complexity is O(NlogN)  originally, but, when we 

keep the information of checked data points, we can make almost each data point 

be examined only once. Because average number of neighboring data points to one 

data point is bounded, then the time complexity of this procedure can be linear 

steps. The time complexity of this step is linear to  N .  

To sum up, the total time complexity of TRICLUST is O(N1ogN). 

The experimental testing of the time complexity of TRICLUST is shown in 

Fig.4.11. The X direction is the number of data points. The Y direction is the 

CPU time required by TRICLUST in second. 

01 I I I I I 
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 

Figure 4.11: Time required by TRICLUST in seconds 
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4.7 Comparisons and Experiment Results Anal- 
ysis 

To show the capability of TRICLUST to handle data with complex distribution, we 

designed four 2-dimensional testing data sets Dl  to 04.  The new challenges for 

clustering algorithms from the distribution of data, such as non-uniform cluster 

density, complicated cluster shape and short bridges built by noises, are imple- 

mented in these testing data sets. In them, we define each cluster with gradually 

changing inner density and smooth boundaries. We implemented our algorithm 

in 2-dimension and applied it on these four data sets with automatic parameters 

setting. By showing clustering results, the cluster boundaries built by TRICLUST, 

and the distributions of final feature values, the performance and characteristics 

of TRICLUST are well demonstrated. 

For comparison, we also applied classic clustering methods such as K-MEANS, 

hierarchical Single Linkage method, DBSCAN and AUTOCLUST on D l  - 0 4  data 

sets. We choose these classic clustering methods because they are representative in 

this area, and standard implementations of these methods are available. We can 

avoid the potential problems causing by different implementations, which could 

lead us to bias in results comparisons. K-MEANS method is still the most widely 

used method, and it is based on the optimization principles which form a foun- 

dation for many well-known data mining techniques. We employed the squared 

Euclidean distance and random selection of initial cluster centers for K-MEANS 

in our tests. Single Linkage hierarchical method has a good ability of handling 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

clusters with complicated shapes. DBSCAN is another well known density-based 

clustering method for dealing with arbitrary shape clusters and outliers2. The 

implementation of DBSCAN is provided by the author and all parameter settings 

are based on the instruction given in the original paper ( k  = 3 and MinCard = 4 

for our 2-dimensional data sets). AUTOCLUST is one famous clustering algo- 

rithm based on Delaunay Triangulation. The implementation of AUTOCLUST is 

obtained from GEOTOOLS package (http://geotools.codehaus.org/). 

In Fig.4.12, the Delaunay Triangulation graph of testing data set D l ,  the 

boundary data points detected by TRICLUST, distribution of the final feature 

values, and clustering result of D l  by TRICLUST are provided. There are two 

clusters inside this data set together with four outliers. The small round cluster is 

surrounded by the large ring shape cluster. The densities of these two clusters are 

quite different that the round cluster is denser than the ring shape cluster. More- 

over, the density of ring shape cluster is non-uniform comparing with the density 

of another cluster. These two clusters are also very close to each other so that the 

smallest distance between data points belonging to different clusters smaller than 

the largest distance between data points of the ring shape cluster. From Fig.4.12, 

we can notice that TRICLUST separated the two clusters very well and also found 

the outliers. 

In Fig.4.13, the clustering results of D l  by K-MEANS, Single Linkage method, 

DBSCAN and AUTOCLUST are shown. None of them can get the ideal result. K- 

'In this chapter, when we analyze clustering results, we call a point which does not belong to  
any clusters an outlier no matter it is a data point or a noise point 
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Figure 4.12: The testing on data set D l  of TRICLUST: (a)The graph built by 
triangulation of D l ;  (b)The distribution of final feature values of D l ;  (c)The 
boundary data points of D l  detected by TRICLUST; (d)The clustering result of 
D l  by TRICLUST 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

MEANS separated the clusters into half and joined parts of them together. Single 

Linkage method, AUTOCLUST and DBSCAN are not able to distinguish these 

clusters from each other at all. Comparing with the results shown in Fig.4.12, 

the advantage of TRICLUST to handle clusters with non-uniform density is well 

demonstrated. 

In Fig.4.14, the clustering result of testing data set 0 2  by TRICLUST, bound- 

ary data points detected by TRICLUST and distribution of the final feature values 

are shown. There are three clusters in 0 2  together with three short bridges and 

three isolated outliers. Although the distances between points in short bridges are 

quite similar to the ones between data points inside clusters, we can see that the 

short bridges are correctly cut off to separate the three clusters. The robustness 

of TRICLUST to noises is shown. 

In Fig.4.15, the clustering results of 0 2  by K-MEANS, Single Linkage method, 

DBSCAN and AUTOCLUST are provided. K-MEANS can not deal with clusters 

with such irregular shapes. Single Linkage method and AUTOCLUST suffered 

from the short bridges. And DBSCAN failed to separate two of the three clusters. 

In Fig.4.16, the clustering result of testing data set 0 3  by TRICLUST, bound- 

ary data points detected by TRICLUST and distribution of the final feature values 

are given. There are two clusters in this data set together with two short bridges. 

But different from 0 2 ,  the densities of the clusters in 0 3  are not uniform inside. 

One of the two short bridges connects the dense parts of those two clusters, and 

another one connects them with their thin parts so that we can test the effect of 
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Figure 4.13: Clustering results of data set D l  by comparison methods: 
(a)Clustering result of D l  generated by K-MEANS; (b)Clustering result of D l  
generated by Single-linkage algorithm; (c)Clustering result of D l  generated by 
DBSCAN, where EPS = 0.7937; (d)Clustering result of D l  generated by AUTO- 
CLUST algorithm 
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Figure 4.15: Clustering results of data set 0 2  by comparison methods: 
(a)Clustering result of 0 2  generated by K-MEANS; (b)Clustering result of 0 2  
generated by Single-linkage algorithm; (c)Clustering result of 0 2  generated by 
DBSCAN, where EPS = 0.4312; (d)Clustering result of 0 2  generated by AUTO- 
CLUST algorithm 
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different locations of short bridges upon clustering result by this data set. From 

Fig.4.16, we can see that TRICLUST performed well in this case. 

W.0.73335 

Figure 4.16: The testing on data set 0 3  of TRICLUST: (a)The graph built by 
triangulation of 0 3 ;  (b)The distribution of final feature values of 0 3 ;  (c)The 
boundary data points of 0 3  detected by TRICLUST; (d)The clustering result of 
0 3  by TRICLUST 

In Fig.4.17, the clustering results of 0 3  by K-MEANS, Single Linkage method, 

DBSCAN and AUTOCLUST are given. K-MEANS method cut both two clusters 

into half and joined each half of them together. Single Linkage method and DB- 

SCAN glued one cluster and part of another cluster due to the non-uniform cluster 
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density. AUTOCLUST separated two clusters correctly, but all "short bridge" data 

points have been included into clusters. 

Figure 4.17: Clustering results of data set 0 3  by comparison methods: 
(a)Clustering result of 0 3  generated by K-MEANS; (b)Clustering result of 0 3  
generated by Single-linkage algorithm; (c)Clustering result of 0 3  generated by 
DBSCAN, where EPS = 0.7655; (d)Clustering result of 0 3  generated by AUTO- 
CLUST algorithm 

In Fig.4.18, the clustering result of testing data set 0 4  by TRICLUST, bound- 

ary data points detected by TRICLUST and distribution of the final feature values 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

are provided. There are three clusters in this data set together with three short 

bridges and two isolated outliers. Comparing with the previous data sets, data set 

D4 is more challenging because not only short bridges exist but also the clusters 

are with non-uniform inner density and complex shapes. From the clustering result 

by TRICLUST, the good performance of it on 0 4  is clearly demonstrated. 

In Fig.4.19, the clustering results of 0 4  by K-MEANS, Single Linkage method, 
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Table 4.1: Clustering accuracy in percentage 

/ KMEANS / Single-linkage / DBSCAN / AUTOCLUST I TRICLUST I 

DBSCAN and AUTOCLUST are shown. K-MEANS method can not discover two 

of the three clusters. Single Linkage method joined all three clusters together 

because of the short bridges. DBSCAN did separate the three clusters but did not 

keep the integrity of them at the same time. AUTOCLUST separated three clusters 

correctly, but all "short bridge" data points have been included into clusters. 

In Table.4.1, the accuracy of TRICLUST and all comparison methods on testing 

data sets are given. The definition of accuracy is given in 3.24. From this table, 

we can see, KMEANS lacks the ability to handle arbitrary shape clusters; Single- 

linkage method and DBSCAN can not deal with clusters with non-uniform density 

and "short-bridges"; AUTOCLUST performs better than other three methods, but 

it is not able to handle clusters with gradually changing density very well. 

We also tested TRICLUST with the famous CHAMELEON [69] data sets which 

have been regarded as benchmark data sets in this area. From Fig.4.20 to Fig.4.22, 

the pictures of three CHAMELEON data sets C1 to C3 and clustering results of 

them by TRICLUST are provided. In order to illustrate the results better, we 

drew clusters with different symbols without outliers in those figures of clustering 

results. All clusters in these CHAMELEON data sets have been correctly detected 

by TRICLUST automatically, even there are short bridges between clusters. The 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

ability of TRICLUST to  deal with large complex data sets with masses of noises is 

clearly shown. For comparison, in Fig.4.23, the clustering results of CHAMELEON 

bench-mark data sets by DBSCAN are given. In each picture, clusters found by 

DBSCAN were labeled with different colors and different symbols. We can notice 

that DBSCAN is not able to separate clusters correctly when clusters' density 

varies greatly and "short-bridges" exist. 

10,  I 

Figure 4.20: (a)The picture of CHAMELEON data set C1; (b)The clustering result 
of CHAMELEON data set C1 by TRICLUST 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

Figure 4.21: (a)The picture of CHAMELEON data set C2; (b)The clustering result 
of CHAMELEON data set C2 by TRICLUST 

In this section, all clustering results are generated automatically according to 

the parameters setting method proposed in Section 4.4. Users can also set the 

values of parameters based on their knowledge or special requirements. 
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Figure 4.22: (a)The picture of CHAMELEON data set C3; (b)The clustering result 
of CHAMELEON data set C3 by TRICLUST 
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4.8 Stability of TRICLUST to deviation of in- 
trinsic parameters 

In this section, we will discuss the stability of TRICLUST to three intrinsic pa- 

rameters: Smin, Smax in 4.8 and 5000 in 4.9. 

Parameters Smin and Smax are designed to simulate clustering feature of 

human vision: the more data points are inside the data set the less particular 

details in relatively small parts of data one can notice. In principle, these two 

parameters should be estimated by research in human vision. But TRICLUST 

algorithm appears to be robust to their deviation. The robustness of TRICLUST 

to variation of these parameters is illustrated below by tests on data set 0 2  and 

large data set C1, where Smin varies from 100 to 400 and Smax from 5000 to 

20000. In Table.4.2, we provided corresponding values of a ,  b and c. The clustering 

results are the same as the ones shown in previous section. 

Table 4.2: Variation of values of intrinsic ~arameters  

The number 5000 in 4.9 is large data set threshold. For large data set, we cut 
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CHAPTER 4. ALGORITHM BASED ON TRIANGULATION 

3% to increase algorithm robustness. This is a standard statistical procedure. The 

choice of large data set threshold highly depends on application and, in general, 

the variation of it would not affect the performance of TRICLUST. 

Real World Application of TRICLUST 

We also applied TRICLUST on real world data from European Topic Center on 

Air and Climate Change (ETCIACC) as we did for ADACLUS in Section. 3.4.7. 

Here, the data set is about the locations of stations with more than 95% coverage 

for ozone value monitoring. The clustering result is shown in Fig.4.24. All 1181 

stations have been divided into four clusters according their location distribution 

under both global and location view. The black dots represent stations that are 

far from others or with irregular locations. With TRICLUST, people who work 

in this area can conduct further investigations on the relationship between station 

positions and the coverage of stations. This result is generated automatically by 

TRICLUST. We can also set the parameters according to the knowledge on data 

set to  fit the specific application requirements. 

By the theoretical analysis, experimental testing and comparisons with several 

classic clustering algorithms, the capability of TRICLUST to efficiently deal with 

non-uniform density clusters and the robustness of it to noises and outliers are 

demonstrated. Since all boundary data points can be found by TRICLUST, it is 

convenient to build the cluster boundary for special applications. 
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Figure 4.24: An example of real world application of TRICLUST 
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Chapter 5 

Clustering Visualization System 

Visualization could be said is the most intuitive way to understand and even to 

observe clusters, especially when the clusters are of irregular shape. This allows the 

users to be more involved in the clustering process via interactive visualization. 

The user can visually validate defined clusters via interactive operations. The 

interactive operations also allow the users to refine the clusters and to produce 

better results by incorporating their domain knowledge. 

The clustering models introduced in Chapter 3 and Chapter 4 are based on 

the geometric concepts in computer graphics, such as Blobby model, or geometric 

topology representation, such as triangulation. One additional natural advan- 

tage of them, besides the good algorithm performance shown already in previous 

chapters, is the simplicity of invoking visualization. Sharing the same data rep- 

resentation and modeling functions provides a convenient way for the information 

transformation from clustering system to visualization system. Thus, a more ef- 

ficient and compact system which integrates clustering process with visualization 

process can be built, moreover, not only the result of clustering could be easily 

visualized to users but also the knowledge and activity of users could enhance the 
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clustering algorithm performance. In this chapter, the basic visualization models, 

software platform, and the demonstrations of the visualization system we devel- 

oped are described. Our system is designed and implemented for 2D and 3D data. 

5.1 Implicit Modeling 

In Chapter 2, we reviewed the basic concepts of implicit modeling of solid objects. 

Here, we briefly introduce properties of implicit modeling and the models we used 

in our system. 

5.1.1 Properties of Implicit Modeling 

Implicit modeling uses implicit function instead of parametric function or explicit 

function as its mathematical foundation. Implicit functions are functions of the 

form f (xl,  x2,. . . , x,) = C, where c is any constant a,nd n is the dimension of 

variables. Implicit function has three important properties: 

Simple  geometric description. Implicit functions are convenient to describe 

primitive geometric objects [129,130] such as planes, spheres, cylinders, cones, 

ellipsoids, and etc. 

Region separation. Implicit functions separate the n-dimensional space into 

3 distinct regions. These regions are inside, on, and outside the implicit func- 

tion. These regions are defined as f (XI ,  x2,. . . , x,) < c, f ( X I ,  xz, . . . , x,) = c, 

f (xl,  5 2 ,  . . . , x,) > C, respectively. 

Scalar generation. Implicit function converts a position in space into a scalar 
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CHAPTER 5 .  CLUSTERING VISUALIZATION SYSTEM 

value. If we know the implicit function, we can get the scalar value at any 

point by sampling the implicit function at that point. 

The basic approach of implicit modeling is to evaluate implicit functions on a reg- 

ular array of points, or volume, and then to generate scalar values at each point in 

the volume. We can use single implicit function to model simple geometric objects, 

however, because of the limitation of simple implicit function in modeling complex 

geometries, we could use boolean or set-theoretical operations over primitives to 

model complex geometries. 

Let fl,  f2 and f3 be three implicit functions, GI, G2 and G3 be geometric 

objects, En be n-dimensional space, then the set-theoretical operations union, 

intersection, complement, difference and cartesian product can be mathematically 

defined as [147]: 

Union: G3 = G1 U G2 of two objects G1 c En and G2 c En with the 

descriptive functions fl and f 2  will be defined as function f3 = fl V f 2  = 

max(f1, f2)  = 0, where G3 c En. 

Intersection: G3 = G1 n G2 of two objects G1 c En and G2 c En with the 

descriptive functions fl and f2  will be defined as function f3 = fl A f2  = 

min(fi, f2)  = 0, where G3 c En 

Complement: G2 = l G 1  of object G1 c En with the descriptive function 

flwill be defined as function f 2  = - f l  2 0 

Difference: G3 = G1 \ G2 between objects G1 c En and G2 c En with 
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descriptive functions f l  and f 2  will be defined as function f 3  = f l  A (7 f 2 )  = 

min(f1,  - f 2 )  2 0, where G3 c En. 

Cartesian product: Gg = G1 x G2 of objects G1 C En and G2 c En,  k + 

m = n ,  with descriptive functions f l  and f 2  will be defined as function 

f3 = f l  A f 2  = min( f l ,  f 2 )  > 0, where G3 c En. 

The most frequently used geometric object for our project is ellipsoid. Mathemati- 

+ 

tally, an ellipsoid can be defined as f (X) = r2 - ( ( x l  - ~ ~ , l ) / a ~ ) ~  - ( ( x2  - x ~ , ~ ) / a ~ ) ~  - 

. . . - ( (5 ,  - xo,n)/an)2 = 0 where xO,l, X O , ~ .  . . X O , ~  E R and al,  a 2 .  . . ,an E R. 

5.1.2 Models in our System 

There are two specific models mainly used in the implementation of our visualiza- 

tion system-Blobby model and Metaball model. 

Blobby Model 

Blobby models are originally proposed for simulation of electron density filed. 

However, they are commonly used for 3d modeling, especially in scientific 

research areas. The basic idea is to build iso-surface around a data point. 

The surface is defined by function 5.1 which is the influence function for 

Blobby model: 

D(r)  = ae-'" (5.1) 

r is the distance from a data point, a is the scale factor of the fun~t~ion 

and b is the exponential factor of the distribution curve, which is Gaussian 

distribution. Compared with the influence function defined by 3.3 in Chapter 
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3, for that case, the parameter values are as a = 1 and b = 1/2a2. The 

potential (field value) for each iso-surface point is equal to the sum of all 

data points' contributions. Thus, the field function for Blobby model is an 

implicit function defined as 5.2: 

S < T, Outside the iso-surface. 
N 

S = T, On the iso-surface. (5.2) 
i=l 

S > T, Inside the iso-surface. 

where N is the total number of data points and T is a threshold constant 

that determines the value of the iso-surface. As T increases, the surface gets 

more compact and smoother between adjacent data points. This is identical 

to the definitions of field function and cluster in Chapter 3, and one iso- 

surface represents a cluster boundary. 

An example of blobby model is given in Fig.5.1[148]. If there are two identical 

data points (in the same position and with the same parameter values), 

different threshold values will result in spheres of different radius; if the two 

data points move apart, the combined fields will interact, the resulting iso- 

surface will plunge between the two data points depending on their relative 

distance. 

a Metaball Model 

Metaball model is an alternative to implementation of blobby models. Meta- 

ball model is computationally cheaper in creating implicit surfaces. The 

influence function of metaball model is defined in 5.3. 
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Figure 5.1: An example of Blobby model regarding different distances between two 
data points 

a ) ,  O < r < s  

% ( I -  %)27 $ 5  r < b (5.3) 

0, b s r  

where a is the value of D(r)  at r = 0, and b defines the intervals of this 

piecewise function. For all r 2 b, the function returns 0. 

The corresponding field function for Metaball model is defined as same as 

5.2 Visualization System Implementation 

Visualization offers the user an intuitive way of analysis that can help to under- 

stand clustering results and discover data patterns and structures. By applying 

implicit modeling techniques in data visualization, we can not only efficiently vi- 

sualize clusters with complicated shapes but also we are able to integrate more 

interactive functions into the visualization system because of the unique proper- 

177 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Stamp

DRD
Rectangle



ties of implicit modeling which we have introduced in Section 5.1.1. It provides 

more flexibility to users and a more efficient way to utilize users activity. We devel- 

oped our visualization system based on implicit models and implemented it with 

Visualization Toolkit (VTK). Introductions of VTK and visualization algorithm 

Marching Cubes are provided in Appendix. The functions of the implemented 

system include visualization of data set and clustering results, visual interactive 

clustering and cluster querying. 

In order to help users getting a clear view, we have the coordinate system in 

rendering window together with visualization result and, by dragging the mouse, 

users can rotate and zoom inlout the view. Our system allows users to have 

different views (front, top, left side, and right side) in the render windows. In 

Fig.5.2, an example of different views of the same solid is provided. 

? 
a- 

Figure 5.2: View one solid from different directions 
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CHAPTER 5. CLUSTERING VISUALIZATION SYSTEM 

5.2.1 Clustering Result Visualization 

The visualization functions of our system include visualization of data points in the 

data set and visualization of clustering result. The data set visualization provides 

a prime look at the data as points clouds. The user can choose the number of data 

points to be visualized. And the whole data set or any part of it can be shown on 

the screen. In Fig.5.3, an example of data set visualization is given. 

The clustering result visualization is based on our clustering algorithms pro- 

posed in Chapter 3 and Chapter 4. The data points can be visualized with different 

colors according to their cluster index so that the clustering result will be shown 

as colored point clouds. For visualizing the clustering results of algorithms intro- 

duced in Chapter 3, there are more advantages because of the same model used 

for both clustering and visualization. It means the implicit solids (clusters) are 

already available after clustering processes, and all values of parameters as well. 

Although the clustering results can be shown directly by our system without any 

user's assistance, we still designed the GUI to let users change the values of param- 

eters to fit their special requirements. In Fig.5.4, the clustering result of one 3d 

data set is shown. In Fig.5.5, the same data set viewing with different parameters 

setting is provided. In Fig.5.6 and Fig.5.7, clustering results of two 3d data sets 

with uniform and non-uniform inner-cluster density correspondingly are given. 

Another visualization function of our system is to view time-dependent data 

set. By indicated the time frames, data set at any time can be visualized so that the 

time-dependent features of it can be investigated, such as the movement directions 
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Figure 5.3: Visualization of data points as points cloud 

Figure 5.4: Visualization of clustering result 
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Figure 5.5: Visualization with different parameters setting 

Figure 5.6: Visualization of clustering result of data set with uniform inner-cluster 
density 
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Figure 5.7: Visualization of clustering result of data set with non-uniform inner- 
cluster density 

of data points or cluster shape changing tendency against time. In Fig.5.8, an 

example of visualizing one time-dependent data set is shown. In Fig.5.9, the time 

points of this data set are given. 

5.2.2 Visual Interactive Clustering 

Visualization techniques could be used not only for the interpretation of the results 

but also for the interpretation of the whole process of clustering in order to help 

the user to  come up with hypothesis and to set the values of parameters, especially 

for 3-dimensional clustering. In our system, we provided the option that users can 

cluster their data set manually via the interactive clustering GUI. They are able 

to view their data set from different directions and select the most suitable im- 
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Figure 5.8: Visualization of time-dependent data set 

Figure 5.9: Time frame 
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plicit primitives and parameter values based on their knowledge and requirements. 

This interactive clustering function maximizes the user's activity by providing the 

flexible choices of implicit primitives and good visual assistance. 

The candidate primitive solid objects are sphere, cube, ellipsoid and blobby. 

Once the user selects what kind of primitive solid he/she is going to use and sets 

all values of parameters, the primitive solid will be displayed in the rendering 

window. When the user is creating complex solid, the system applies the set- 

theoretic operations over primitive solids to form the final solid (cluster). As soon 

as the user finishes his/her work of initializing enough primitive solids to wrap up 

the expected cluster, the implicit function of this cluster is also generated by system 

so that the data set is well separated based the user's judgment. After, the system 

evaluates every data point according to the formed implicit functions of clusters, 

a complete list of data point status (inside the wrapping solid, on its boundary or 

outside it) is generated. The clustering result is finally gotten. In Fig.5.10 and 

Fig.5.11, the interactive clustering process of the same data set shown in Fig.5.3 is 

given to illustrate the visual clustering procedure of our system. In this example, 

we can separate this data set by wrapping either the cluster or the outliers. If 

we wrap the helical cluster, the outliers will be tested as located outside our solid 

(cluster), and vice versa. Both approaches are shown in Fig.5.10 and Fig.5.11. 

5.2.3 Cluster Querying 

The development of query methods with graphical user interfaces is a new trend 

in data mining [4]. Querying of data is a classical problem in spatial clustering, 
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Figure 5.10: Visual interactive clustering by wrapping cluster 

Figure 5.11: Visual interactive clustering by wrapping outliers 
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spatio-temporal databases, and warehousing. The goal of works in this area is to 

propose data representation model and query model able to handle time-dependent 

geometries including those changing continuously that describe moving objects 

[I491 [150]. In our system, to deal with time-dependent data, we can also extend 

the model with time dimension. 

After we visualize clusters using interactively set parameters, we can query the 

clusters using geometric objects. In this section, we describe our geometric query 

model consisting from geometric objects and operations. The proposed model 

is an extension of the model that was introduced first in work [147]. As it was 

shown there, geometric interpretation of relational algebra selection operation can 

be phrased as follows: "find out the points that belong to the solid." In our model, 

the query solid can be a complex geometric solid. The complex query solid can be 

created with union, intersection, and other operations over primitive solids that 

are generally hyperhalfspaces, hypercuboids, hyperellipsoids, etc. Selection oper- 

ation of relational algebra can be found in geometry as point/solid classification 

predicate. 

In general, the point/solid classification predicate can be described as follows. 

Let be a data point in Euclidean space En, G I  be a query solid described with 

implicit function F1, bG1 be a boundary of GI ,  and iG1 be an interior of GI .  

Then a point/solid predicate is described with the implicit function representation 
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CHAPTER 5. CLUSTERING VISUALIZATION SYSTEM 

of the geometric object G1 by a 3-valued predicate S(P, G1) : 

0 (P? E ?GI), if F l ( x l ,  ..., 2,) < 0 

1 ($ E b ~ l ) ,  if F I ( X ~ ,  ..., x,) = o (5.4) 

2 (fi iGl) ,  if F l ( x l ,  ..., xn) > 0 

In our 3-dimensional visualization system, query solid can be defined analytically or 

by procedure. Thus, the geometric query model consists of the following geometric 

objects: 

-+ 

3-dimensional points: P = {XI,  x2, x,}. 

3-dimensional primitive geometric objects for the construction of a query 

solid using geometric operations. 

The following are implicit function representations of the primitive 3-dimensional 

geometric solids that could be used for construction of geometric criteria GI: 

Halfspace 

where a; is real number (ai E R). 

Sphere 

Ellipsoid 
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where X O , ~ ,  X O , ~ ,  x0,3 E R, and a1 , a2, a3 E R. 

Cone 

where X O , ~ ,  x0,2, X O , ~  E R, and a1 , a2, a3 E R .  

Cylinder 

where X O , ~ ,  X O , ~ ,  X O , ~  E R, and a1 , a2, a3 E R .  

By further declaring that our model is open to any type of objects that can be 

defined implicitly with any functions F(xl ,x2 ,x3)  2 0, we could avoid the problem 

of a minimum set of primitives and to change this set depending on the application 

problem to be solved. 

Geometric operations which have been introduced in Section 5.1.1 are applied 

on primitive geometric objects to obtain complex geometric solid. The analytical 

definition of set-theoretic operations is realized in the form proposed by Ricci [151], 

where operations over implicit functions are considered. Affine transformations 

(translation, rotation and scaling) are also used to increase an expressive power of 

the proposed geometric model. Geometric operations include set-theoretic union, 

intersection, difference and orthographic projection. 

From Fig.5.12 to Fig.5.14, the geometric operations union, intersection, and 

substraction over primitive query solids such as cone, cylinder, tube, and cuboid 
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Figure 5.12: Geometric operations: Union 

Figure 5.13: Geometric operations: Intersection 

189 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

DRD
Stamp

DRD
Stamp

DRD
Rectangle

DRD
Rectangle



Figure 5.14: Geometric operations: Subtraction 

are shown. With the proposed query model, users could identify the shapes of 

clusters or the shapes of certain parts of clusters based on visual inspection, then, 

they can find the specific data points inside them by applying geometric querying. 

This function provides an efficient way to investigate geometric characteristics of 

a particular part of data set. Moreover, the user can apply geometric operations, 

such as cut off a part of cluster with certain shape, on clustering results to fit their 

interests. In Fig.5.15, the querying result with a cylinder query solid is shown. 

Geometric objects can be drawn opaque or transparent. 

In this chapter, based on the proposed implicit model, Clustering visualiza- 

tion system is designed and implemented in C++/ MFC/ VTK libraries. we have 

demonstrated the functions of our visualization system. It provides users a clear 

image of clustering results especially by showing the clusters' boundaries. More- 
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Figure 5.15: Geometric query result by using a cylinder query solid 
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CHAPTER 5 .  CLUSTERING VISUALIZATION SYSTEM 

over, the interactive visual clustering function gives users another options to cluster 

their data set according to their knowledge. This system also has the potential 

to be naturally integrated with virtual reality tools [I521 which have been proved 

very useful for many real world applications. 
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Chapter 6 

Conclusion and Future Work 

6.1 Conclusion 

In this thesis, we have introduced our work in the field of spatial data clustering. 

By the theoretical analysis and experimental tests, the capacity of our algorithms 

to deal with complex data set automatically has been demonstrated. The pro- 

posed algorithms fulfill the requirements for good spatial data clustering methods 

designed for general purpose. These requirements include the ability to detect 

clusters with irregular shapes, ability to discovery outliers, ability to achieve good 

result without user input parameters and preset assumptions, robustness to noises, 

easiness to integrate with visualization system, ability to handle large data set, and 

insensitivity to the order of data input. Moreover, the work of this thesis has con- 

tributed the clustering techniques in the following two aspects. 

First, we considered complicate data distribution cases when data density are 

different not only between clusters but also inside the same cluster, especially when 

data density varies gradually inside clusters. Data sets with this kind of clusters 

widely exist in real world applications. The testing data sets we designed for this 
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CHAPTER 6. CONCLUSION AND FUTURE WORK 

situation can simulate many general cases of real world data. The two types of 

algorithms we developed in Chapter 3 and 4 are capable to handle these data sets 

efficiently and effectively including discovering outliers under both global and local 

views. 

Second, we integrated boundary detection in clustering by building clusters' 

boundaries during the clustering process. It is not an additional procedure which 

would cost more in algorithm complexity but a natural function of our methods 

by applying geometric model and proximity building method. The built boundary 

provides the advantages not only in sound interpretability of our algorithms by 

integrating visualization but also in the efficiency of dealing with dynamic data 

sets. 

In despite of the similarities which have been described above, there are also 

differences between our two clustering approaches. 

The algorithms proposed in Chapter 3 are designed based on study on connec- 

tivity of data points, and this connectivity is described and measured by specially 

constructed adaptive functions. The clustering procedure is executed according 

to threshold value of the field function. The introduced adaptive parameters of 

influence functions are employed to localize the field function based on both local 

and global data distribution. The boundary built based on these influence func- 

tion is similar to the definition of surface of solid in computer graphics so that 

our algorithms can be naturally integrated with visualization system. Since the 

connectivity between data points is the most concern, our algorithms can deal 

with the noises under global view which means the noises are relatively far from 
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clusters. 

The algorithm proposed in Chapter 4 is developed based on the investigation 

on the statistical features of data point inside its proximity and of the whole 

dataset. The proximity for each data point is built by the graph generated from 

Delaunary Triangulation. The clustering process is executed according to the 

criteria function threshold based on which all data points are classified into inner 

cluster points and boundary points so that the multiple dimensional clustering 

problem is converted to one dimensional classification problem. The boundary 

generated by this algorithm includes just the data points but not the data space 

like the in algorithms described in Chapter 3. Since statistical features which reflect 

data distribution are employed, this algorithm can deal with the "short bridge" 

problem. This means that not only the noises can be found under global view but 

also wrong connections formed by noises between clusters can be discovered. 

Besides the clustering algorithms development for 2D cases, the visualization 

system is also implemented in our work. It not only provides the users with 

clearer and more intuitive understanding of data set, but also allows the users to 

be involved into the clustering process so that their knowledge and activity can 

be utilized to improve the clustering results. Due to our applications, implemen- 

tations of our algorithms are mainly for 2-dimensional problems, especially for 

Triangulation-based algorithm. 
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6.2 Future Work 

Although theoretical study of our clustering algorithms has been done in this thesis, 

when we apply them to real world applications, there are still some issues to be 

considered. 

First, the parameters should be adjusted according to the meaning of real world 

application, such as the value of piecewise function parameter a for ADACLUS. 

Based on the knowledge and requirements from applications, the threshold setting 

method such as the value setting of threshold th  for TRICLUST could also be 

improved. More sophisticated method like density estimation method could be 

employed so that our algorithms can work more effectively. 

Second, research on possible extension of our methods to 3D and high dimen- 

sional clustering problem could be done in the future. There are also issues of 

algorithm efficiency and effectiveness to be considered in such cases. Since high 

dimensional data are always sparse, the parameters setting methods for our algo- 

rithms need to be improved to estimate high dimensional data more effectively. 

Moreover, when dimensionality increases, the complexity of our algorithms will 

increase rapidly due to the hill-climb method in the case of ADACLUS and due 

to triangulation method in the case of TRICLUST. This means more efficient 

searching and proximity building techniques is needed. 

Third, the implementation of our algorithms could be improved even further by 

employing some advance data structure and by implementing under other software 

platforms. Currently, our algorithms are mainly implemented in Matlab except for 
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the clustering visualization system. It could be more efficient to implement the 

algorithms in C++ or other programming language for real world applications. 

Moreover, it would be much better to develop the clustering and visualization 

methods as an entire software with interactive GUI and database interface, even 

with virtual reality devices. It will give our system a good prospect in applications 

such as geo-spatial data processing. The author was invited to contribute to X3D 

Earth project that is an initiative aimed at building a standards-based 3D Earth 

usable by governments, industry, scientists, academia and the general public. X3D 

mappings of world terrain, cartography and imagery will be made available for use 

in any scene, making it easy to geospatially reference. 

The outcome of our work will be used in the environmental research for spatial 

and temporal analysis of large-scale data sets originating from satellite imagery 

and ground-based sensors. 
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Appendix A 

Visualization algorithm: 
Marching Cubes [I] 

To visualize the solid (object) we built by implicit functions, we need to apply 

visualization algorithm on our model. The latest one is called Marching Cubes 

algorithm. 

Marching Cubes algorithm invented by [I531 in 1987 is used in volume render- 

ing in computer graphics. It produces a triangle mesh by computing iso-surfaces 

from discrete data. By connecting the patches from all cubes on the iso-surface 

boundary, a surface representation is built. 

The basic principle behind the Marching Cubes algorithm is to divide data 

space into a series of small cubes. Then, the algorithm instructs us to 'march' 

through each of the cubes by testing the corner points and replacing the cube with 

an appropriate set of polygons. The sum total of all polygons generated will build 

a surface that approximates the one the data set describes. 

Marching Cubes algorithm is designed for visualizing 3 0  scalar data which is 

single valued at each location in a data set, such as density, pressure and tem- 

perature. Building iso-surface is one of the most natural ways to visualize scalar 

data. To explain the working principle of Marching Cubes algorithm, we start 

with iso-surface building of scalar data set in 2 0  case, which is usually called 

contouring. 
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In Fig.A.l[l], an example of contouring a 2 0  structured grid is shown. Scalar 

values are labeled next to the points that define the grid. The contour line is with 

value 5. First, we use linear interpolation to generate the points on the contour. 

Second, we connect those points to build the contour. 

There are two approaches to connect points with the same scalar value. One 

is by detecting the intersections and tracking the movement of the contour across 

all cell boundaries. Another approach uses a divide and conquer strategy. This is 

the technique employed by Marching Cubes algorithm. 

Figure A.l: Contouring a 2D structured grid with contour line value = 5 

The basic assumption of Marching Cubes algorithm is that a contour can only 

pass through a cell1 in a finite number of ways. A case table is constructed that 

enumerated all possible topological states of a cell, given combinations of scalar 

values at the cell points. The number of topological states depends on the number 

of cell vertices, and the number of inside/ outside relationships a vertex can have 

with respect to the contour values. A vertex is considered inside a contour if its 

scalar value is larger than the scalar value of the contour line. Vertices with scalar 

values less than the contour value are said to be outside the contour. 

The marching algorithms proceed as follows [I]: 

'For simplicity, we an consider a cell as a square in 2D or a cube in 3D 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



APPENDIX A. VISUALIZATION ALGORITHM: MARCHING CUBES I l l  

1. Select a cell. 

2. Calculate the inside / outside state of each vertex of the cell. 

3. Create an index by storing the binary state of each vertex in a separate bit. 

4. User the index to look up the topological state of the cell in a case table. 

5. Calculate the contour location (via interpolation) for each edge in the case 

table. 

This procedure will construct independent geometric primitives in each cell. At 

the cell boundaries duplicate vertices and edges may be created. These duplicates 

can be eliminated by using a special coincident point-merging operation. Note that 

interpolation along each edge should be done in the same same direction. If not, 

numerical round-off will likely cause points to be generated that are not precisely 

coincident, and will not merge properly. 

For Marching Cubes for 3 0  cases, there are 256 different combinations of scalar 

value, given that there are eight points in a cubical cell (i.e., 2' combinations). 

Fig.A.2 shows these combinations reduced to 15 cases by using arguments of sym- 

metry. We use combinations of rotation and mirroring to produce topologically 

equivalent cases. 
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Figure A.2: Marching cubes cases for 3D iso-surface generation. The 256 possible 
cases have been reduced to 15 cases using symmetry. Green vertices are greater 
than the selected iso-surface value 
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Appendix B 

Visualization Toolkit 

To implement our system, we chose the visualization software system named Vi- 

sualization Toolkit (VTK) [I] [154]. 

The Visualization Toolkit (VTK) is an open source, freely available software 

system for 3D computer graphics and visualization used by thousands of researchers 

and developers all over the world. VTK consists of a C++ class library, and several 

interpreted interface layers including Tcl/Tk, Java and Python. The programming 

language used our project is C++, therefore the C++ class library is the most rel- 

evant to this project. VTK supports a wide variety of visualization algorithms 

including scalar, vector, tensor, texture and volumetric methods; and advanced 

modelling techniques such as implicit modeling, polygon reduction, mesh smooth- 

ing, cutting, contouring, and Delaunay triangulation. 

The Marching Cubes algorithm is the default visualization algorithm for im- 

plicit modeling in VTK system. 

B. 1 The Visualization Pipeline [l] 

Visualization transforms data into images that efficiently and accurately represent 

information about the data. Transformation is the process of converting data from 

its original form into computer images. The pipeline in VTK system consists of ob- 

jects to represent data (data objects), objects to operate on data (process objects), 
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an dan indicated direction of data flow (arrow connections between objects). To 

form a pipeline means to connect data and process objects to form a visualization 

network. 

Data objects represent information. Data objects also provide methods to cre- 

ate, access, and delete this information. Direct modification of the data represented 

by the data objects is not allowed except through formal object methods. 

Process objects operate on input data to generate output data. A process 

object either drives new data from its inputs, or transforms the input data into 

a new form. Process objects are further characterized as source objects, filter 

objects, or mapper objects. This categorization is based on whether the objects 

initiate, maintain, or terminate visualization data flow. 

Source objects interface to external data sources or generate dajta from local 

parameters. they don't have any input. Filter objects require one or more input 

data objects and generate one or more output data objects. Mapper objects cor- 

respond to the sinks in the functional model. Mapper objects require one or more 

input data objects and terminate the visualization pipeline data flow. Usually 

mapper objects are used to convert data into graphical primitives, but they may 

write out data to a file or interface with another software system or devices. 

B.2 Basic Data Representation in VTK [I] 

Data objects in the objects in the visualization pipeline are called datasets. A 

dataset consists of one or more cells. Cells (Fig.B.l [I]) are the fundamental 

building blocks of visualization systems. 

Vertex The vertex is a primary zero-dimensional cell. It is defined by a 

single point. 

Polyvertex The polyvertex is a composite zero-dimensional cell. The polyver- 

tex is defined by an arbitrarily ordered list of points. Line The line is a 

primary one-dimensional cell. It is defined by two points. 
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Polyline The polyline is a composite one-dimensional cell consisting of one 

or more connected lines. 

Triangle The triangle is a primary two-dimensional cell. The triangle is 

defined by a list of three points. 

Triangle Strip The triangle strip is a composite two-dimensional cell con- 

sisting of one or more triangles. 

Quadrilateral The quadrilateral is a primary two-dimensional cell. It is 

defined by a list of four points lying in a plane. 

Pixel The pixel is a primary two-dimensional cell defined by a list of four 

points. Each edge of the pixel is perpendicular to its adjacent edges and lies 

parallel to one of the coordinate axes x - y - z .  

Polygon The polygon is a primary two-dimensional cell. The polygon is 

defined by a list of three or more points lying in a plane. 

Tetrahedron The tetrahedron is a primary three-dimensional cell. The 

tetrahedron is defined by a list of four nonplanar points. 

Hexahedron The hexahedron is a primary three-dimensional cell consisting 

of six quadrilateral faces, twelve edges and eight vertices. 

Voxel The voxel is a primary three-dimensional cell. The voxel is equivalent 

to the hexahedron with additional geometric constraints. Each face of the 

voxel is perpendicular to one of the coordinate x - y - z. 
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(a) Vertex (b) Polyvertex (c) Line 

(d) Polyline (e) Triangle (f) Triangle strip 

(g) Quadrilateral (h) Pixel (i) Polygon 

\ 

(j) Tetrahedron (k) Hexahedron (I) Voxel 

Figure B. 1: VTK data representation 
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