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Chapter 1 Introduction

plethora of digital audio communication, hearing aids, multimedia, gaming and

entertainment applications.

The task of speech enhancement is to produce an estimate of clean speech to minimize

the difference between the clean speech and the enhanced speech. Over the last three

decades, the developments in digital signal processing have resulted in a wide variety

of techniques for removal of noise in degraded speech, depending on the types of

application and the characteristics of background noise [DEL99]. It is observed that

majority of the audio and speech processing applications use a single microphone

system. In single microphone techniques, there is no reference input available to

estimate the noise and noise reduction has to be accomplished with speech dependent

filtering. The process will generate some non-stationary residual noise. This residual

noise is annoying and exhibits an audible tonal characteristic referred to as the musical

noise [DEL99], [VASOO], [QUA02]. Furthermore, the noise has to be estimated using

properties of the speech and noise signals such as stationarity and frequency content, or

during silence/noise periods using a voice activity detector (VAD) [VASOO]. This

makes problem of speech enhancement with a single-channel more challenging.

Despite the drawbacks, speech enhancement methods based on a single microphone

continue to be used in most noise scenarios and are very popular due to their simplicity

and the application constraints.

Single-microphone speech enhancement algorithms fall into two mam categories:

nonparametric signal processing method [AYA04], [BAHO l], [BER79], [BOL79],

[DON95], [EPH84], [EPH95], [HAN06], [HAS04], [HER94], [HU03], [HU04],

[JAB03], [KAM02], [LIOl], [LIN03], [LIU06], [LU04], [MCA80], [MITOO], [SCA96],

- 2 -
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Chapter 1 Introduction

also presented. The performance analysis of the proposed GPTFS algorithm and its

comparison with other speech enhancement algorithms are presented and discussed at

the end of this chapter.

Chapter 5 presents a Kalman filtering speech enhancement approach to enhance speech

corrupted by acoustic background noise. The mainstay of the proposed method is a

coherent integration of the state-space formulation of Kalman filter with the subband

excision of discrete wavelet transform. Using a mixture of excitation signals consisting

of periodic pulses and white noise, a subband transformed voiced-unvoiced speech

model is presented. This subband speech model is used to formulate the state-space

equations of Kalman filter for the optimal estimation of clean speech observed in white

and colored noise. To further improve the intelligibility of the clean speech estimated

by the wavelet Kalman filter, a perceptual weighting filter is designed with an adaptive

time-frequency masking threshold tailored to the human auditory perception. The

chapter is concluded with the analysis of the speech enhancement performances of a

variety of noisy speeches using both objective assessments and subjective listening

tests, such as spectrogram plot, segmental SNR, perceptual evaluation of speech quality

(PESQ) score and mean opinion score (MOS).

Chapter 6 commences with a brief description of a comprehensive speech analysis and

enhancement toolbox. This interactive toolbox has a friendly user interface that enables

various analyses of speech and noise, and the performance evaluation of different

speech processing algorithms. Some features that facilitate the ease of experimentations

with different speech enhancement algorithms using this toolbox are illustrated. Next,

an evaluation platform that makes use of the toolbox features for robust speech

- 13 -
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Chapter 2 Background and Literature Review

activity in the speech signal. The error is corrected by subtracting the power spectrum

or the magnitude spectrum of estimated noise from that of the noisy speech input.

Hence, these methods are also regarded as subtraction algorithms. The assumption is

that the noise is a stationary or a slowly varying process, and the speech signal is

assumed to be uncorrelated with the noise. The corrected amplitude can be considered

as an estimate 18(m)1 of the original clean speech signal s[n]. For synthesizing the

enhanced speech signal, an estimate of the instantaneous magnitude spectrum is

combined with the phase of the noisy input signal under the assumption that the human

ear is not able to perceive the phase distortions of the speech signal, and then it is

transformed via an inverse discrete Fourier transform to the time domain [VASOO].

Spectral subtraction is a seminal noise reduction method based on the STSA estimation

technique. The primary power spectral subtraction technique is popular due to its

simple underlying concept and its effectiveness in enhancing speech degraded by

additive noise. This method was first proposed by Boll [BOL79] in late seventies. Since

then, several variations and enhancements have been made to overcome the drawbacks

of this method. Given the chronicle significance of this method, the basic principle,

drawbacks and improvements proposed over the years will be further elaborated.

2.3.1 Principle of the Spectral Subtraction Method

Consider x[n] as the noisy input signal, which is composed of the clean speech signal,

s[n] and the uncorrelated additive noise signal, v[n], then the noisy signal model in the

time domain can be given by [BOL79]:

- 27 -
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Chapter 2 Background and Literature Review

c) Roughening of Speech due to the Noisy Phase

The phase of the noisy signal is directly used to combine with an estimate of the

instantaneous magnitude spectrum to restore the enhanced time domain signal. This

regenerating procedure is based on the fact that the presence of noise in the phase

information does not contribute notably to the perception of the speech quality. This is

especially true at high SNRs (>5 dB). However, at lower SNRs «0 dB), the noisy

phase can lead to a perceivable roughness in the speech signal, thus lowering the

speech quality. This fact is corroborated experimentally by Schroeder [SCH75].

Estimating the phase of the clean speech is a difficult task and it will greatly increase

the complexity of the method. Moreover, the audible noise is manly due to the

distortion of the magnitude spectrum, and that the phase distortion is largely inaudible,

especially for the high SNR cases. Hence the use of the noisy phase information is

considered to be an acceptable practice in the reconstruction of the enhanced speech

signal.

In summary, the spectral subtraction methods attempt to optimize the additive noise

removal through subtraction of an estimate of the noise spectrum from the noisy signal

spectrum. Speech communication refers to the processes associated with the production

and perception of sounds used in spoken language. However, speech is heavily

dependent on the frequency components and their correlation. Hence, while

conventional speech enhancement algorithms can increase the quality of noisy speech

by increasing the SNR, the speech intelligibility is not guaranteed. The spectral

subtraction methods, as well as many other methods, suffer from this drawback.

- 34-
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Chapter 2 Background and Literature Review

sounds [VASOO]. A generalized representation of the averaging operation can be

expressed as [BOL79]:

~ 1 M

X (I) = " W.X. .(I)
1 2M +1j~M } 1- }

(2.12)

where i is the frame index. M is the frame number for the averaging operation. The

weights ~ can be used to weigh the frames. When ~ =1 \j j, the equation reduces to

the basic magnitude averaging operation. In the case where the frames are weighted by

different values of ~, the operation is referred to as the weighted magnitude averaging.

Inspired by Boll's method, Goh et al. [GOH98] identified them by using multi-blade

median filtering over several frames of speech.

b) Generalized Spectral Subtraction

A generalized form of the basic spectral subtraction of (2.7) is proposed by Berouti et

al. [BER79] as follows:

(2.13)

where the exponent y can be chosen to optimize certain performance metric. When y

= 2, the subtraction is carried out on the Short-term power density spectra and is

referred to as the power spectral subtraction. When y = 1, the equation reduces to the

basic spectral subtraction method proposed by Boll, the subtraction is performed on the

magnitude spectra.

- 36-
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Chapter 2 Background and Literature Review

(2.22)

where i is the frame index. Xlf) is the smoothed noisy speech spectrum of the i-th

frame, and alf) is the frequency-dependent overestimation factor calculated over M

frames as:

It can be approximated to

« (I) = 1.5 'I~ (/)1

(2.23)

(2.24)

The scaling factor, qJ of (2.22) is dependent on the variation of the frequency-dependent

SNR, plf), which is given by [LOC92]:

(2.25)

The subtracting term in (2.22) is bounded to reduce large variation in the modified

spectrum. The bounds are given by [LOC92]:

(2.26)

To avoid negative values in the enhanced spectrum, spectral flooring is applied as

follows:

- 42-
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Chapter 2 Background and Literature Review

2.4.1 Wiener Filtering Speech Enhancement Method

Early studies of model-based methods have focused mainly on Wiener filtering, which

is a popular adaptive technique that has been used in many enhancement methods

[HAY01], [VASOO]. Fig. 2.11 illustrates a Wiener filter, which takes noisy speech, x[n]

as input, and produces an output signal s[n]. The filter is represented by the coefficient

vector, w, which is calculated to minimize the Mean Square Error (MSE) between the

desired signal, s[n] and the estimated signal, s[n] .

Desired signal
s[n]

FIR Wiener Filter

Estimated signal

S[n]

Figure 2.11 Block diagram of a Wiener filter structure

The filter input-output relationship is given as follows:

P-l

s[n]= Lwkx[n-k]=wTx
k=O

(2.28)

where w is the wiener filter coefficient vector. The Wiener solution is obtained by

calculating the gradient of the minimum mean square error function with respect to the

filter coefficient vector.

- 46-

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



Chapter 2 Background and Literature Review

2.4.2 Kalman Filtering Speech Enhancement Method

An alternative to Wiener filter is Kalman filter. Kalman filter is a recursive least square

error method for the estimation of a signal. Kalman filter theory is based on a state-

space approach in which a state equation models the dynamics of the signal process and

an observation equation models the noisy observation signal. The advantage of

employing Kalman filter in speech enhancement algorithms is its sequential processing

and adaptation to the nonstationary characteristics of the speech signal.

Table 2.1 Summary of Kalman Variables and Parameters

Variable Definition Dimension
srnl State at time n M-by-1
xrnl Observation at time n N-by-1
F[n+1,n] Transition matrix from time n to time n +1 M-by-M
ern] Measurement matrix at time n N-by-M
Qernl Correlation matrix of process noise ern1 M-by-M
Qvrnl Correlation matrix of measurement noise v[n] N-by-N
s[n I xn _ 1 ] Predicted estimate of the state at time n given the M-by-1

observations x[l], x[2], ...., x[n-1]
s[n I xn ] Filtered estimate of the state at time n given the M-by-1

observations xr11, xr21, .... , x]n1
Grnl Kalman gain at time n M-by-N
arnl Innovations vector at time n N-by-1
R[n] Correlation matrix of the innovations vector a[n] N-by-N
K[n-1, n] Correlation matrix of the error in s[n I xn _ 1 ] M-by-M

K[n] Correlation matrix of the error in s[n I xn ] M-by-M

In general, for a clean speech signal, s[n] and a noisy input signal, x[n], the state

equation model and the observation model are defined as:

s [n +1] =F [n +1, n]s [n]+e[n]

x[n] = C[n]s[n]+v[n]

- 48 -
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Chapter 3 Wavelet Filterbank for Psychoacoustic Modeling of Human Auditory System

processes the input acoustic signal by modeling the time-frequency representations of

speech signals in the human auditory system to achieve effective noise suppression.

The remainder of this chapter is organized as follows. The basis of conventional

psychoacoustic model of human auditory system is given in Section 3.2. The pertinent

terms of hearing area, critical bands, absolute hearing threshold and masking properties

are briefly explained. Section 3.3 presents the proposed perceptual wavelet filterbank

design in critical band scale. Its performance is evaluated and compared with the

traditional critical band. A unification of simultaneous and temporal masking in

wavelet domain is elaborated in Section 3.4. Section 3.5 summarizes the chapter. A part

of the work presented in Sections 3.2 and 3.3 has been presented at the 2005 and 2006

IEEE International Symposiums on Circuits and Systems [SHA05a], [SHA06c]. A large

portion of the work presented in this chapter has been published in the IEEE

Transactions on System, Man and Cybernetics - Part B [SHA07a].

3.2 An Overview of Psychoacoustic Modeling

To engineer a viable psychoacoustic model, we need to understand how the human

auditory system adapts to noise [GOL94], [LOI98], [ZHE99], [ZWI90]. Hearing and

sound perception [ZWI90] are two phenomena that depict how the sound signal enters

the listener's ear and be converted into a linguistic message. In physics terms, the pitch

indicates the frequency of sound and the tone represents the quality or character of

sound [ZWI90]. Our auditory system can sense and judge the pitch and tone, which are

essential to the appreciation of music and contribute directly to our understanding of

speech.

- 59-
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

CHAPTER 6.

SPEECH PROCESSING TOOLBOX FOR

PERFORMANCE ANALYSIS,

ENHANCEMENT AND EVALUATION OF

HYBRID SYSTEMS

6.1 Introduction

Several speech processing toolboxes have been developed to facilitate speech

processing research [BRO], [LOI99], [SLA98]. However, these toolboxes are mostly

targeted for specific speech analysis and tailored to some dedicated applications. If the

researchers want to analyze and modify their recorded speech and make measurements

on the modified speech, they have to extend the current speech processing toolboxes or

integrate it with compatible functions of others. This is not very convenient. To solve

this problem, we have consolidated a good number of state-of-the-art algorithms for

speech signal processing research, including those that we have developed, investigated

and compared in the earlier chapters. They are integrated into a flexible and friendly

graphical user interface to build a versatile software platform for some common and

widely studied applications based on the principles of discrete-time speech signal

processing. Fig. 6.1 shows an overview of the discrete-time speech signal processing.
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

speech enhancement module encompasses a list of subtraction methods, wavelet based

methods, and adaptive filtering methods. The auxiliary modules compose of frequency

scale convertor, AR parameter estimation, transformations, objective measurement, and

utility functions. These modules provide supplementary functions for the speech

processing toolbox.

itcxyMod requency Seal

Audio File Input! Critical-band Convert Hertzto 1118.
Output 5~ale

Microphone Input! Ma.king Conwr1 Hertz to
SpeMer Output Bark scale

PamnetB

Autocorrelation
MIIhod

PSD Estimate

MAn.lysis

'Ii iTransto active Me.uremepNCh Enhanceme

I ISUbtractive-type Signal GenerBlor FourierTrllnSfonn Ukellhood R8IIo
Method

IStollstcol Fu""'sl IIW_ol _sing I Disc'" Coa./ne ltakura-Saito
Transform

I Entropy I Hartley Transform ..1 CepstrumIAdI=torIng I I Filter tool 1 WaYCllet Transform 1 Sign8l:tOOnOi..
RatIo

Figure 6.2 Categories of features and modules provided by the speech processing
toolbox

Four major types of functions are implemented in this toolbox:

(1) Software interface

The toolbox provides two input/output interfaces for the acquisition of speech signal.

The speech signal can be acquired and output by reading from and writing to an audio

file. The audio signal can also be acquired from a microphone and played back by a

speaker. There are many ways to describe and represent sounds. Fig. 6.3 shows a
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Figure 6.5 GUI display of ATH in Bark scale and perceptual wavelet packet scale

Figure 6.6 GUI for analysis of linear predictive coefficients and frame-based speech
transform
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

speech signal. The filter order and fast Fourier transform (FFT) point can be set

according to the user's specification. The top-right pane of Fig. 6.7 shows the power

spectral density (PSD) of the input speech. The bottom-left pane of Fig. 6.7 shows the

contour plot of the fundamental frequency (FO). Two methods can be selected for the

estimation of FO. One method is based on the autocorrelation and the other is based on

the cepstrum. The top-right pane of Fig. 6.8 shows the formant tracking of the input

speech signal. These functions can be used for speech modification and speech

enhancement applications.

(4) Speech enhancement functions

The genesis of the development of this toolbox is the evaluation of speech enhancement

algorithms. The toolbox now encompasses a list of subtraction methods (Amplitude

spectral subtraction, Power Spectral Subtraction, Scalar Power Spectral Subtraction,

Parametric Spectral Subtraction and Multi-Band Spectral Subtraction), wavelet based

methods (Wavelet and Wavelet Packet denoising methods with soft thresholding), and

adaptive filtering methods (Short time Spectral Amplitude MMSE Method, Short time

Spectral Amplitude log-spectral MMSE Method, Speech Enhancement using a

Noncausal A Priori SNR Estimator, Kalman Filtering Speech Enhancement for White

Noise, Kalman Filter with Time-Frequency Masking, Kalman Filtering for Colored

Noise, Wavelet Kalman Filtering for Colored Noise, Wavelet Packet Kalman Filtering

for Colored Noise and Wavelet Kalman Filtering with Post-filter). The experimental

results of Chapters 4 and 5 are generated by this toolbox. Fig. 6.9 illustrates the

spectrograms of the original speech, noisy speech in speech-like noise, and speech

enhanced by the Kalman filtering method. The toolbox also provides several objective
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

(HMM) [RAB89], [DUD01], [M0097] network, and a hybrid Support Vector Machine

(SVM) [BUR98], [CRIOO], [DUD01], [VAP98] and HMM recognizer. These

recognizers fully tap the discriminative training power of MLP and SVM onto the

strong modeling ability of HMM for time-sequence structure [TRE03]. The model

parameters of these original speech recognizers are typically calibrated to compensate

for the mismatch during the recognition stage by incorporating appropriate optimization

criteria, such as minimum classification error [JUA92]. However, perfecting the

classification performance to reduce the mismatch between the training and testing

conditions is impractical. A more phonetic sensitive approach is proposed to augment

the hybrid classifier performances by robust speech features with speech enhancement.

Instead of working with noisy features, the denoised features are attended.

To reduce the mismatch between the training and testing conditions of the classifier, the

generalized perceptual time-frequency subtraction method (GPTFS) [SHA07a], and the

perceptual wavelet-Kalman filtering speech enhancement (PWKF) [SHA06b],

presented in Chapters 4 and 5, respectively are employed to provide an optimal

estimate the clean speech from noisy observation. These methods have not been applied

to the speech classification problem before. They are developed in the wavelet domain

and can be made to blend well with the selected feature space. This section initiates

further investigation into the potential improvement they can render to the proposed

hybrid classifier on the word recognition rate under the noisy test data set.
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6.3.1 The Evaluation Framework

A platform for robust ASR algorithms is constructed around three distinctive operations

of preprocessing, feature extraction, and recognition. The robustness and efficiency of

an ASR system are intricately related to these operations by the effect of space

transformation, as shown in Fig. 6.10.

I
Noisy

Speech

Signal Space Feature Space Response Space

Feature
Extraction

Decision-+-Recognition

WPT/LDB
Perceptual

Wavelet
Fllterbank

Enhanced
Speech

GPTFS PWKF

Figure 6.10 aUI display of speech spectrogram of original, noisy and enhanced speech

Speech recognition solutions can be established by selecting and mapping the

appropriate subspaces of input speech signals, extracted features and responses. A

speech signal space X c JR n is a subset of the standard n-dimensional vector space,

which contains all speech signals used in the learning and recognition tasks. The

dimensionality of the speech signal space is very high compared to the response space.

The additive noise mixed in the speech signals makes classification even more difficult

in the noisy case. To improve the classifier's performance, from both the accuracy and

efficiency perspective, it is imperative to extract only the relevant features. The

resulting feature space after discarding the redundant information is denoted by F c ~ k ,

where k ~ n . The associated feature extractor is defined as the mapping f :X ~ F . The
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

space to the feature space is domain specific. In speech recognition, rate variation is a

serious problem as not only different people talk at different rates, but an individual

may also vary in his rate of speech. Good features possess the attributes of being simple

to extract, invariant against time translations and overall amplitude variation, and

capable of discriminating different phonetic categories. Wavelet packet (WP) [STR96]

makes good feature extractor in this sense. It recursively segments the speech signal in

dyadic frequency bands and has uniform translation in time. Two methods to extract the

wavelet coefficients are evaluated. One uses the local discriminant bases (LDB) to

winnow the orthonormal bases of wavelet packet transform (WPT) [SAI95]. Relative

entropy is used to select the best basis for maximal discrimination of different features

[COI92]. The other uses the perceptual wavelet filter bank [SHA07a]. The input speech

is transformed into the wavelet coefficients by imitating the frequency-spatial

excitation modus of the basilar membrane of human cochlea.

a) Feature Extraction by WPTILDB

The merits of Wavelet Packet Transform (WPT) coupled with the Local Discriminant

Bases (LDB) [SAI95] are exploited to maximally separate the distances among classes.

The WPT/LDB feature extractor selects a best basis from a dictionary to capture the

most discriminative information for a given set of classes in the time-frequency plane.

The localized features obtained from these basis functions are then fed to the

recognizers adopted in our proposed ASR platform. The WPT/LDB based feature

extraction is described as follows.
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

discriminant basis functions are selected. The wavelet coefficients of the signal in the

selected basis are used as features for the classifier. By winnowing out the irrelevant

subspaces, WPT/LDB improves the recognition rate. The drawbacks of WPT/LDB are

the amount of computations, and the heavy dependency of the discriminant features on

the training set. This is because WPTILDB features are selected based on the statistical

energy distributions of the signals in the training dataset without considering the human

perceptual sensi tivity .

b) Feature Extraction by Perceptual Wavelet Filterbank

In order to overcome the above problems, a fixed set of basis is proposed. A fixed

partitioning of the frequency axis is made to closely match the critical band scale of

human auditory system. The result is a filterbank with an admissible binary wavelet

packet tree structure.

The wavelet packet decomposition is accomplished with the Daubechies basis. A six

level tree structure of cascaded filter banks is used to approximate the critical band

scale of human auditory system. The details have been given in Chapters 3 and 5 and

will not be iterated here. After a speech of 32 ms duration has been decomposed by the

analysis filterbank, the logarithm of the energy in each of these 21 frequency bands is

calculated. A discrete cosine transform (DCT) is applied on these 21 logarithmic

energy coefficients and the first 13 DCT coefficients are taken as the features for

classification. This is because the dynamic range effects of human auditory system

cause its response to be more closely approximated by the logarithmically positioned

perceptual frequency scale than the linearly-spaced frequency bands obtained directly
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

The support vectors are the training data for which Yif(Xi) = 1, i = 1, 2, ... , N. It defines

an optimal hyperplane that separates the independent uniformly distributed training

data with the largest margin. The margin of a training sample (Xi, yD is defined as the

distance from any hyperplane to a feature vector [VAP98]:

i=l, ... ,N (6.8)

where y denotes a positive margin.

The goal of training a SVM is to find the weight vector, w that maximizes y of the

training data. Under the constraint that yllwll = 1, we demand the solution to minimize

Ilw112
• A constrained quadratic programming problem can be constructed by minimizing

the following regularized risk function proposed by Vapnik et al. [VAP98]:

(6.9)

with respect to the weight vector, w, and maximizing it with respect to the Lagrange

undetermined multiplier as> O. The last term in (6.9) expresses the goal of classifying

the data correctly. Using the Kuhn-Tucker construction [VAP98], this optimization

problem can be reformulated as:

maximizingL(a) = fa, -~ fa,ajy,YjK(x"xj )

i=1 i,j

N

subject to the constraints 0 ~ a i ~ Q and La iY i = 0 for i =1,2, ... , N
i=1
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Chapter 6 Speech Processing Toolbox and Evaluation of Hybrid Systems

Table 6.4 Comparison of speaker independent recognition rate improvements based on
hybrid SVMlHMM recognizer with different speech enhancement methods

Noise Method OdB 5 dB 10 dB

WGN GPTFS 20% 16% 13%
PWKF 25% 22% 19%

Pink noise
GPTFS 17% 15% 12%
PWKF 24% 20% 16%

Car Engine Noise
GPTFS 21% 19% 170/0
PWKF 26% 23% 20%

Speech-like Noise
GPTFS 15% 2% 0%
PWKF 18% 5% 0%

The ASR word recognition rate improvements with the use of GPTFS and PWKF

speech enhancement methods over the same ASR without speech enhancement

preprocessing are summarized in Table 6.4 for various types of noise and SNR

conditions. The proposed ASR platform based on hybrid SVMIHMM recognizer leads

to a significant recognition rate improvement in all cases, except for speech-like noise

at SNR above 5 dB. This is because speech and noise are in the same frequency range,

causing an increased distortion in the speech enhancement process. Both PWKF and

GPTFS can reduce the mismatch between training and testing conditions. The best

speech recognition ratio is obtained from PWKF. From the perspective of noise

reduction, PWKF outperforms GPTFS due to a more optimal estimate of the clean

speech from the noisy speech. The statistical-based model harnesses a more precise

time-frequency analysis of speech and noise.
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Hybrid MLPIHMNI Speech Recognition in Colored Noise
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Figure 6.15 Performances of ASR using different features in additive colored noise: (a)
Hybrid MLP/HMM (b) Hybrid SVMlHMM

Hybrid MLPIHMM Speech Recognition in Car Engine Noise
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Figure 6.16 Performances of ASR using different features in additive car engine noise:
(a) Hybrid MLP/HMM (b) Hybrid SVMlHMM
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