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Abstract

Outliers, also called anomalies are data patterns that do not conform to the behavior that is
expected or differ too much from the rest. In some cases, outliers could be caused by errors
in data generating/collecting methods or by inherent data variability. However, in many situa-
tions, outliers are indications of interesting events that have never been known before and hence,
an adaptation of the theory to capture the new events is required to explore the underlying
mechanisms. The two-side effect of outliers necessitates the development of efficient methods
to detect them for either (a) eliminating/minimizing their impacts on general performance of
information systems or (b) capturing the underlying interesting knowledge (e.g. intrusive con-
nections in a network). In general, outlier detection has many practical applications, especially
in domains that have scope for abnormal behavior, such as fraud detection, network intrusion
detection, medical diagnosis, marketing, customer segmentation, etc.

There are many ways in practice to solve our problem of interest. This thesis deals specifi-
cally with outlier notions based on measures of neighborhood dissimilarity. Related works can
be divided into two main categories: distance-based and density-based. In our study, we place
our focus more on distance-based approaches. With considerations to the limitations of existing
works, we propose two techniques, tackling separate aspects of outlier detection.

Different neighborhood-proximity-based techniques introduce/use different notions of out-
liers. That makes their performance vary greatly through disparate datasets. Therefore, using
only one technique may not yield desired outcome. Motivated by the issue, we present a novel
scheme for classifying and combining various outlier detectors in order to exploit their own
advantages. The ensemble framework applies each detector on a randomly chosen subspace.
Hence, error suffered by one detector is unlikely repeated by others. In high-dimensional spaces,
subspace irrelevance is a local rather than a global property. Choosing different subspaces for
different detectors helps our technique to overcome the curse of dimensionality. Extensive ex-
periments point out that our method yields better detection accuracy than existing ones on

high-dimensional datasets.
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The second technique utilizes an existing well-known definition of distance-based outliers
and aims to improve the temporal cost of the detection process. In particular, it is built based
on the traditional nested-loop algorithm but different from existing techniques, it is coupled
with multiple pruning rules. Hence, we are able to reduce the inherent quadratic cost to a
cost linear w.r.t. the dataset’s size. Empirical study carried out on real datasets shows that
our proposed approach consistently outperforms state-of-the-art techniques on distance-based

anomaly detection.
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Chapter 1

Introduction

1.1 Overview

Outliers, also called anomalies are patterns that do not conform to the behavior that is expected
or differ too much from the rest. While there is no universally accepted definition of what
outliers are, the notion of outliers introduced by Hawkins et al. [40] captures the spirit: “An
outlier is an observation that deviates so much from other observations as to arouse suspicions
that it was generated by a different mechanism”. Examples of outliers abound in social as
well as scientific contexts. We usually hear about UFOs (Unidentified Flying Objects). Under
Hawkins’ definition, UFOs can be considered as outliers since they are very different from any
flying entities that human has ever invented. There are ten students in a research lab; nine of
which study data clustering while only one carries out research on outlier detection. That only
student is in fact an outlier in his research lab.

The task of detecting outliers includes identifying those abnormal patterns and if possible,
extracting some interesting knowledge contained in them to support the learning process. Out-
liers arise because of various reasons such as human error, instrumental error, natural deviations
in populations, fraudulent behavior, changes in behavior or faults of systems. In many cases,
outliers are simply detected and discarded to ensure the cleanliness of data (i.e. no further
investigation is required). However, outliers could also be indication of interesting events that
have never been known before and hence, detecting outliers may lead to the discovery of crit-
ical information contained in data. In such cases, uncovering underlying cause(s) is necessary.
For example, if one happens to find an UFO, throwing it away is obviously not a good idea.
Studying its structure to understand its flying mechanism is certainly much more interesting
and beneficial.

The problem of detecting abnormal events, also called outliers has been widely studied

in different research communities as rare classes mining [48], exception mining [76], novelty
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detection [29, 22, 34, 69], outlier detection [25, 40, 49, 67, 77, 10, 79, 47, 73], etc. It also
has many applications in various areas such as network intrusion detection, medical diagnosis,

image processing, etc. This highlights the importance of studying outlier detection.

1.2 Challenges

From the time when very first publications on abnormality detection (e.g. [40]) appear in the
literature, research on the problem has evolved tremendously in various domains. The field of
data mining itself has also observed significant development for solutions on outlier detection.
They range from exploring new ways to define abnormality [49, 68, 15, 25, 67], minimizing
the computational costs (CPU and I/0O) for detecting outliers [68, 20, 15, 13, 78, 46|, mining
anomalies in data streams [65, 12], ensemble outlier detection [56], subspace outlier mining [61],
to designing parameter-free detection algorithm [23].

Despite the advances seen so far, many issues of outlier detection are left open or not yet
completely resolved. In the following, we present some of the key challenges that we have to
consider whenever developing a detection solution. They pertain to almost all existing methods

in the field and are hard to be resolved completely.

1.2.1 Distance Function

Distance functions are used to measure the dissimilarity between any two data records. They
thus play a very important role for techniques working based on the measurement of similarity
among objects. In general, a distance function is required to satisfy the triangular inequality
to facilitate the searching as well as pruning processes. That makes the underlying set of data
objects along with the distance function become a metric space. Most techniques, not only
in outlier detection, specialize the metric space to wvector space since a vector space besides
preserving the triangular inequality property also contains some geometric properties which are
not available in a general metric space [27]. In a vector space, data records are represented
in the form of vectors so the cost of distance computation between any two vectors are linear
to the dimension of the space. Hence, distance computation in vector spaces becomes simpler
than in general metric spaces which normally require some indexing techniques to reduce the
heavy workload of distance measurement. In the field of outlier detection, many approaches
claiming to work in any metric space such as those in [53, 78] are however implemented using
Euclidean distance, a typical distance function for vector space. There are a variety of distance

functions for vector space utilized besides Euclidean, such as Minkowski or Mahalanobis distance
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functions. Given two data points p1 = (a1, a9, ..., a4im) and py = (b1, b2, ..., bgim) in a dim-
dimensional dataset, the Euclidean distance between p; and ps in the simplest format has the

following form:
dim

D(p1,p2) = (Z(ai )22

i=1
The Euclidean distance is in fact a special form of Minkowski distance. The Minkowski distance

of order m (m-norm distance) is defined as follow:

dim
Din(p1,p2) = (3 lag — ™)1/
=1

When m — oo, we have the infinity-norm distance:

Do (p1,p2) = 1<I?3§§m(!az’ — bil)

On the other hand, the Mahalanobis distance between p; and ps is defined as:

D(p1,p2) = \/(Pl —p2)TE " (p1 — p2)

where p; — pa = (a1 — b1, a2 — ba, ..., adim — baim) and > is the sample covariance matrix of
the normal data.

While Euclidean as well as Minkowski distance is used widely in outlier detection, their
performance degrades if normalization is not carried out for dataset with attributes of various
scales or containing linear correlation. Mahalanobis distance on the other hand is effective when
there exists a linear correlation among features [45]. However, as pointed out by Lazarevic et
al. [55], Mahalanobis distance performs poorly in applications where the underlying dataset
contains more than one distribution. Such kind of datasets however is very common in practical
applications.

Despite of the simplicity and advantages of using distance functions that can make up vector
spaces, not in all datasets can we construct such a space, especially for multimedia data [27].
In such cases, distance computation is far from inexpensive. Indexing techniques are then
developed to mitigate the problem. The fact that they add up additional overheads (both in
time and space) pose some impacts on the design of an efficient detection technique. This has
been addressed recently in [13]. However, more work is needed to handle the issue associated

with general metric spaces.
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1.2.2 Pattern Representation

Selecting relevant features for the detection process, transforming features into other features,
etc. are examples of the tasks that need to be accomplished in order to find a relevant repre-
sentation for data records.

Most of detection techniques present data in the forms of feature vectors where each record
is represented as a multi-dimensional tuple. That stems from the fact this representation facil-
itates the distance computation. The features of each vector can be quantitative or qualitative.
Quantitative features can be further divided into continuous and discrete values, while quali-
tative features can be divided into nominal and ordinal ones.

Most real-life datasets are multi-dimensional and similar to other data mining applications,
choosing a suitable subset of features to use in the detection process is desirable. However, the
scope of outlier detection is to uncover abnormal patterns, pruning out some specific attributes
prior to the detection process might not be a good idea since by discarding some certain features,
we may lose some interesting knowledge (outliers may only be discovered when we look at some
certain projections of data points on some dimensions [7]). While feature selection focuses on
selecting a relevant set of features for the mining task, feature extraction calculates new features
based on the original data attributes. Once again, careful attention is needed to ensure the
validity of the detection outcome yielded by the new set of features [64].

Other methods of data transformation also play important roles in the detection process.
Here, we discuss two issues of data transformation which are data normalization and data type
transformation. Data normalization is very crucial, especially when Euclidean distance is used.
In a general dataset, features have different scales. Normalizing features to the same scale
helps to avoid the issue of feature bias. As with data type conversion, since distance functions
normally manipulate on numerical values [66], additional work is required to convert categorical
features into numerical ones. The most common method utilized is inverse document frequency
which has previously used in outlier detection problem [56, 20]. However, as shown in [66], this
process is shown to be ineffective since it is possible to create two different distance functions
for categorical and numerical attributes respectively and combine them in a single application.

The problem of detecting outliers in categorical datasets has also been addressed in [28].

1.2.3 The Need of Labeled Data for Training and Testing

Detection techniques once built need to be trained and validated on datasets. Training is
required for various purposes such as identifying good thresholds for some input parameters to

the respective detection algorithms. On the other hand, the need of data for testing is also an
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issue. Detection techniques may be created to serve optimization requirements (e.g. optimizing
time and space). Nevertheless, the core service that a detection technique provides is uncovering
outliers. After building a method, the most important thing we are concerned is how good it is
in identifying anomalies. Consequently, to evaluate the quality of outliers, we require labeled
data. If labeled data is not available, human interpretation can be employed. The subjectivity
of this evaluation method nevertheless prevents it from becoming a common choice. Thus,
labeled data are still required. A well-labeled set of data allows us to compare our detected
result against the actual labels of data points. However, not all labeled datasets are directly
suitable for outlier detection problem. Although conversion methods can be used (Section 3.3),
we really need datasets that are specifically designed for outlier detection. Stemming from
this need, synthetic datasets are generated. Whereas some can be standardized (methods for
generating are available) such as Mixed Gauss dataset [13], their use raises the validity issue
since such datasets rarely appear in practical applications. We can also generate outliers based
on the normal behavior observed from real datasets. This method however also has its own
problem since in general outliers do not have common behavior, i.e., it is impractical to devise
mechanisms to generate outliers. The problem of having well-labeled datasets for testing is still

an open issue.

1.3 Motivation

Outliers could be caused by errors in data generating/collecting methods or by inherent data
variability. However, in many situations, outliers are indications of interesting events that have
never been known before and hence, an adaptation of the theory to capture the new events is
required to explore the underlying mechanisms. The two-side effect of outliers necessitates the
development of efficient methods to detect them for either (a) eliminating/minimizing their im-
pacts on general performance of information systems or (b) capturing the underlying interesting
knowledge (e.g. intrusive connections in a network).

Eliminating noise in data benefits many practical applications, one of which is data cluster-
ing. Many clustering techniques, like K-means, have their performance significantly impacted
due to noise present in the data [45]. Thus, purging the noise before performing the clustering
task is very crucial for the final outcome, which in turn helps us to gain some insights about the
data structure. In other words, outlier detection as a noise elimination step indirectly nurtures
the mining process by providing clean information where mining techniques can be applied

while not being impacted by data irregularities.



ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

CHAPTER 1. INTRODUCTION

Nevertheless, nowadays, outlier detection is primarily studied as an independent knowledge
discovery process merely because outliers might be indications of interesting events that have
never been known before. For example, in network intrusion detection, attacks are always
present and evolve over time. Detecting attacks by means of outlier detection methods and
using them to derive categories of intrusions help us to better enhance our security mechanisms.
In fraud detection, detection methods are utilized to capture suspicious activities of credit card
usage and hence, prevent successive damage by giving recommendation to block such accounts.
There are many more such fields of applications where outlier detectors are employed as tools for
learning new knowledge underlying the vast information collected, e.g., customer segmentation,
medical diagnosis, to name a few.

Despite the great demand for outlier miners, it is in fact very difficult to derive a notion
of outliers which fits well with a specific application domain. Further, with the emergence of
new types of data (e.g., streams), outlier detection researchers are faced with new challenges
requiring them to keep devising new notions to effectively mine the nuggets. Besides, like
many other data mining tasks, ensuring accuracy only is far from enough in many situations
- efficiency is also an important criterion, especially when dealing with huge datasets. As
for high-dimensional data, existing techniques suffer the curse of dimensionality which limit
their applicability to the corresponding domains. This necessitates the development of relevant
approaches to handle the issue. These are to point out that outlier detection is a very active
field of data mining research and an extensive study will bring many benefits to various practical
applications as mentioned above.

In our work, we primarily focus on subspace outlier detection and improving the detection
process’ efficiency. While the latter aspect is very important for almost all data mining tasks,
the former stems from the fact that outliers are located in locally varying subspaces. Thus,
mining outliers in subspaces will help us to better solve the curse of dimensionality and uncover

interesting knowledge.

1.4 Our Problems of Interest and Solutions

We place our research on outlier detection based on neighborhood proximity measurements.
In other words, we focus on outliers defined by their relative distances to nearest neighbors.
Defining outliers based on nearest neighbors is a popular topic in the field and has been studied
for a long time. Many techniques have been proposed so far, e.g. [49, 68, 15, 25]. They
nonetheless suffer some cons limiting their applicability to practical applications: low accuracy

[7], and high execution time [14] in high-dimensional data.
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1.4.1 Subspace Outlier Mining

Existing techniques usually compute distances (in full feature space) of every data sample to
its neighborhood to determine whether it is an outlier or not [7, 25, 49, 67]. This causes two
side-effects. First, for high-dimensional datasets the concept of locality as well as neighbors
becomes less meaningful [21]. Second, not all features are relevant for outlier mining. More
specifically, popular distance functions like Euclidean and Mahalanobis are extremely sensitive
to noisy features [55]. Despite the presence of the curse of dimensionality, it is difficult in
practice to choose a relevant subset of features for the learning purpose [7, 43, 56].

While the nature of data is unpredictable, there is a need for an efficient technique to
combine different outlier detection techniques to overcome the drawback of each single method
and yield higher detection accuracy. The motivation here is similar to the advent of ensemble
classifiers in the machine learning area [43, 52]. With the feasibility of ensemble learning
and subspace mining demonstrated, the natural progression would be to combine them both.
Lazarevic et al. [56] propose the first solution for semi-supervised ensemble outlier detection in
feature subspace. That work assumes the existence of outlier scores where a combine function
can be applied directly. However, this is not practically true since different detection methods
can produce outlier scores of different scales. For example, it can be recognized that the scores
produced using k" Nearest Neighbor Distance-based Outlier [68] are smaller in scale than those
using Cumulative Neighborhood [11]. Furthermore, as pointed out in Section 3.2.4.1, different
detection techniques also produce different types of score vectors. In particular, some vectors are
real-valued while others are binary-valued. This leads to the need of a unified notion of outlier
score and an efficient technique to specifically deal with scores’ heterogeneity. The availability
of such notion would facilitate the task of combination.

In order to address this problem, we present the Heterogeneous Detector Ensemble on Ran-
dom Subspaces (HeDES) framework. In HeDES, each member detector operates on a randomly
sampled subspace. Therefore, error suffered by one detector in some subspace is unlikely re-
peated by others on other subspaces. Furthermore, the fact that different detector works on
disparate subspaces instead of the full-dimensional space helps HeDES to overcome the curse of
dimensionality. Additional advantage of using HeDES lies in its ability to incorporate various
heuristics for combining different types of score vectors. Extensive empirical studies show that
the HeDES framework can outperform state-of-the-art detection techniques and is therefore

suitable for outlier detection in real-world applications.
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1.4.2 Reducing Temporal Cost of Distance-based Outlier Detection

Distance-based detection is an important branch of proximity-based outlier detection. Related
techniques usually involve in computing data points’ nearest neighbors, which is very time-
consuming (time complexity is O(N?) with N being the dataset’s size). Therefore, majority
of related works proposed aim to introduce algorithms with very low time complexity. Among
them, pruning outlier searching space and computation reduction are dominant. Computation
reduction techniques [68, 37, 20, 15, 11] usually try to limit the number of detected outliers
(e.g. top n outliers), and employ similar data structures used in Ramaswamy’s index-based
algorithm [68]. In particular, a list of top n outliers and the minimum outlier score found so far
are employed to help reduce the computational cost. Bay et al. [20] provide detailed analysis
for this type of algorithm (nested-loop) and find out that in average case, the time complexity
becomes linear with the dataset’s size. However, such linear computational cost can only be
obtained when the dataset contains many outliers, which is impractical [37]. Otherwise, its
computational cost becomes to O(N?).

Motivated by the need of an efficient method for mining distance-based outliers, we improve
the nested-loop algorithm and propose a method that is able to detect distance-based outliers
in nearly O(N) time, regardless of how many outliers there are in the considered dataset. Our
approach is a two-phased Multl-Rule Qutlier (MIRO) detection approach using the outlier
scoring criterion proposed in [15]. In the first phase, we partition the data into clusters, and
make an early estimate on the lower bound of outlier scores. This phase prunes clusters that
cannot have outliers, and the second phase then processes the remaining clusters using the
traditional nested-loop algorithm. Here two pruning rules are utilized: (a) first triangular
inequality on the data point’s outlier score is used, and then (b) the outlier score is compared
with the minimum score required to be an outlier. The second check is similar to that of ORCA
[20]. However, while ORCA starts with a cutoff of 0, in MIRO, the initial cutoff is obtained
from the first phase, and hence converges faster. Though the pruning rules seem simple, their

combined effect is strong and efficiently reduces the search space.

1.5 Organization
The rest of this report is organized as follows:

e Chapter 2 provides a background study on the solutions for outlier detection in the lit-
erature. The study encompasses many aspects of the problem ranging from notions of

outliers to theoretical analysis of existing techniques in the field.
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e Chapter 3 presents our solution, HeDES, towards ensemble outlier detection on subspaces
for improving accuracy. Taking into account the limitations of existing approaches, in
HeDES, we propose a comprehensive framework for combining detection results of het-
erogeneous detectors on random subspaces. Empirical studies on real datasets show that

HeDES is comparable with other prominent notions of outliers in terms of detection qual-

ity.

e Chapter 4 introduces another technique developed by us for outlier detection. While
HeDES targets at improving the detection accuracy, this method, called MIRO, tack-
les another aspect of the problem: reducing the computational complexity of detecting
distance-based anomalies using the outlier notion proposed in [15]. Along side with intro-
ducing our proposed approach, the presentation is coupled with solid theoretical as well
as empirical studies aiming at demonstrating the efficiency of MIRO compared to related

outstanding techniques in accomplishing the same task.

e Chapter 5 presents the future work that will be addressed in the prospective study of the

student.

e Chapter 6 concludes this report.
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Chapter 2

Background and Related Work

In this chapter, we review the background of the problem of outlier detection. The structure
of our discussion is as follows. We first discuss some definitions of outlier. Following are outlier
detection’s applications. Next, available metrics for evaluating existing techniques are covered.
We then provide a way to classify them. Finally, we summarize the characteristics/limitations
of existing methods. The materials in this chapter serve as solid background to understand the

subsequent chapters in this report.

2.1 What Are Outliers?

Apart from Hawkins’ definition about outliers mentioned in Chapter 1, there are also two other
similar definitions which are introduced in [38, 19]. They are shown in Definitions 2.1 and 2.2,

respectively.

Definition 2.1 [GRUBBS’ OUTLIER DEFINITION| An outlying observation, or outlier, is one

that appears to deviate markedly from other members of the sample in which it occurs.

Definition 2.2 [BARNETT AND LEWIS’ OUTLIER DEFINITION| An observation (or subset of

observations) which appears to be inconsistent with the remainder of that set of data.

These definitions capture the meaning of outliers from a general point of view. To design
solutions for mining outliers, we need operational notions; those that allow us to design detection
algorithms conveniently. However, since the nature of the detection problem is dependent on
the application domain [44], across domains and even within each domain, the existing notions
of outliers vary greatly. Definitions 2.3 (by Knorr et al. [49]) , 2.4 (by Ramaswamy et al.
[68]), 2.5 (by Angiulli et al. [15, 11]) defining outliers from the distance-based domain (which

is discussed elsewhere later) point of view illustrate such variance.

10
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Definition 2.3 [R-NEIGHBORHOOD DISTANCE-BASED OUTLIER] An sample p in a dataset DS

18 a outlier if it has less then P objects lying within distance r from p.

Definition 2.4 [k'" NEAREST NEIGHBOR DISTANCE-BASED OUTLIER] For a positive integer
k and a data point p € DS, let D*(p) denote the distance between the k" nearest neighbor of p
and p. Then given two positive integers k and n, a point p is in the top n outliers of DS if no

more than n — 1 other points in DS having a higher value of D* than p.

Definition 2.5 [CUMULATIVE NEIGHBORHOOD)] Let wi(p) be the sum of the distances from a
point p € DS to its k nearest neighbors. p is the nt" outlier with respect to k in DS if there
are ezxactly n — 1 points ¢ € DS such that wi(q) < wk(p).

From these definitions, it can be observed that even within a domain there are so many
ways in practice to define what outliers exactly are. In fact, the problem of defining a unified

notion of outliers is nontrivial.

2.2 Applications of Outlier Detection

Though it is difficult to unify the existing definitions about outliers, outlier detection plays a
very important role in various emerging applications. Consequently, it can be observed that
solutions for detecting anomalies have been shifted significantly from simple statistical methods
[38, 40, 19] which are only applicable to data with low number of dimensions to techniques that
are able to deal with large and high-dimensional datasets [20, 37, 46, 78], and even data streams

[6]. Some examples of outlier detection applications are:

e In data clustering, outliers are detected to ensure a robust outcome of the clustering
process [30, 62, 81, 9, 42, 72, 80].

e In network intrusion detection, anomaly connections are identified and learnt to ensure

security of the whole system.

e In fraud detection, fraudulent transactions are captured to prevent abuse of stolen credit

cards or handphones.

e In medical diagnosis, monitoring sudden changes in heart-rate of patients is an application

of outlier detection.

e In stock markets, detecting changes in stock prices may signal special events of the econ-
omy, such as the current housing slump in US has caused significant reduction in market

values of financial companies which signals a possible economic recession [1].

11
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e Especially, in databases, the task of identifying outliers helps learn about new knowl-
edge contained inside the novel records or eliminate noise caused by errors in collecting

methods.

For a better view of outlier detection’s applications, we recommend readers to explore the

survey in [44] or the newer one in [26] for more information on contemporary approaches.

2.3 Available Metrics for Evaluating Detection Techniques

Similar to other data mining research, an evaluation framework is important to assess the
effectiveness and accuracy of a specific outlier detection method. According to the particular
issue(s) that a technique focus on, e.g. execution time, one or more relevant metrics are required
to assess its efficiency. Popular metrics that are currently employed to evaluate outlier detection

techniques are discussed below.

2.3.1 ROC Curve

The most widely used tool to assess detection techniques’ accuracy is ROC (Receiver Operating
Characteristic) curve [55]. This curve shows how detection rate changes as false alarm rate varies
from 0% to 100%. The definitions of detection rate and false alarm rate are shown in Table

2.1. This table actually represents a typical confusion matriz. From Table 2.1, we have:

Detecti te = &y
eeczonme—TP+FN
P
False al te= ———7—
alse alarm rate FPLTN

Intuitively, detection rate gives information about the number of correctly identified outliers,
while the false alarm rate represents the number of outliers misclassified as normal data records.
The ROC curve illustrates the tradeoff between the detection rate and the false alarm rate and is
typically displayed on a 2-D graph, where false alarm rate and detection rate are plotted on the
z-axis, and y-axis, respectively. An example of ROC curve is presented in Figure 2.1. Ideally,
the ROC curve has 0% false alarm rate while having 100% detection rate. However, such kind
of curve is hardly achieved in practice. Hence, different pairs of (false alarm rate, detection
rate) are computed to construct the curve. For a good detection technique, as the false alarm
rate increases, the detection rate should increase. In other words, the closer the curve follows
the left and the top border of the unit square, the more accurate the method is. In addition, the

area under the curve (AUC) can also be used to measure the the considered method’s ability

12
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Predicted as Outliers | Predicted as Normal
Actual Outliers True Positives (TP) False Negatives (FN)
Actual Normal False Positives (FP) True Negatives (TN)

Table 2.1: Classification of the Query Objects.
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Figure 2.1: An example of ROC curve. The shaded region represents for the area under the
curve (AUC).

in separating normal data records from outliers. Based on the discussed characteristics of ROC
curve, the larger the value of AUC is, the better the detection technique is. The AUC of the
ideal ROC curve is 1, whereas in general AUCs of detection algorithms are less than 1. As
shown in Figure 2.1, the shaded area corresponds to the AUC of the displayed ROC curve.

However, this metric has an inherent drawback: it is only applicable when the knowledge
about datasets (e.g. which records are outliers or normal points) is already known [56, 4, 11, 55].
In other words, the tested datasets must be well labeled. For labeled datasets that contains
more than two classes of data or do not directly correspond to anomaly detection problem,
a preprocessing step is required to convert it into binary-class data. Normally, one or more
classes whose total cardinality is less than a specified threshold (e.g. 10% of the original dataset
size) are chosen as outliers while the remaining classes are merged together to form the group
of normal data points. This procedure is first applied in outlier detection problem by Lazarevic
et al. [56] and reused in [4, 18].

As mentioned above, to construct the ROC curve for a detection technique, it is compulsory
to have different tuples of (false alarm rate, detection rate). This can be done by varying the

value of one parameter that is used as user input in the proposed algorithm, e.g. the number of

13
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nearest neighbors k, while fixing the values of the remaining ones. Finally, interpolating may

be employed to produce enough tuples for the curve. This method is employed in [11].

2.3.2 Execution Time

Similar to ROC curve, the plot for execution time is a 2-D graph where the z-axis usually
represents the value of a parameter used in the proposed algorithm while the y-axis stands
for the execution time. To construct such a plot, we also need to vary the value of one factor
and keep the remainings fixed to obtain different values of the technique’s execution time. The
plot of execution time expresses the sensitivity of the proposed technique on parameters that
affect its performance, e.g. the dataset’s size. It is therefore used to assess methods’ scalability.
Among the existing work, the execution time metric is widely used, e.g. in [68, 46, 20, 37],
since designing methods with inexpensive computational cost is always an issue in data mining

applications.

2.3.3 Analyzing The Meaning of Outliers Detected

While ROC curve can be employed whenever the tested dataset is labeled, this metric is often
used for datasets whose outliers are not known before or cannot be converted to binary-class
problems. More specifically, when outliers are unknown, the only way to assess the quality of a
detection technique is to analyze how meaningful and intuitive the detected outliers are. Exam-
ples of techniques employing this metric can be found in [7, 16, 67]. Recalling the experimental
result performed in [7] on Arrythmia dataset in the UCI machine learning repository [2], when
analyzing the detection result, it is found that one of the outliers has the following attribute
values: height=780 ¢cm and weight=6 kg. The Arrythmia dataset consists of 279 attributes
corresponding to different measurements of physical and heart-beat characteristics that are uti-
lized to diagnose arrythmia. Therefore, the anomalous point detected contains attribute values
that are totally not compatible to standard human measurements. In other words, that point
is clearly an outlier.

The advantage of this metric is that it is usually based on human sense and expert knowledge
on the domain where the technique is applied. Therefore, to some certain extent, it is more
intuitive than ROC curve. However, the major problem of this evaluation metric is its difficulty
for comparing different detection approaches because of its human-subjectivity characteristic.
Furthermore, it does not scale well for applications with large number of data points where the
number of outliers detected though about 1% of the dataset size, is still high. In such cases, it

is very time-consuming and nearly infeasible to assess the detected outliers one by one.

14
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2.4 Classification of Existing Techniques

In general, existing detection methods can be classified to: supervised, semi-supervised, and
unsupervised. Supervised techniques [60, 31, 57, 58, 59] make an assumption that the domain
knowledge on both normal and abnormal data exists and can be used to build a data model.
That model is then used to classify data points as normal or outliers depending on how well
they fit into it. This is analogous to supervised classification.

Semi-supervised techniques [32, 41] require that labels on normal data do exist. Outliers are
then those deviating from the identified normal behavior. This approach however tends to clas-
sify previously unseen yet normal records as anomalies, causing unnecessarily high false alarm
rate. Therefore, similar to supervised approaches, semi-supervised ones also suffer the curse of
concept-drift. A typical example for illustrating this drawback of semi-supervised approaches is
taken from the current credit-crisis which creates unprecedented turmoil in the history of global
financial market. Before this disaster, the term credit-crunch is rarely mentioned or even does
not appear in our daily life. With the collapse of the banking industry as well as the lack of
confidence among banks, this term is now widely used because of its unexpected popularity to
describe a situation where credit is nearly “dry” in the market. If using semi-supervised ap-
proach to detect anomalous events in the financial market, the credit-crunch event will always
be classified as outlier despite of its so frequent appearance nowadays. That obviously causes
loss of critical knowledge.

Unsupervised techniques [25, 49, 68] do not make any explicitly assumption about available
knowledge. Each of them introduces or uses a specified notion of outliers, and then exploits
it as a key criterion to mine outliers. Some of the problems associated in unsupervised meth-
ods include notion quality (how good the notion is), time/space complexity of the proposed
techniques, and the method’s accuracy. The metrics for assessing how good an unsupervised
approach is in handling those problems are analyzed in Section 2.3. In the context of this
report and our research, unsupervised techniques are explored in more details than the others
because of its popularity. The remainder of this section is also devoted for the classification of
unsupervised approaches.

We observe that unsupervised detection techniques are usually classified into four groups:
statistics-based approach, clustering-based approach, distance-based approach, density-based
approach. However, the method by Aggarwal et al. [7] proposes a very different approach com-
pared to the rest. It defines outliers as those data points which are present in some abnormally
low density regions that are formed by taking the combination of feature ranges. We name this
method as evolutionary-based approach to express its distinction compared to the remaining

existing ones. The details of outstanding approaches are given below.
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Qutliers Outliers

p-30 H p+3c

Figure 2.2: Gaussian distribution.

2.4.1 Statistics-based Techniques

Statistics-based techniques are usually discussed in books about statistics such as the one in [40].
In a typical statistics-based approach, the considered data are assumed to follow a standard
distribution (Gaussian, Poisson etc.) and outliers are points that deviate from the distribution
model (this is done by a statistical discordancy test with two hypotheses: a working hypothesis
and an alternative hypothesis). A simple example of a statistics-based approach is shown in
Figure 2.2. The data here is assumed to follow Gaussian distribution whose mean = p and
standard deviation = . Outliers are then those that lie more than 3-standard deviation from
the mean. In other words, outliers are those points that lie outside the range [x1—3 -0, u+3-0].
If the underlying distribution is not known before, a searching process is required to find out
the best model to fit with the data. But this process is very time consuming and does not
always work, especially for data that come from different sources with different distributions.
Furthermore, most of the distribution models typically are univariate. Therefore this approach
is not suitable for high-dimensional datasets. Also, for many KDD applications, the underlying
distribution is unknown [25]. Related work about statistics-based can be found in [19, 70, 38, 54].

This research direction has now become inactive.

2.4.2 Clustering-based Techniques

Clustering-based techniques are based on the assumption that normal data points belong to
large and dense clusters while outliers do not. The common framework for such methods are

as follows:
e Perform a clustering process on the data
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e Analyze the clusters obtained to assess their significance

e QOutliers are objects that do not fit into any clusters or belong to clusters with low support

From the above framework, it can be observed that usually outliers are by-products of these
techniques since the main purpose of clustering is to figure out data clusters [45, 17, 30, 81].
Hence in nature, clustering methods aim to optimize the clustering process and outliers are
simply assumed to be background noise. An example of this category that can be found in [17]

typifies the common characteristics of those techniques:

e An explicit definition of outliers is not presented
e Since an exact definition of outliers is not defined, outliers are simply background noise

e The outliers detected will simply be discarded without any further investigation

Since these methods are not mainly used for outlier detection, further discussion will not

be provided.

2.4.3 Distance-based Techniques

The best way to describe distance-based methods is to use the related outlier definitions. There
are currently three outstanding definitions associated with distance-based techniques which can
be found in [68, 49, 15]. The details are given in definitions 2.3, 2.4 and 2.5. Definition 2.3 is
proposed by Knorr et al. [49] and further explored in [50, 51]. The two remaining definitions are
introduced by Ramaswamy et al. [68] and Angiulli et al. [15, 11], respectively. Distance-based
outlier detection techniques in general exploit distances of data points to their corresponding
neighborhood to flag outliers. The distance, also called outlier score, can be computed using
only one neighbor [68] or k nearest neighbors [15, 11]. It can simply be used to count the
total number r-neighbors, i.e. the number of data points within distance r, of each data point
[49]. Normally, distance-based techniques do not assume any distribution of the data. However,
they suffer expensive computational cost of searching nearest neighborhood. This limitation has
recently motivated researchers to develop more efficient techniques with lower time complexity
[20, 37, 15, 13, 78]. These have excellent applicability for large and multi-dimensional datasets.

The first distance-based detection technique is introduced by Knorr et al. [49]. According
to their proposal, outliers are points from which there are fewer than P other points within
distance r (Definition 2.3). In order to detect such outliers, they introduced a nested-loop

and a cell-based algorithm. The nested-loop algorithm has time complexity O(N?) and hence
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is usually not suitable for applications on large datasets. On the other hand, the cell-based
algorithm has time complexity linear with N, but exponential with the number of dimensions
dim. In practice, this can only work efficiently when dim < 4, so it is inapplicable for dealing
with high-dimensional datasets.

The second distance-based detection technique is introduced by Ramaswamy et al. [68].
Instead of counting the r-neighborhood of a data point, this technique only takes the data
point’s distance to its &' nearest neighbor into account (Definition 2.4). As pointed out in [15],
this definition of outlier is not intuitive enough since information of other neighbors is simply
ignored when computing the outlier score. In [68], three algorithms are proposed: nested-
loop with O(N?) time complexity, index-based and partition-based algorithms. The general
idea of index-based algorithm is that: by maintaining a list of top n outliers, we then can
prune out data points whose outlier score computed so far is less than the minimum score
in the list. Usually this idea can be used in techniques where outlier score computed so far
is always upper bound the true score. Some of other techniques that exploit the same idea
can be found in [20, 15]. The descriptive algorithm of index-based is illustrated in Algorithm
1. It is noted that in this algorithm, OutHeap is the top n outliers based on the defined
outlier score while Min(OutHeap) returns the minimum outlier score of the heap. NN (p, k)
contains the set of k£ nearest neighbors of a data point p. PointHeap is a data structure for
maintaining the set of data points utilized in iterations of k nearest neighbors computation. In
[68], a spatial index structure like R*-tree is employed to facilitate such computation. For each
data point, OutScore is its outlier score computed so far. The computation process of a data
point terminates whenever its OutScore falls below the Min(OutHeap), and hence the time
complexity is reduced. Partition-based algorithm proceeds even further in pruning the searching
space. The underlying dataset is first grouped into clusters. Each cluster is then assessed
whether it contains some candidate outliers, else it will be eliminated. With the remaining
clusters, index-based or nest-loop algorithm can be used to detect outliers. Ramaswamy’s
technique shows better performance in terms of execution time than the technique in [49].

While the outlier definition introduced in [68] only considers the distance from a data point
to its k" nearest neighbor as the outlier score, techniques proposed by Angiulli et al. [15, 11]
use a much more meaningful metric by taking the total distances from a point to its k nearest
neighbors as the outlier score (Definition 2.5). The increase in the number of distances used
for computing outlier score does not lead to any increase in time complexity (compared to
Ramaswamy’s technique) since the number of nearest neighbors that must be found for each
data point in each definition is still the same, which is k. Therefore, the notion of outliers used

in [15, 11] is better and more intuitive.

18



ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library

CHAPTER 2. BACKGROUND AND RELATED WORK

Algorithm 1: FINAL_PROCESSING

Set OutHeap = @
Set Min(OutHeap) = 0
foreach each data point p in the dataset do
foreach cach data point q in the dataset do
if ¢ # p then
L Update NN (p, k) using ¢

if INN(p, k)| =k and p.OutScore < Min(OutHeap) then
8 L continue outer loop with the next data point

S Ok W N =

3

9 | Update OutHeap using p

As mentioned before, distance-based techniques usually involve in computing points’ nearest
neighbors, which is very time-consuming. Therefore, later techniques in distance-based outlier
aim to introduce algorithms with less time complexity than the previous ones. Among the
methods for reducing the computational cost, pruning outlier searching space and computation
reduction are dominant. Computation reduction techniques [68, 37, 20, 15, 11] usually try to
limit the number of detected outliers (e.g. top n outliers), and employ similar data structures
used in Ramaswamy’s index-based algorithm. More specifically, a list of top n outliers found
and the minimum outlier score found so far are employed to help reduce the computational
cost. Bay et al. [20] provide detailed analysis for this type of algorithm and find out that in
average case, the time complexity becomes linear with the dataset’s size. In their analysis, any
distance-based outlier definition can be used. However, their proposed technique, called ORCA
depends on some assumptions such as: (a) the data are in random order and (b) the data points’
values are independent. The analysis provided also depends on the cutoff threshold ¢, which
is identical to Min(OutHeap). As can be observed from the Algorithm 1, Min(OutHeap) is
usually starts at 0. However, domain knowledge or a training phase can help to achieve a better
pruning value. In particular, it is suggested that by training a subset of the original dataset, an
initial cutoff threshold can be obtained. The training phase continues if the obtained threshold
at the first attempt is not as expected. During the testing phase, the final training set is placed
at the top of the dataset so that the cutoff threshold calculated during training phase can
be retrieved very soon, and hence the pruning occurs at the very first stage of the detecting
process. Domain knowledge can also help in choosing a suitable value for Min(OutH eap).

The linear time complexity presented in [20] can only be obtained if the cut-off threshold
¢ converges to O(v/N) quickly [37]. However that only happens when the dataset contains
many outliers. Motivated by this issue, Ghoting et al. [37] propose an algorithm, called RBRP
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for detecting outliers that is able to overcome the weakness of ORCA. Its asymptotic time
complexity is O(N - lgN). The key idea behind this algorithm is instead of finding the exact
nearest neighbors for each data point, the approximate ones are searched for. The approximate
nearest neighbors of a data point p is k£ points within distance ¢ from p. A clustering algorithm is
employed (e.g. K-Means clustering) to partition points into bins such that points that are close
to each other in space are likely to be assigned to the same bin. Data point p’s approximate
nearest neighbors are searched in p’s bin and consecutive bins. For all normal points, the
searching time is linear w.r.t. the dataset’s size, i.e. O(IN). On the other hand, we need to
perform a full scan on the entire dataset for each outlier. That searching strategy leads to
reduction in execution time.

Angiulli et al. [15] propose a detection technique using Hilbert space filling curve [71] to map
a multi-dimensional space to the interval I = [0, 1] to reduce the computational cost for finding
k nearest neighbors. This is done through two steps: map the dataset DS to D = [0, 1]%™
where dim is the number of dimensions of DS. Hilbert space filling curve is then used to map
D to I. Two data points that are close in I will be close in D but the reverse is not always true.
Searching for a data point p’s nearest neighbors becomes searching p’s approximate nearest
neighbors in I by assessing p’s predecessors and successors in I. The proposed technique
consists of two phases. During the first phase, the approximate outliers (based on approximate
outlier score) are extracted from the dataset using the mentioned mapping. The approximate
score is always upper bound the true score. In the second phase, true outliers will be extracted
from the set of approximate ones. The time complexity of the first phase is reported to be
O(dim? - N - k) where k is the number of nearest neighbors taken into account. The second
phase has time complexity to be O(N' - N - dim) where N’ is the number of candidate outliers
left after the end of the first phase.

While the aforementioned techniques attempt to reduce execution time of the detection
process, Tao et al. [78] aim at reducing I/O cost. The proposed technique, SNIF, scans the
dataset two to three times, and reduces I/O cost by keeping a sample set of small size in memory
to build a summary of the original dataset. The sample’s size is proven to occupy less than 10%
of the total dataset’s size. This summarization is then used to early prune normal data points.
The I/O overhead of SNIF is proven to be O(N). However, as pointed out in [13] the time
complexity aspect of SNIF is not optimized. Motivated by that, Angiulli et al. [13] introduce a
new detection technique with linear CPU and I/O cost called DOLPHIN. DOLPHIN builds a
data structure called DBO-index in memory for scanning the considered dataset. DBO-index
exploits pivot-based indexr for executing range query search. Its size is empirically verified to be

less than 2% of the dataset’s size. Through extensive experimental results, DOLPHIN is shown
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to yield much better performance than existing distance-based techniques such as ORCA (the
most efficie