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Summary 

 

This thesis primarily focuses on the design, modeling and performance analysis of various 

types of network protocols related to dynamic mobility in the network layer and the 

minimization of the data collisions in the Medium Access Control (MAC) layer for mobile 

ad hoc networks. 

 

The first focus of this thesis is the modeling and analysis of the probabilistic characteristics 

of host mobility in an ad hoc network. The performances of the mobility in terms of link 

available time and the average number of link changes for an end-to-end connection are 

analyzed using mobile handover model [1] and the random walk model [2], respectively. 

The analysis of random walk model is especially complicated, but it is able to accurately 

describe the complicated host movement in an ad hoc network. On the other hand, the 

mobile handover model can be simply applied to characterize host mobility when hosts 

move at relatively higher speeds with less variation. 

 

In this thesis, cluster structure is used to enhance network scalability. A novel k -hop 

clustering approach is proposed for creating more stable clusters than other existing 

clustering schemes. Moreover, based on the k -hop clustering structure, a novel location 

service protocol is presented for a large scale ad hoc network. Using an efficient inter-cluster 

location update mechanism, the proposed k -hop Clustering Based Location Service (KCBL) 

protocol is able to provide accurate mobile host location information in the neighborhood 

cycle. The high ability to tolerate link breakage and well reliability makes KCBL well-suited 

to provide efficient and robust location service and mobility management for large scale 

networks.  
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In ad hoc networks, broadcast is the only reliable delivery method when mobile hosts move 

arbitrarily at high speeds. Since the geometry-based broadcast protocols are more efficient 

than topology-based broadcast protocols for ad hoc networks with drastic host mobility, the 

research in this thesis aims at improving the performance of geometry-based broadcast 

protocols in terms of broadcast coverage. The analysis of coverage for both single-hop 

broadcast relay case and multihop broadcast relay case are presented. The upper bound of 

broadcast coverage is able to provide useful information for the design of optimal broadcast 

relay scheme in ad hoc networks. Such a scheme can be easily combined with the other 

existing geometry-based broadcast protocols for effective forwarding of packets. 

 

The second significant focus of this thesis is to resolve the hidden terminal problem and the 

exposed problem [3][4] caused by large interference range in the MAC layer. With the aid 

of dual busy tones signaling, two approaches are proposed. The first approach is an 

enhancement scheme to IEEE 802.11. The second approach is to exactly signify the 

interference range by adjusting the transmission power of busy tones. Both approaches are 

able to prevent data collisions during the transmissions of data/ACK packets. The 

performance analysis of the proposed schemes is done using discrete Markov chain to derive 

the saturation throughput of CSMA MAC protocols under two-ray ground path-loss model. 

The performance evaluation is presented in terms of the approximate throughputs and the 

blocking areas. The numerical results show that the two proposed schemes outperform IEEE 

802.11. Especially, the second proposed scheme is able to simultaneously resolve both of the 

hidden terminal problem and the exposed problem. 
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Chapter 1  Introduction 

 

Wireless networks have experienced significant evolution in recent years. One of the most 

rapidly developing areas is Mobile Ad Hoc NETworks (MANETs), which consists of a 

number of geographically distributed mobile hosts including laptop, palmtop, Internet 

mobile phone, sensor and etc. An ad hoc network is a self-organizing and adaptive mobile 

network, which is operating on mobile hosts on demand basis without specific user 

administration or configuration, where mobile hosts are acting as routers in a distributed 

manner. Compared with the other types of networks, such as cellular networks or satellite 

networks, the most distinctive feature of mobile ad hoc networks is the lack of any fixed 

infrastructure.  

  

The concept of ad hoc network can date back to the DARPA project and multihop multiple 

access packet radio network (PRNET) in the 1970's [5][6][7]. However, it has received 

significant attention recently due to the development of wireless technology and mobile 

computing. In an environment lacking of fixed communication infrastructure, such as 

military battle field or emergency rescue area, ad hoc networks can be easily installed to 

provide effective communications. Moreover, wireless sensor network [8][9][10], as a 

special form of ad hoc networks, is widely used for digital battle field environmental or 

weather information gathering. In civilian areas, ad hoc networks can be deployed for 

commercial gatherings such as meetings, conferences, exhibitions and workshops. Bluetooth 

technology [11][12][13], which replaces cables by wireless connections, can be views as 

special kinds of ad hoc networks. New applications based on ad hoc networks have made ad 

hoc networks become an important part of wireless communication structure. 
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1.1 Motivation 

 

When wireless devices are popularly used, ad hoc networks have the potential to simplify the 

deployment of the wireless network and make the communications “anywhere at anytime”. 

Although ad hoc networks are able to provide the users great flexibility, the design of ad hoc 

networks faces serious challenges.  The salient characteristics of ad hoc networks can be 

summarized as follows: 

 

(1) Mobility: In an ad hoc network, mobile hosts are free to move arbitrarily and also 

mobile hosts must self-organize and reconfigure accordingly whenever they move, join 

or leave the network. Therefore, the network topology may change frequently and 

unpredictably, which makes it difficult to find suitable routes from the source to the 

destination. On the other hand, continuous change of mobility rates certainly increases 

the difficulties of the traffic control to maintain the route path across network or to 

switch to the alternative route when the existing link is failed. Furthermore, such 

mobility problems also raise the difficulties for Quality of Service (QoS) support in the 

network since the available resources are always varying. 

 

(2) Multihop: When the distance between two mobile hosts in the network exceeds their 

radio transmission range, packets must be relayed by other inter-mobile hosts. 

Consequently, when network has multihop topology, packets store-and-forward routing 

is required across network. In conventional cellular networks or wireless networks 

[14][15], the wireless path is only active in the last hop between the base station and 

mobile user. By contrast, in ad hoc networks, all links across the network are wireless 

paths, which bring many challenges to the design of MAC as well as the routing 
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protocols. On the other hand, since mobile hosts are acting as router to store-and-forward 

across an ad hoc network, therefore, the security problems such as eavesdropping and 

spoofing have become another important issue in ad hoc networks [16][17]. 

 

(3) Contention: Comparing to the conventional cellular networks, ad hoc networks lack 

centralized control mechanism and global synchronization. Hence, Time Division 

Multiple Access (TDMA) and Frequency Division Multiple Access (FDMA) schemes 

are not suitable to ad hoc networks. Although the multihop topology allows spatial reuse 

of the wireless channels but the access to the wireless channels must be made in a 

distributed fashion. In this case, the nature of multihop wireless communication may 

result in significant contention for sharing the wireless channels in ad hoc networks. On 

the other hand, packet collision control over the multihop wireless channels in ad hoc 

networks requires numerous control overheads and unnecessary bandwidth consumption. 

Therefore, the MAC protocol in ad hoc networks must contend to access the channel 

with the capability to avoid possible packet collision between the neighboring mobile 

hosts. 

 

(4) Portability: Mobile devices today are mostly operated by batteries, which are still 

lagging behind wireless technology. The limited power capacity of mobile hosts implies 

the need for power conservation [18]. On the other hand, wireless connection links in an 

ad hoc network have significantly lower bandwidth than those in the conventional 

infrastructure networks. The scarce bandwidth decreases even further due to the effects 

of multiple access, signal interference and channel fading. 
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The above mentioned technical challenges certainly affect the issues of system design 

and performance relate to physical layer, MAC layer, network layer and application 

layer including spectrum allocation, signal power control, MAC protocol design, 

routing protocol design, mobile host mobility management, mobile host location service, 

and QoS support. Since these problems in ad hoc networks are inherently difficult (NP-

complete), network designers are often forced to look for suboptimal solutions. The 

research goal of this thesis is aimed at the modeling and performance analysis of mobile 

host mobility management, mobile host location service, packet broadcasting relay 

protocol and MAC protocol. 

 

Unit disk graph [19] is a predominant analysis model [20][21][22] to study the topologies of 

ad hoc networks. The probabilistic analysis via unit disk graph is a good approximation to 

evaluate the performance of ad hoc networks. In this thesis, a randomly distributed ad hoc 

network can be modeled by a unit disk graph ( , )G V E= , where V  is the set of all the hosts 

in the network, and E  is the set of bi-directional links. A host ih V∈ , or simply host i , 

represents the host with distinct host ID i . In a homogenous network, all the hosts have the 

same radio transmission range with radius r . The hosts, which are located inside of the 

transmission range of, ih  are called the neighboring hosts of ih . A link ( , )i jh h  denotes a 

wireless link between two hosts ih  and ih  with the Euclidean distance i jh h r≤ . Hosts find 

out their neighboring hosts through a Neighborhood Discovery Protocol, in which each host 

periodically sends a beacon to its neighboring hosts to indicate “I am alive”. Two non-

neighboring hosts communicate through multihop routing. In this case, the distance between 

hosts ih  and jh   is defined as the minimal number of hops between the two hosts. 
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1.2 Objectives 

 

The key issue of an ad hoc network is the flexible host mobility, since it is able to affect the 

validity of routes directly. Hence, the drastic host movement may degrade network 

performance. The first goal of this thesis focuses on mobile host mobility analysis and the 

approach to reduce the effects of mobile host mobility on the network performance. A novel 

mobile location service protocol based on clustering structure is proposed to provide 

mobility management for large scale ad hoc networks. On the other hand, a broadcast relay 

approach is used to effectively rebroadcast packets. 

 

The network performance in ad hoc networks are usually measured in terms of  link/path 

throughput, transmission delay, control overheads and call blocking probability, which are 

highly related to host mobility. In the research works that have been done so far, simulation 

is used as the major tool to evaluate ad hoc network performances by taking account of host 

mobility [23][24][25][26][27], in which the distribution of host velocity varies as simulation 

progresses. Therefore, the network performance can reach steady values after a long 

simulation time until the simulation converges to steady state. Alternatively, the analytical 

derivations of mobility characteristics can directly provide stationary results to evaluate 

network performance, but such theoretical mobility analysis has not been used due to the 

complexity and flexibility of mobile host random walking movement in ad hoc networks. 

One task in this research is to formulate the mobility parameters in terms of link available 

time and the average number of link changes for host to host connections. The numerical 

results can be widely used in the design of ad hoc networks including traffic flow control, 

routing path selection, channel assigning, control overhead estimation and QoS management. 
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These formulas are also used as the theoretical fundamentals for the further performance 

evaluation in this thesis. 

 

On the other hand, drastic host mobility is the major obstacle in the design of large scale ad 

hoc networks. The network routing protocol and the hierarchical network architecture based 

on mobile host locations are the two important technologies related to the stability and 

scalability of ad hoc networks. Mobile host location information has recently been applied to 

improve the performance of routing protocols [28][29][30][31][32], in which mobile hosts 

are able to obtain their own location information by using the low power low cost Global 

Positing System (GPS) receivers.  

 

Due to the technology development in signal processing and VLSI (Very Large Scale 

Integration) design, the price of GPS chip has been dropt to only a few dollars. On the other 

hand, the use of Differential GPS can offer positional accuracies in a scale of a few meters. 

Therefore, it is reasonable to assume that each host in ad hoc network is able to be equipped 

with a GPS chip in the near future. However, in an indoor environment, the GPS signal may 

be too weak to determine location information. In this case, other available techniques 

[33][34] can be used to replace GPS. For example, the Time of Arrival (TOA) method 

[33][35] is able to obtain the distance between two mobile hosts in indoor environment. 

Despite the distance measurement errors and the motion of the hosts, a distributed GPS-free 

algorithm [33] can be applied to calculate relative coordinates and provide enough stability 

and location accuracy to sustain basic network functions. 

 

Under a location based routing protocol, a mobile host must know the location information 

of the other mobile hosts to which the packets are going to be sent. Both the destination host 
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location information and the source host location information must be labeled in the packet 

header. For intermediate host, it needs to know the location of the neighboring hosts in order 

to select proper host for forwarding data packet. Typically, location service is responsible for 

the above tasks. 

 

However, most location based routing protocols have assumed that the location information 

of mobile hosts in the network is given. In this case, the location service protocol is required 

to associate each individual host to find the physical location or the logical affiliation. Mobile 

hosts must register their current location with the server. When a host does not know the 

location or logical affiliation of a desired communication partner in the network, it contacts 

the location server for the location information. However, the location server [28][32][36][37] 

in an ad hoc network can only be provided in a distributed manner, since location servers are 

dynamically selected from the ordinary hosts equipped with the same devices.  

 

On the other hand, hierarchical strategies [32][38][39][40][41] are used to construct large 

diameter ad hoc networks. The most popular way of building hierarchy is to group hosts 

geographically close to each other into clusters [39][40][41]. Cluster architecture makes a 

large network appear much smaller, and make a highly dynamic topology appear much less 

changing. Each cluster has a cluster-head to manage the membership on behalf of the cluster. 

An efficient clustering scheme tends to keep cluster-heads as stable as possible, and preserve 

clustering structure when a few hosts are moving. Otherwise, high processing and 

communication overheads should be paid to reconstruct the clusters. Since the cluster size of 

k -hop cluster ( 1k > ) is more than that of 1-hop cluster, k - hop cluster structure has more 

scalability. A novel k -hop Compound Metric Based Clustering (KCMBC) approach is 

proposed to create stable cluster structure in a dynamic environment. 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 8

 

Since the cluster-head acts as a local coordinator within the cluster, the instinctive and best 

role of location server is the cluster-head itself. Our proposed location service protocol is 

based on k -hop clustering structure. The cluster-heads works as distributed location servers, 

which maintains the inter-cluster connectivity and the membership of each cluster. The 

location enquiry from a cluster member can be immediately responded by its cluster-head. 

As routing is still operated in a flat network structure, the communication bottlenecks at 

cluster-heads are avoided and the reliability of location service is increased. Moreover, the 

inter-cluster location update mechanism well balances the trade off between the 

communication overheads and the accuracy of location information. With good stability and 

scalability, our proposed  k -hop Clustering Based Location Service (KCBL) protocol is able 

to provide location service for most routing protocols.  

 

Because of the ever-changing topology, ad hoc networks use broadcasting as one of the 

fundamental protocols. Especially when packets are transmitted to multiple hosts, broadcast 

is more efficient than unicast or multicast [42][43]. It is more important that the broadcast is 

the only reliable delivery method when mobile hosts move arbitrarily at a high speed. There 

are many routing protocols [44][45][46][47][48] that rely on broadcast to discover routing 

information and implement routing recovery. Current research on optimal broadcasting 

mechanisms in ad hoc networks has been focusing on minimization of the number of 

broadcasts and the efficiency of delivering packets to the other hosts in the network. In this 

thesis, the research aims at improving the performance of geometry-based broadcast 

protocols [49][50][51][52], which choose the forwarding hosts according to the geometry 

location information of the neighboring hosts. The upper bound of broadcast coverage area 
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can be used to design a novel broadcast relay scheme, which can help geometry-based 

broadcast protocols to achieve higher delivery rate and lower number of broadcasts.  

 

Medium access control is another active research area for ad hoc networks. Although  IEEE 

802.11 MAC [14][53] is widely used in ad hoc networks, the RTS/CTS handshake and 

virtual carrier sensing function contained in IEEE 802.11 MAC are not effective to be used 

for the estimation of interference in ad hoc network environment. This is because that hidden 

hosts cannot hear RTS/CTS dialogues when the interference range becomes large (the detail 

can be found in Section 6.2). In the second part of the thesis,  two novel MAC schemes are 

proposed to help IEEE 802.11 to combat the hidden terminal problem and the exposed 

problem [3][4] caused by large interference range. With the aid of dual busy tones, one 

scheme is a simple enhancement to IEEE 802.11, and the other is to exactly signify the 

interference range by adjusting the transmission power of busy tones. Both the schemes are 

able to prevent all collisions during the transmissions of data/ACK packets. The proposed 

Variable Power Dual Busy Tone (VPDBT) MAC balances the trade off between spatial 

reuse and collision avoidance. Furthermore, using discrete Markov chain, we present an 

analytical model to derive the saturation throughput of the CSMA protocols under two-ray 

ground path-loss model.  

 

1.3 Major Contributions of the Thesis 

 

• First of all, probabilistic analytical models are proposed to formulate the stochastic 

characteristics of a homogenous ad hoc network with respect to: (1) the average 

number of neighboring hosts of each host, (2) the average number of hops for an 

arbitrary communication pair, (3) the link available time and (4) the average number 
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of path/link changes for each connection. Especially, the latter two mobility related 

parameters are derived using mobile handover model [1] and the random walk model 

[2]. The formulas are derived using the relative velocity between neighboring hosts, 

which is assumed to follow a general distribution during each moving epoch. 

Moreover, the study focuses on the performance of mobility in a specific case where 

the host random moving including speed and direction is assumed to have a uniform 

distribution, which has commonly been used for investigations on ad hoc networks. 

Although the random walk analytical model is more complicated, it can better 

describe the complicated host movement in an ad hoc network. The analysis based 

on random walk model can better evaluate the performance of network than that 

based on the mobile handover model. Furthermore, the mobile handover model can 

be simply applied to characterize host mobility when hosts move at relatively fast 

speeds, or hosts change their speeds slowly. 

 

• A novel k -hop Compound Metric Based Clustering (KCMBC) approach is proposed, 

which not only inherits the scalability of k -hop clustering for large diameter 

networks, but also uses some innovations to improve the performance of clustering: 

(1) the average link expiration time of each host is used to characterize the degree of 

mobility of a host with respect to its neighboring hosts; (2) only the cluster-head 

candidates, which satisfy the condition of host mobility, can be elected as cluster-

heads; (3) the compound metric combining host connectivity, the average link 

expiration time and host ID is used to select cluster-heads; (4) the distance related 

converge-cast takes the place of gateway initiated converge-cast to gather the 

information of cluster members. (5) an efficient cluster maintenance mechanism is 

employed to cope with local topology changes. Simulation experiments show that 
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clusters created by the KCMBC approach have modest and uniform cluster size. 

With respect to other clustering schemes, KCMBC can increase the cluster-head 

duration significantly. 

 

• A new k -hop Clustering Based Location Service (KCBL) protocol is proposed. 

Under KCBL, cluster-heads are dynamically distributed and assigned to perform the 

location server function. Cluster ID or Cluster-head’s coordinates are used to 

represent the location of all members in the cluster. A source host can obtain the 

location information of the destination by simply sending one location enquiry to its 

cluster-head. Considering the distance effect [54] and host mobility, an efficient 

inter-cluster location update mechanism largely reduces the communication 

overheads. KCBL provides more accurate location information in the destination’s 

neighborhood and less accurate information for the hosts far away. The frequency of 

inter-cluster location updates can be determined by the mobility pattern of this 

cluster or the group characteristics. All of these above features ensure that KCBL has 

good scalability. In addition, due to the benefits of the cluster structure and 

distributed cluster-heads, KCBL is able to increase the performance of routing 

protocols, in terms of overhead reduction and route recovery. With good scalability 

and the ability of self-organization, KCBL is able to adapt to accommodate most 

applications of MANET.  

 

• The performances of the KCBL protocol are evaluated in terms of control overheads, 

cost for location management, and the accuracy of location enquiry response. 

Simulation results indicate that the total cost of location management in KCBL is 

much less than the cost of a link state protocol. Both the overhead in the initial stage 
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and the total cost of location management reduce with the increase of k . A large 

value of k  can not only suppress the increase rate of the total cost while the number 

of hosts in the network increases, but also increase the hit probability of location 

service, and reduce the passive effect of host mobility on control overhead and the hit 

probability. Moreover, a suitable value of scaling factor σ  can balance the trade off 

between the cost and the accuracy of location service. 

 

• The analysis of the coverage area for both single-hop broadcast relay case and 

multihop broadcast relay case are presented. The upper bound of broadcast coverage 

is obtained, which is used for the design of a novel Forwarding Host Selection (FHS) 

broadcast relay scheme. Differing from common geometry-based protocols, the FHS 

scheme is based on both the relative distance and the forward angle information of 

neighboring hosts. The hosts within the symmetrical area have higher priority to 

rebroadcast the packet than other hosts. With little extra overhead and computational 

load, FHS can help many geometry-based broadcast protocols achieve high delivery 

rate and low number of rebroadcasts. Simulation shows that the broadcast 

performance improved by the FHS scheme increases when the network host density 

increases. The geometry-based protocols combined with FHS work reliably for 

highly dynamic ad hoc networks. 

 

• In the MAC layer, the research focuses on the performance of IEEE 802.11 in the 

open space environment with large interference. Based on dual busy tones, two novel 

MAC schemes are proposed to reduce most interference under two-ray ground path-

loss model. Both the schemes are able to eliminate all conflicts during the 

transmissions of data/ACK packets. Among them, Fixed Power Dual Busy Tone 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 13

(FPDBT) MAC is a simple enhancement to IEEE 802.11 DCF, and Variable Power 

Dual Busy Tone (VPDBT) MAC use busy tone sensing to replace the virtual carrier 

sensing and physical channel sensing implemented in IEEE 802.11. Using VPDBT 

MAC, the dual busy tones can exactly cover the interference range of a transmitter-

receiver pair. Hence, VPDBT has optimal spatial reuse, and it can simultaneously 

solve the hidden terminal problem and the exposed problem. 

 

• One analysis model is presented to derive the saturation throughput of CSMA MAC 

protocols under two-ray ground path-loss model in ad hoc networks. Moreover, we 

formulate the approximate throughputs and the blocking areas for IEEE 802.11, 

FPDBT and VPDBT. Numerical results show that VPDBT has the best performance, 

followed by FPDBT and IEEE 802.11. Both the VPDBT scheme and the FPDBT 

scheme can enhance the performance of IEEE 802.11 DCF 

 

1.4 Organization of the Thesis 

 

This thesis is organized as follows. Chapter 1 is the introduction that presents the 

context and motivation of research topic including (1) the major characteristics of ad 

hoc networks, (2) highlight the major contributions of this thesis, including mobility 

analysis, the design and performance analysis of a novel clustering scheme, location 

service protocol, new broadcast relay scheme, and MAC schemes for IEEE 802.11 

enhancement. 

 

Chapter 2 concentrates on the analysis of host mobility in an ad hoc network. 

Combining the relative velocity between two neighboring hosts, the mobile handover 
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model and the random walk model are deployed to derive the characteristics of random 

host mobility, in terms of the link available time and the average number of path/link 

changes for an end-to-end connection. Moreover, two important network parameters, 

namely the average number of neighboring hosts of each host and the average number 

of hops for an arbitrary communication pair, are formulated in this chapter. 

 

Chapter 3 presents a novel KCMBC approach, which overcomes the drawback of Max-

Min heuristic [55] while keeping the same fast convergent speed and good scalability. 

Performance evaluation indicates KCMBC is able to create more stable and more 

uniform cluster structure.  

 

Chapter 4 proposes a new KCBL protocol, which is able to provide fast response for 

location enquiry. The details of the location information update are described, and the 

benefits that KCBL brings to routing protocols are also discussed. The performances of 

the KCBL protocol are evaluated in terms of control overheads, cost, and the accuracy 

of location service. The KCBL protocol is able to adapt the frequency of location 

updates in an ad hoc network with variable host mobility, and balances well the trade 

off between control overheads and the accuracy of location service. 

 

Chapter 5 presents the conditions to achieve the upper bound of broadcast coverage in 

an ad hoc network, which is useful for the design of suboptimal broadcast relay scheme. 

Secondly, a novel FHS broadcast relay scheme is proposed, which is able to forward 

packets effectively, especially when network host density is heavy. Simulation 

experiments on delivery ratio and the number of forwarding hosts show FHS is able to 

enhance the performance of geometry-based protocols 
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Chapter 6 focuses on the MAC design for improving the performance of IEEE 802.11 

with large interference range. Two novel MAC schemes named FPDBT and VPDBT 

are proposed. In order to compare the performances of IEEE 802.11 and the two 

enhanced versions, this chapter presents the first analysis model to derive the saturation 

throughput of CSMA MAC protocols under two-ray ground path-loss model in ad hoc 

networks. Through the performance evaluations in terms of blocking area, saturation 

throughput and aggregate throughput, it can be found that our two proposed MAC 

schemes outperform the original IEEE 802.11, and VPDBT is able to solve the hidden 

terminal problem and the exposed problem simultaneously. 

 

Conclusion of the thesis and suggestions for future research are presented in Chapter 7. 

It summarizes the proposed protocols and schemes of this thesis as well as highlights 

the performance results and suggestions.  
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Chapter 2  Mobility Analysis of Mobile Hosts 

with Random Walking in Ad Hoc Networks 

 

2.1 Introduction 

 

Host mobility is one of the most important functions of routing protocols in support of 

ad hoc networks. Since an ad hoc network works in dynamic environment, the mobility 

parameters [20][56][57][58][59][60] are usually considered in traffic flow control, 

routing path selection, mobile channel assigning, control overhead estimation and QoS 

management. For example, the link available time can be used to schedule wireless 

medium access, to assign the exchange rate of “Hello” packets among neighboring hosts 

and to arrange location update in location service protocols. Because of flexible host 

movements, the analysis of mobility characteristics for MANET is a very challenging 

work.  In many literatures, these parameters are assumed to be given, although this 

assumption is impossible due to lacking of corresponding analytical models. Hence, this 

chapter focuses on formulating mobility parameters, in terms of link available time and 

the average number of link changes for each connection. 

 

On the other hand, host mobility also plays a critical role in the design of ad hoc 

networks including estimation of offered traffic load, dimensioning of signaling 

overhead, estimation of channel holding time and user location updating. However, each 

host in an ad hoc network moves with independent velocity and direction. There is no 

fix point of reference in this dynamic environment, which is unlike in cellular networks 

where the mobility of hosts is relative to a fixed base station. Hence, the mobility model 
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used in cellular networks cannot be applied to ad hoc networks directly. By considering 

the relative velocity between two neighboring hosts, the mobile handover model [1] and 

the random walk model [2] are deployed in this chapter to derive the random 

movements of hosts. Although the random walk model is more complicated, it matches 

the ad hoc network environment and is able describe the movement of mobile host more 

accurately. On the other hand, with slight modification, the probabilistic model of the 

random walk mobile profile can be also applied in the mobility analysis for cellular 

networks or clustering structures in ad hoc networks. 

 

A number of mobility models [2][61][62] are applied in simulation and analytical 

studies of ad hoc networks and cellular networks. Mobility models in cellular networks 

are used to determine the distribution of the occupancy time for a mobile in a fixed 

cellular. Hong and Rappaport [1] have investigated the cellular mobility. In their works, 

the cell residence time distributions in the mobile handover model is derived under the 

condition of mobile hosts moving in random direction at a constant speed with uniform 

distribution. This derivation has been commonly used in the study of handover 

problems. Zonoozi [63] investigated the performance for the random trajectory of 

mobile node using simulation. His results show that gamma distribution may provide a 

good approximation for the cell residence time. The cell residence time of cellular 

system, labeled as the mobile sojourn time, is also investigated by other researchers 

[64][65].  

 

However, there is no report of research on link available time and other relevant 

mobility parameters for ad hoc networks. Unlike cellular system in which mobility is 

measured relative to fixed base stations, the mobility analysis in ad hoc networks 
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becomes more complicated because both the transmitter and the receiver of a link are 

mobile. In [66], the two-body-mobility problem in wireless ad hoc networks is reduced 

to one-body-mobility problem by introducing relative position and motion. In this 

literature, the probability of link availability is analyzed with the assumption of 

Rayleigh distributed random mobility vector, and the mobility model provides the basis 

for dynamically grouping hosts into clusters. 

 

This chapter studies the mobility performance based on the relative velocity between 

two neighboring hosts. Firstly, this chapter focuses on the performance analysis of ad 

hoc mobility that hosts are randomly moving at speeds with general distribution. 

Secondly, the study focuses on the performance of mobility in a specific case where the 

host random moving including speed and direction is assumed to be uniform 

distribution, which has commonly been used for the investigations of ad hoc networks. 

 

In this chapter, both the mobile handover model [1] and the random walk model 

[2][65][66][67] are applied to evaluate the mobile characteristics in ad hoc networks. 

The random walk model is memoryless mobility pattern and a widely used mobility 

model for wireless networks. This model is equivalent to the random waypoint model 

without pause times, which is a popular mobility model used in simulation experiments 

[27][68][69] for ad hoc networks. Therefore, the analysis results can be migrated to 

some cases of the random waypoint model. The derivation methods in this chapter can 

be used to formulate the characteristics of other mobility models for ad hoc networks. 
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2.2 Relevant Technological Terms 

 

In order to formulate the mobility parameters for ad hoc networks, two relevant static 

parameters of ad hoc networks, called the average number of neighboring hosts of a 

host (the average host degree d  in the network) and the average number of hops aH  for 

arbitrary communication pair, are considered. 

 

2.2.1 The Average Host Degree 

 

It is supposed that N  mobile hosts are uniformly distributed in an ad hoc network. Let 

0p  denote the probability that a particular host is the neighboring host of another host 1. 

Since the connectivity between two arbitrary hosts is identically, independently, 

distributed (i.i.d.), the probability that n  neighboring hosts are located inside of the 

transmission range of a particular host is given by 

1
0 0
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(1 )n N n
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p p p

n
− −− 

= − 
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The average degree of each host can be obtained as 
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Using Binomial Theorem, then the average degree in the network is given by 

                                                 

1 
0p  can be given by 2

0 /p r Sπ= , where r  is the transmission range of each host, and S  is the area of the 
network. 
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0 0 0 0( 1)( 1 ) ( 1)Md p N p p p N= − + − = −       (1) 

 

2.2.2 The Average Number of Hops for a Communication Pair 

 

Figure 2-1. The progress distance of one hop 

 

This subsection derives the average number of hops for arbitrary communication pair in an 

ad hoc network. As shown in Figure 2-1, the radio transmission range of each host is a 

circular area of radius r . Host ih  has packets to be delivered to host jh  which is located 

outside of ih ’s transmission range. The distance between ih  and jh  is represented by x . In 

order to send packets to jh , ih  usually selects a host located in the shadow for forwarding 

packets. When i jx h h r= � , the area AS  of the shadow area A  can be approximated as:  

2 22
2AS r rπ α
π

≈ = ,   

where i jEh hα = ∠ . Since the line segment ih F  is the diameter of the circle which is 

centered at jh  with the radius x , iFEh∠  is a right angle and 
2
rarccos
x

α = . Therefore, 

2

2A
rS r arccos
x

≈ ⋅  
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In Figure 2-1, the arc qMN  is centered at jh  and inside of the shadow area A . Let w  denote 

the shortest distance from ih  to the arc qMN . Since all hosts located on arc qMN  have the 

same progress distance w  [70] with respect to jh ,  and q 2 22MN CD r w≈ = − , then the 

Probability Density Function (PDF) of w  is given by 

q 2 2

2

2 ,0
( )

2
0,                                elsewhere

AW

MN r w w rrSf w r arccos
x


− ≈ ≤ ≤=  ⋅




 ,     (2) 

and the Cumulated Density Function (CDF) of w  is given by 
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Assuming that hosts are randomly located in an ad hoc network with uniform distribution, 

then the average number of neighboring hosts located in the shadow area A  is given by 

2 2
A

A
S d rd d arccos
r xπ π

= ≈ ⋅ , 

where the average degree of a host can be derived by equation (1). The nearest integer no 

larger than Ad  is denoted as AI Ad d=    . 

 

For a mobile host ih  in an ad hoc network, when it selects the next hop to deliver packet, it 

usually selects the neighboring host that has nearest distance to the destination jh  

[71][72][73], i.e., the neighboring hosts that are located in the shadow area A  with the 
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maximum progress distance to ih . Let (n 1,2, )n AIw d= "  denote the progress distance of 

each neighboring host of ih , with the same distribution expressed by equation (2). Since the 

location of hosts is independent, the maximum progress distance Aw  can be given by 

1 2( , , ,  )
AIA dw Max w w w= " , 

The CDF of Aw  can be obtained as 

1
( ) ( ) ( )AI AI

A n

d d
W A W n Wn

F w F w F w
=

= =∏  

The PDF of Aw  is given by 
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The expected mean value of Aw  can be obtained as 
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Let al  denote the distance between two arbitrary points located within the square area [ ]20, l . 

According to [70], the average number of hops for an arbitrary communication pair can be 

approximated as 

2
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where 
1.043A

d rd arccos
lπ

 ≈   
.  

The expected mean of al  can be expressed as the quadruple integral 

2 2
1 2 1 2 1 2 1 24 0 0 0 0

1( ) ( ) ( )
l l l l

aE l x x y y dx dx dy dy
l

= − + −∫ ∫ ∫ ∫     (5) 

According to [74][75], ( )aE l  is given by 

2 2 ln(1 2)( ) 0.5214
15 3aE l l l

 + +
= + ≈ 
 

 

 

In equation (4), when l  is a fixed value, aH  is determined by the transmission range r  and 

the average degree d  of each host. Figure 2-2 shows the curve of aH  in a square area with 

10l =  units. It is clear that aH  largely decreases with the increase of r , and the increase of 

d  results in the decrease of aH . 

 

Figure 2-2. Average number of hops aH , 10l =  units 
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2.3 Modeling and Performance Analysis for Network 

Mobility 

 

The ad hoc mobility modeling proposed in this section is a continuous-time stochastic 

process, which characterizes the movement of mobile hosts in a two-dimensional space. The 

two-body-mobility problem in wireless ad hoc networks is reduced to single-host mobility 

problem by introducing the relative velocity between two neighboring hosts. 

 

Figure 2-3. Relative velocity vector between two hosts 

 

As shown in Figure 2-3, the instantaneous moving of two neighboring hosts ih  and jh  are 

represented by velocity vector iv  and jv , respectively. In order to simplify the modeling, ih  

is located at the center point of the “cell” which has a radio transmission range of radius r , 

as a reference point, while jh  is moving in the range of the “cell”. Therefore, the 

instantaneous velocity difference between ih  and jh  can be represented using a relative 

velocity vector d j i= −v v v . If the moving rates of these two vectors iv  and jv  are all in a 

range of (0, )mV  with a general distribution, where mV  is the maximum moving rate, then the 

moving rate of velocity dv  is obviously in the range of (0,2 )mV . In this case, the 

corresponding mobility of these two hosts can be modeled as the problem whether jh  
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remains in the “cell” of ih . On the other hand, the distribution of link available time between 

ih  and jh  is able to be calculated using the PDF of relative velocity vector dv . 

 

2.3.1 Host Sojourn Times 

 

Figure 2-4. The sojourn time for host jh  traveling across conjoint hosts 

 

Figure 2-4 illustrates that host jh  travels through conjoint hosts ih  ( 1, 2,3,...i = ) while jh  

keeps an end-to-end connection to communicate with its destination. At any time, jh  is 

located in the transmission range of at least one host, and jh  is always able to switch the 

communication link to the conjoint hosts to maintain an active link when the existing link is 

broken. For example, when jh  moves out from the cell of 1h , the handover occurs that a 

new wireless link between jh  and 2h  is established to replace the previous link between jh  

and 1h . Accordingly, an alternative path will be discovered to keep the on-going 

communication between jh  and its destination. As shown in Figure 2-4, iT  is the link 

available time of the wireless link between jh  and individual ih  ( 1, 2,3,...i = ). In this case, 
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the link available time is defined as the sojourn time XT , which is similar to the remaining 

sojourn time [64] in the cell for call initialization in cellular system 

 

Figure 2-5. The sojourn time for host jh  traveling across disjointed hosts 

 

On the other hand, as shown in Figure 2-5, if the host density in an ad hoc network is low, 

then mobile host jh  cannot connect to any other host when jh  leaves from the cell of its 

previous neighboring host ih  ( 1, 2,3,...i = ). The end-to-end connection between jh  and the 

corresponding destination has to be terminated before the communication task is completed. 

In this case, the link available time of the wireless link between jh  and individual ih  

( 1,2,3,...i = ) is named as the sojourn time ST , which is equivalent to the sojourn time in an 

intermediate cell of cellular network [64]. 

 

Combining the host sojourn time XT  and ST , the average link available time is given by 

( ) (1 ) ( )HAV X ST E T E Tξ ξ= + − ,         

where ( )XE T  and ( )SE T  are the expected mean values of the sojourn time XT  and the 

sojourn time ST , respectively, and ξ  is the probability that the host jh  is located inside of 
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the cell of another neighboring host at the moment when jh  leaves from the transmission 

range of ih . 

 

Figure 2-6. The average length of arc pAB  

 

As shown in Figure 2-6, the hosts that are located in the circular area of the center ih  with 

the radius 2r , are defined as the conjoint hosts of ih . Then, ξ  can be derived by calculating 

the average length of arc pAB 2, which is the arc on the boundary of ih ’s transmission range 

and inside of the transmission ranges of ih ’s conjoint hosts. The average number of conjoint 

hosts around ih  is given by 

2

2

(2 ) 4hj
rd d d

r
π
π

= =          (6) 

If 1hjd = ,  the average length of pAB  can be obtained as 

p( ) p2 2

2 20 0

2 1 2
4 2 2 2

r rx x rE AB AB dx rarccos xdx
r r r
π π
π

= = ⋅ =∫ ∫  

Therefore, 
p( ) 1

2 4

E AB

r
ξ

π
= =  

                                                 

2 The arc may consist of a few portions if more than one conjoint hosts are located around ih  

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 28

However, when 1hjd > , the conditions of  overlapping arcs among conjoint hosts become 

very complicated and the formula derivation of p( )E AB  is difficult as well. In this case, 

simulation is used to get the numerical results of ξ , which is shown in Figure 2-7. 

 

Figure 2-7.  ξ   versus host degree 

 

Figure 2-7 illustrates that when 3d ≥ , the corresponding value of 0.95ξ > . It is obvious 

that the value of HAVT  is significantly determined by ( )XE T , especially for high host density 

cases. On the other hand, it is clear that the moving scenario shown in Figure 2-5 is 

impossible to provide end-to-end connections in an ad hoc network. Therefore, the following 

analysis presented in this chapter only focuses on the case that a mobile host is always able 

to switch the communication link to the conjoint hosts. In this case, ξ  approximately equals 

one. Therefore, the average link available time can be simply expressed by ( )XE T , i.e., 

 ( )HAV XT E T≈           (7) 
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2.3.2 Average Number of Link Changes for Maintaining of End-to-

End Connection 

 

It is clear that to provide an end-to-end connection in an ad hoc network, an established route 

path must be maintained until the communication task is completed. However, link outage in 

an ad hoc network becomes more significant compared to that in conventional mobile 

networks. Usually, any link outage on this existing path triggers a new route 

discover/recovery process, which may cause route change. On the other hand, in order to 

alleviate control overheads, shorten transmission delay and utilize the network transmission 

capacity efficiently, the link changes must be as little as possible. Therefore, it is important to 

study the average number of link changes for maintaining an end-to-end arbitrary 

communication pair in an ad hoc network 

 

Let pcN  be the number of route changes to maintain an existing end-to-end connection in an 

ad hoc network and hcN  be the number of link changes experienced by a mobile host during 

an end-to-end connection.  Since the mobile host in an ad hoc network is moving randomly, 

it is assumed that mobile link outage along the existing end-to-end route across the ad hoc 

network is independent. Therefore, the expected mean of pcN  can be approximated using  

( ) ( )pc a hcE N H E N≈ ,         (8) 

where aH  denotes the average number of hops for an arbitrary end-to-end route which is 

given by equation (4), and ( )hcE N  denotes the expected mean of hcN  can be obtained using 

the following calculation. 
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As shown in Figure 2-4, it is supposed that host jh  has an established link connection with 

host 1h  at time slot 1T . In order to keep an active link for jh , when jh  leaves from the cell of 

1h  at the beginning of time slot 2T , jh  needs to immediately handover the link connection to 

the following host 2h . If the cells of conjoint hosts ih  are overlapped each other, then  jh  is 

able to continually switch its link at sojourn time  ( =1,2, )iT i " , which follows the 

distribution of the sojourn time XT . Let  ( )
XTf t  be the PDF of  XT , then the Laplace 

transfers of ( )
XTf t  is given by 

* ( ) ( )
T XX

st
Tf s f t e dt

∞ −

−∞
= ∫  

Let random variable CT  denote the holding time of an end-to-end connection. If CT  is 

negative exponentially distributed, then the PDF of CT  is give by ( )    ( 0)C

C

t
T Cf t e tµµ −= > ,  

where 1/ Cµ  is the average connection holding time. Therefore, 

*

0
( ) ( ) ( )C C

T XX

t t
C Tf f t e dt E eµ µµ

∞ − −= =∫        (9) 

The number of link changes experienced by jh  to keep an active link connection as it moves 

can be obtained by [63][65]: 

1 2 1 2 3 1 2 3 4

1 1 2 1 2 3
1 2 3( | , , ) 1 2 3C C C

t t t t t t t t tt t t
hc C C Ct t t t t t

E N t t t e dx e dx e dxµ µ µµ µ µ
+ + + + + +− − −

+ + +
= ⋅ + ⋅ + ⋅ +∫ ∫ ∫" "  

1 1 2 1 2 3

C C Ct t t
C C Ct t t t t t
e dx e dx e dxµ µ µµ µ µ

∞ ∞ ∞− − −

+ + +
= + + +∫ ∫ ∫ "  

1 1 2 1 2 3( ) ( )C C Ct t t t t te e eµ µ µ− − + − + += + + +"  

where the term 1 2

1

1 C
t t t

Ct
e dxµµ

+ −⋅ ∫  represents the first handover experienced by jh  during the 

time interval 1 1 2[ , ]t t t+ , the term 1 2 3

1 2

2 C
t t t t

Ct t
e dxµµ

+ + −

+
⋅ ∫  represents the second handover during 

the time interval 1 2 1 2 3[ , ]t t t t t+ + + , and so on. 
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Considering 1 2 3( ) ( ( | , , ))hc hcE N E E N t t t= "  and using equation (9), the expected mean 

value of hcN  can be given by 

*
* * 2 * 3

*

*

( ) 1( ) ( ) ( ) ( ) 11 ( ) 1
( )

TX

T X XX
TX

TX

C
hc C T C T C

C

C

f
E N f f f

f
f

µ
µ µ µ

µ
µ

= + + + = =
− −

"   (10) 

 

In the rest of this section, the mobile handover model [1] and the random walk model [2][67] 

are used to derive the average link available time and the average number of link changes 

experienced by a mobile host during an end-to-end connection. Specially, the notation 1XT  

and 1hcN  represent the mobility parameters derived by the mobile handover model. The 

notation 2XT   and 2hcN  denote the mobility parameters derived by the random walk model.  

 

2.3.3 Mobility Analysis for the Mobile Handover Model 

 

Figure 2-8. Host sojourn time for the mobile handover model 

 

The first mobility model [1] for ad hoc networks is considered as that (1) the moving rate 

and the moving direction of mobile hosts are considered as independent random variables, 

and (2) mobile host has constant moving velocity while it is moving in the same cell, but the 
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moving velocity including both the moving rate and the moving direction are regenerated 

while the mobile host moves across boundaries from cell to cell. However, the moving rate 

of the mobile host is assumed to be generally distributed, and the moving direction of the 

mobile host is assumed to be uniformly distributed in the range of (0,2 )π .  

 

As shown in Figure 2-8, the radio transmission range of ih  is r . A mobile host jh  moves in 

the cell of ih  starting from an arbitrary point A  with a constant relative velocity. After 

traveling a distance of X in the cell, jh  leaves the cell at point B . Let dv  denote the relative 

moving rate of jh  with respect to ih . The PDF of the distance X  that jh  has traveled in the 

cell is given by [1], that is:  

2 2
2

2 ( ) ,0 2( ) 2
0,       elsewhere

X

xr x rf x rπ


− ≤ ≤= 


       (11) 

Therefore, the sojourn time 1XT  is given by 1 /X dT X v= . Its PDF can be obtained using 

equation (11), that is  

1

2
2 2

20

2( ) ( ) ( ) ( ) ( )
2X d d

r
d dt

T d X d v d d v d d
v tvf t v f tv f v dv r f v dv
rπ

∞

−∞
= = −∫ ∫ ,    0t ≥   (12) 

The cumulated CDF for 1XT  can be given by 

1 10
( ) ( )

X X

t

T TF t f m dm= ∫  

2
2 2

20

21 ( ) 1 ( )
2 2d

r
d d dt

v d d
tv tv tvf v r arcsin dv
r rπ π

 
= − − − − 

 
∫     (13) 

In this case, the average link available time can be obtained as 

1

2
2 2

1 20 0 0

2( ) ( ) ( ) ( )
2X d

r
d dt

X T V d d
v t tvE T tf t dt r f v dv dt
rπ

∞ ∞
= = −∫ ∫ ∫  
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8         (1/ )
3 d

r E v
π

=          (14) 

where (1/ )dE v  is the expected mean value of 1/ dv . 

 

Furthermore, let 
1

* ( )
TX

f s  denote the Laplace transfers of 
1
( )

XTf t . The value of 
1

* ( )
TX Cf µ  can 

be obtained as  

11

2
* 2 2

20 0 0

2( ) ( ) ( ) ( )
2

C C

T X dX

r
t t dt

C T d v d d
tvf f t e dt e v f v r dv dt

r
µ µµ

π
∞ ∞− −= = −∫ ∫ ∫    

2
2 2

2 0 0

2 ( ) ( )
2

Cd
d

r
t dv

d v d d
tvv f v e r dtdv

r
µ

π
∞ −= −∫ ∫       (15) 

According to equation (10), the average number of link changes experienced by jh  during 

an end-to-end connection is given by 

1

1

*

1( ) 1 1
( )

TX

hc

C

E N

f µ

=
−

        (16) 

 

2.3.4 Analysis for the Random Walk Model  

 

The second model for mobility analysis in ad hoc networks is to consider that the moving 

velocity of mobile hosts including both of the moving rate and moving direction in a cell are 

randomly changed rather than that is constant as assumed in the analysis of the first model. 

This model is called random walk model [2], in which mobile host moves from an existing 

position to a new position in a random direction and at a random moving rate. Although the 

random walk model considers a more complicated situation but it matches the mobile host 

moving behavior in ad hoc networks.  
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In the following analysis, it is assumed that the movement epoch of a mobile host occurs at 

the each boundary of fixed time interval eτ , so that the variation of mobile host moving 

velocity is a discrete function of time t .  However, if the fixed time-interval is selected small 

enough, then the discrete moving velocity is able to match the mobile host real-time move. A 

new technical term called Relative Epoch (RE) is defined as the time interval, in which the 

relative movement between two mobile hosts ih  and jh  keeps a constant velocity vector dv . 

However, dv  can be changed randomly from RE to RE. Since ih  and jh  can change their 

movement asynchronously, in this case, the movement epoch change made by either ih  or 

jh  can trigger a new RE. The changes of RE is illustrated in Figure 2-9, where aτ  and 

e aτ τ−  are the durations of REs triggered by ih  and jh , respectively. Since eτ  is small 

enough, in order to simplify the analysis, in the following analysis, it is assumed that the 

duration of RE uses the mean value as 
2 2

e a a e
d

τ τ τ ττ − +
= = . Therefore, RE can be 

expressed using a random mobility profile ( , , )d d dv θ τ , where d dv = v  is the relative 

moving rate between ih  and jh , dθ  is the relative moving direction between ih  and jh , and 

/ 2d eτ τ=  is the average time interval of RE. 

 

Figure 2-9. The relative epoch of ih  and jh  
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As shown in Figure 2-10, mobile host jh  starts random walks in the cell of the mobile 

host ih  from an arbitrary point A  for 1n −  REs ( =1,2,...)n , and walks out of the cell 

coverage range at point B in the n th RE. In this case, the sojourn time 2XT  is equal to 

the time that jh  remains inside of the cell of ih .   

 

Figure 2-10. Host sojourn time for random walk model 

 

Let 'Pr  ( =1,2,...)
X n

n  denote the probability that jh  leaves the cell of ih  in the n th RE. 

'Pr
X n

 equals the probability that jh  resides in the cell for the first 1n −  REs and leaves the 

cell during the n th RE. Since jh  moves randomly in the cell of ih , the event that jh  leaves 

this cell during individual RE is independent, 'Pr
X n

 can be given by:  

' ' '
1Pr Pr (1 Pr )n

X n X X
−= − ,  ( =1,2,...)n        (17) 

where 'Pr
X

 denotes the probability that jh  resides in the cell of ih  during a single RE. 

Since the random walk of jh  in the cell of ih  during a single RE is equivalent to the 

movement of jh  in this cell by using the first mobile handover model, the probability 

that jh  leaves the cell of ih  during a single RE equals the probability that the sojourn 

time 1XT  is smaller than the duration of one RE, i.e., 

' 11 Pr Pr( )X dX
T τ− = <  
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Thus, ' 11Pr 1 Pr( ) 1 ( )
2X

e
X d TX

T F ττ= − < = − , 

where 
1
( )

XTF t  is the CDF of the host sojourn time 1XT  for the first model. Using 

equation (13), 'Pr
X

 can be given by 

'

4
2 2

20

2Pr ( ) 1 ( )
2 4 4

e
d

r
e d e d e d

V d dX

v v vf v r arcsin dv
r r

τ τ τ τ
π π

 
= − − − 

 
∫    (18) 

 

Let '  ( =1,2,...)
X n

T n  be the sojourn time that jh  resides in the cell of ih  until jh  leaves in the 

n th RE. Obviously, '  
X n

T consists of the duration of -1n  REs and the time interval that jh  

resides inside of the cell of ih  during the n th RE, which is denoted as YT . Consequently,  

' =( -1) d YX n
T n Tτ + , ( =1,2,...)n  

The PDF of 'X n
T can be obtained as 

'
(t)= [t-( -1) ]

YX n
T T df f n τ  

where ( )
YTf t  is the PDF of YT . 

The average value of  '  
X n

T  can be derived as 

'

( -1)( )=( -1) ( ) ( )
2

e
d Y YX n

nE T n E T E Tττ + = + ,  ( =1,2,...)n     (19) 

 

On the other hand, the moving that jh  leaves the cell in last RE is similar to the moving that 

jh  travels in the cell of ih  by using the first mobile handover mode. Considering ' dX
T τ≤ , YT  

can be expressed by 1XT , that is:  

1,0
0,  otherwise

dX
YT

T t τ≤ ≤
= 


 

Then, the PDF of YT  can be given by 
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1

1

( )
,0

( )( )
0,      otherwise

X

XY

d
d

T

TT

f t
t

Ff t
τ

τ


≤ ≤= 




,  

The expected mean value of YT  is obtained using equation (12), that is 

1

2
2 22

20 0 0

21( ) ( ) ( ) ( )
2( )

2

e

Y d

X

r
d dt

Y T V d d
e

T

v t tvE T tf t dt r f v dv dt
rF

τ

τ π
∞

= = −∫ ∫ ∫   

1

3
4 22 2

2 0

( )8 1 1( ) ( )
43 ( )

2

de

X

r
V d e d

d
e d d

T

f v vrE r dv
v r vF

τ τ
τπ

 
  = − −     

∫     (20) 

 

Based on the above analysis, the PDF of the sojourn time 2XT  is expressed as 

' ' '2 ' '

1
1 1

( -1)( ) Pr (t)= Pr (1 Pr ) [t- ]
2X X n X

n e
T T TX n X Xn n

nf t f f τ∞ ∞ −
= =

= −∑ ∑    (21) 

The average link available time can be obtained as: 

' '2 1
( ) Pr ( )X X n X nn

E T E T∞

=
= ∑  

Substituting (17) and (19), 2( )XE T  can be given by 

' '

' ' ' '

1
2 1

1 1
1 1

( -1)( ) Pr (1 Pr ) ( )
2

(Pr Pr )( 1) ( ) (Pr Pr )
2

n e
X YX Xn

n n n ne
YX X X Xn n

nE T E T

n E T

τ

τ

∞ −
=

∞ ∞− −
= =

 = − +  

= − − + −

∑

∑ ∑
 

'

'

Pr
( )

2(1 Pr )
e X

Y
X

E T
τ

= +
−

,         (22) 

where 'Pr
X

 and ( )YE T  can be obtained by equation (18) and (20), respectively. 

 

Moreover, let 
2

* ( )
TX

f s  represent the Laplace transfers of 
2
( )

XTf t . 
2

* ( )
TX Cf µ  can be obtained 

using equation (21), that is: 
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{ }' '22

' '

* 1
10 0

1
1

( ) ( ) Pr (1 Pr ) [t-( -1) ]

Pr (1 Pr ) [t-( -1) ]

C C

T X YX

C

Y

t tn
C T T dX Xn

tn
T dX Xn

f f t e dt f n e dt

f n e dt

µ µ

µ

µ τ

τ

∞ ∞ ∞− −−
=

∞∞ −−
= −∞

= = −

= −

∑∫ ∫
∑ ∫

 

' '
*

0
(1 Pr ) ( ) Pr C d

TY

mm
CX Xm

f e µ τµ ∞ −
=

= − ∑  

Since  '0 1
X

P< <  and 1C de µ τ− < , we have 

'

'
0

1Pr
1 Pr

C d

C d

mm
Xm

X

e
e

µ τ
µ τ

∞ −
−=

=
−∑  

Consequently, '

2
'

* *1 Pr
( ) ( )

1 PrT TC dX Y

X
C C

X

f f
e µ τµ µ−

−
=

−
,     (23) 

where the term * ( )
TY Cf µ  represents the value of the corresponding Laplace transfers of 

( )
TY

f t  with a particular value that Cs µ= . It can be given by: 

1

*

0

2
2 22

0 02

( ) ( )

2 ( ) ( )
2( )

2

C

T YY

e
C

d

X

t
C T

r
t dt

d V d d
e

T

f f t e dt

tvv e r f v dv dt
r F

µ

τ
µ

µ

τπ

∞ −

−

=

= −

∫

∫ ∫
 

According to equation (10) and (23), the average number of link changes experienced by jh  

during an end-to-end connection is given by 

'

'2

2

* *

1 1( ) 1 1 Pr1 1( ) (1 Pr ) ( )

C d

TX TY

hc
X

C CX

E N
e

f f

µ τ

µ µ

−= =
−− −
−

     (24) 

 

It is obvious that the formulas derived by the random walk model are more complicated 

than those by the first handover model. The next section provides the numerical results 

obtained by the two mobility models.  
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2.4 Evaluation and Results 

 

In most simulation experiments [2][26][27] for the investigation of ad hoc networks, the host 

random moving is assumed that during each moving epoch, the moving rates ( iv  and jv ) 

and directions ( iθ  and jθ ) of mobile hosts ih  and jh  are uniformly distributed among the 

ranges of  [0, ]mV  and [0, 2 ]π , respectively. In this case, the moving rate of the relative 

velocity dv  between two adjacent mobile hosts ih  and jh  is given by 

 2 2 2 cos( )d d j i i j i i i jv v v v v θ θ= = − = + − −v v v  

The PDF of dv  is derived in Appendix B, that is: 

2 2 2 2 2 2 2
    0
    0

2 1 ,  0 2
4 ( )( )

0,                             elsewhere

m
md

d

d
d m

m x V d
y VV d

x y v x y

v dxdy v V
V x y v x yf v

π ≤ ≤
≤ ≤

− < < +

 ≤ ≤ − − −= 



∫∫
  (25) 

The average relative moving rate is ( )  0.724d mE v V≈ , and (1/ ) 2.31/d mE v V≈  . 

 

Figure 2-11 illustrates the PDF of the relative moving rate dv . It can be found that the 

analysis results matches simulation results ( 610  times trials) very well. The CDF of dv  

is shown in Figure 2-12. It can be seen that the relative moving rate follows neither 

uniform distribution nor Rayleigh distribution, however, these two distributions have 

been used in [66][76] for the performance analysis.  

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 40

 

Figure 2-11. The PDF of dv  

 

Figure 2-12. The CDF of dv  

 

2.4.1 The Average Link Available Time 

 

Figure 2-13 (a) and (b) show the numerical values of the average link available time versus 

maximum moving rate mV , with different transmission range r . In this figure, 1( )XE T  is 

obtained from the first mobile handover model using equation (14), and 2( )XE T  are derived 

from the random walk model using equation (22). It can be seen for a fixed value of the 

maximum host-moving rate mV , link available time increases with r . This is because that  
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the increase of transmission range leads to the increase of distance traveled by neighboring 

hosts before wireless link is outage. On the other hand, link available time decreases with the 

increase of the maximum host-moving rate mV . 2( )XE T  is always larger than 1( )XE T  when 

r  and mV  have fixed values. This is because in random walk model, the relative velocity 

between two neighboring hosts can be changed while a host randomly walks inside of a cell. 

Compared to the moving at constant velocity in the mobile handover model, the random 

walk at different moving velocity from RE to RE causes that mobile hosts can reside longer 

in a cell.  

 

Figure 2-13 (a) and (b) also show the difference between 1( )XE T  and 2( )XE T  for 1e sτ =  

and 0.2e sτ = , respectively. When r  or mV  increases, the difference between 1( )XE T  and 

2( )XE T  increases correspondingly. On the other hand, from the comparison of Figure 2-13 

(a) and (b), it can be seen that the value of  2( )XE T  increases when the duration of RE 

decreases. If the value of eτ  is small, then the host must frequently change the moving 

velocity. In this case, the mobile host has more chances to keep itself inside of the cell 

comparing to the situation of large eτ . From Figure 2-13 (a), it can be seen that when 

0.2e sτ = , there is large difference between 1( )XE T  and 2( )XE T , especially when r  has a 

large value. For example, when 2r =  and 0.2mV =  unit/s, 2( )XE T  is twice of 1( )XE T . 

However, as shown in Figure 2-13 (b), when 1e sτ =  and 0.5mV ≥  unit/s, it is difficult to 

distinguish the values of 1( )XE T  and 2( )XE T . Therefore, it can be concluded that in an ad 

hoc network, when mobile hosts move at fast moving rates, or hosts change their velocity 

slowly, the performances evaluated by using the mobile handover model and the random 

walk model are equivalent. 
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(a) 0.2e sτ =  

 

(b) 1e sτ =  

Figure 2-13. Numerical results of average link available time 

 

A discrete-event simulator using C++ language is developed to validate the numerical results 

derived by the two mobility models. Since the random walk model can flexibly simulate 

diverse host movement by changing the duration of moving epochs, this model is used in the 

simulation experiments. Totally 200N =  mobile hosts with the transmission range 1r =  
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unit are uniformly located in a square area with 10 10S = ×  square units. The maximal 

moving rate mV  of mobile hosts is ranging from  0.2 to 1 unit/s, and the duration of each 

movement epoch varies from 0.1 to 1s. Moreover, the boundless simulation area [2] is 

applied to avoid the border effect [62]. Hosts that reach one side of the network continue 

traveling and reappear on the opposite side. Thus, hosts are able to travel unobstructedly in 

the network. 

 

Figure 2-14. Average link available time 

200N = , 10l =  units, 1r =  unit 

 

Figure 2-14 shows both the analytical values and simulation results of the average link 

available time, for 0.1e sτ =  and 1e sτ = , respectively. It can be seen that when 0.1e sτ = , 

both 1( )XE T  and 2( )XE T  are very close to the simulation results. However, when 1e sτ = , 

2( )XE T  can always match the simulation results, but 1( )XE T  can approximate the 

simulation values only when 0.8mV ≥ . Therefore, using the random walk model, 2( )XE T  

can correctly formulate the link available time for different moving scenarios. By contrast, 
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the mobile handover model can be used to characterize host movement only if hosts move at 

relatively higher speeds with less variation. 

 

2.4.2 The Average Number of Link Outage 

 

The average number of link changes experienced by one mobile host during each end-to-end 

connection is evaluated under the assumption that the average holding time of a connection 

is 1/ 60C sµ = . Figure 2-15 shows the numerical results of 1( )hcE N  and 2( )hcE N , which 

are derived by the mobile handover model and the random walk model, respectively. It is 

clear that when mV  increases, the average number of link changes increases following 

approximately linear rate. This is because when host moving rate becomes fast, mobile hosts 

change their wireless links frequently. Fortunately, the increase of the radio transmission 

range r  is able to reduce the link change rate. As shown in Figure 2-15, both 1( )hcE N  and 

2( )hcE N  largely decrease while r  increases. For example, the values of 1( )hcE N  for 2r =  

units are about twice of those for 1r =  unit.  

 

(a) 0.2e sτ =  
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(b) 1e sτ =  

Figure 2-15. Numerical results of 1( )hcE N  and 2( )hcE N  

 

Figure 2-15 (a) and (b) illustrate the difference between 1( )hcE N  and 2( )hcE N ,  for 1e sτ =  

and 0.2e sτ = , respectively. When mV  has a fixed value, 2( )hcE N  is always smaller than 

1( )hcE N , since host sojourn time in a cell derived by the random walk mobility model is 

longer than that derived by the handover mobility model. Moreover, the difference between 

1( )hcE N  and 2( )hcE N  for 0.2e sτ =  is much larger than that for 1e sτ = . This is because 

that in the random walk mobility model, the host sojourn time increases when eτ  decreases.  

 

Figure 2-16 shows both simulation results and the numerical results of 1( )hcE N  and 

2( )hcE N  for 0.1e sτ =  and 1e sτ = . It can be found that both the simulation results and the 

numerical results increase following a linear rate while mV  increases. There is large 

difference between 1( )hcE N  and the values of simulation results, and the difference 

increases with the decrease of  eτ . Contrarily, 2( )hcE N  matches the relevant simulation 
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results well. On the other hand, as shown in Figure 2-16, most values of the simulation 

results are lower than the numerical results of 2( )hcE N . This is because during the 

simulation, some mobile hosts may lose the wireless links to connect their neighboring hosts 

temporarily. In this case, the actual holding times of end-to-end connections are reduced, and 

the statistic results of link changes should be smaller than the expected values. 

 

Figure 2-16. The average number of link changes  

 200N = , 10l =  units, 1r =  unit, 1/ 60C sµ =  

 

2.5 Conclusion 

 

This chapter presents analytical derivations of some statistic characteristics of a homogenous 

ad hoc network with respect to: (1) the average number of neighboring hosts of each host, (2) 

the average number of hops for an arbitrary communication pair, (3) the link available time 

and (4) the average number of path/link changes for each connection. Especially, the latter 

two mobility related parameters are derived using mobile handover model and the random 

walk model.  The analytical results can be applied to design suitable transmission range, 
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assign wireless channel, set proper thresholds in routing protocols, arrange location update in 

location service protocols and validate simulation scenario.  

 

In order to convert the two-body mobility problem in ad hoc networks to one-body 

problem, the relative velocity between two adjacent hosts is employed to investigate 

host mobility.  This study focuses on the performance analysis of ad hoc mobility that 

hosts are randomly moving at speeds with general distribution as well as a specific 

moving case where the host random moving including speed and direction is assumed to 

be uniform distribution. The simulation results show good agreement with the analytical 

values. Although the random walk analytical model is more complicated, it can better 

describe the complicated host movement in an ad hoc network. The analysis based on 

random walk model can better evaluate the performance of network than that based on 

the mobile handover model. On the other hand, the mobile handover model can be 

simply applied to characterize host mobility when hosts move at relatively higher 

speeds with less variation. Although the analysis in this chapter only aims at the mobile 

handover model and the random walk model, the derivation methods can be used to 

formulate the characteristics of other mobility models for ad hoc networks. 
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Chapter 3  k-hop Compound Metric Based 

Clustering Scheme  

 

3.1 Introduction 

 

The multihop connection across an ad hoc network needs to be often rerouted due to the 

random walks of the mobile hosts. In this case, the flat routing protocols such as Dynamic 

Source Routing (DSR) [44] and Ad hoc On-demand Distance Vector Routing (AODV) [45]) 

may not be able to handle a large scale ad hoc network, especially when the density of 

mobile hosts in the network is heavy. By contrast, hierarchical routing using cluster structure, 

grid based routing protocol [32] or Zone Routing Protocol (ZRP) [38] can be used to solve 

such problem for large scale ad hoc networks.   

 

The most popular way of building hierarchy is to group hosts geographically close to each 

other into clusters. Compared with other strategies for grouping mobile hosts by using fixed 

geographic scopes such as grid [32] or circle [77], clustering is more flexible to build 

hierarchical network topology. The goal of clustering network architecture is to reduce the 

overhead being used for providing network topology details so that the network becomes 

scalable. The clustering architecture is able to provide many important management 

procedures such as channel access [39][78], power control [79] and mobility management 

[41][66][80]. This chapter focuses on the design of a novel approach of dynamic k -hop 

clustering architecture, which is called k-hop Compound Metric Based Clustering (KCMBC). 

This approach is able to demonstrate significant improvement on the network performance 

in terms of scalability and stability for large scale ad hoc networks. 
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3.2 A Survey on Related Works 

 

In multihop ad hoc networks, the aggregation of hosts into clusters provides a convenient 

framework for the development of important feature such as routing, bandwidth allocation, 

mobility management and location management. In clustering network architecture, cluster-

heads are elected among the mobile hosts to be the local coordinators. Each cluster-head 

needs to maintain the membership of its cluster and track the local topology changes due to 

host mobility. Frequent cluster-head changes adversely affect the network performance and 

result in a lot of control overheads. Moreover, the election of cluster-head may require large 

network convergence time. Hence, an efficient clustering scheme to keep the topology to be 

stable becomes even more important.  

 

There are two kinds of distributed clustering algorithms. The first one is called the lowest ID 

algorithm [39][40][78] in which the host with the lowest network ID in the network cluster is 

elected as the cluster-head. The second one is called the highest connectivity (degree) 

algorithm [39][40], in which the host has the most number of neighboring hosts connected to 

it becomes the cluster-head. Comparing these two algorithms, the second approach can result 

in a high turnover of cluster-leader that is undesirable due to the high overhead associated 

with the change of cluster-leader. Cluster-leader-Gateway Switch Routing (CGSR) [40] 

modifies the highest connectivity algorithm to keep clusters unchanging as long as possible. 

Accordingly, the communication overhead is largely reduced. However, cluster-heads have 

to be involved in determining routing path and forwarding every packet, which create heavy 

load to cluster-heads. Hence CGSR is not scalable for a large diameter network.  
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Hierarchical State Routing (HSR) [41] is a multilevel clustering based link state routing 

protocol. It maintains a logical hierarchical topology by using the clustering scheme 

recursively. Hosts at the same logical level are grouped into clusters. The elected cluster-

heads at the lower level become members of the next higher level. Although HSR has good 

scalability, the complicated management strategy makes it hard to implement for practical 

use.  

 

Lin and Gerla [78] described a better lowest ID algorithm that creates non-overlapping 

clusters. Each host in the network broadcasts its clustering decision exactly once during a 

cluster construction process. Cluster-heads only take charge of clustering formation and 

update. Hence the bottleneck problem of cluster-heads is solved. In [81], the clustering 

algorithm was extended to a Connectivity Based k -hop Clustering (CBKC), where all the 

hosts of a cluster within distance at most k  hops from the cluster-head. It is obvious that the 

cluster size (the number cluster member in the cluster) of k -hop cluster is more than that of 

1-hop cluster. Fewer clusters are constructed by using k -hop clustering algorithm. Thus, 

compared with 1-hop clustering, k -hop clustering has more scalability for a large scale ad 

hoc network.   

 

Another k -hop cluster formation algorithm is the Max-Min heuristic, which is proposed by 

Amis and Cetra [55]. This heuristic converges very fast with only 2k  rounds of packets 

exchanged by each host. However, it ignores the effect of host mobility during cluster 

formation. The clusters may be reconstructed frequently when hosts in the same cluster 

move towards different directions. Hence the Max-Min heuristic cannot create good cluster 

structure in a dynamic environment. Moreover, since the converge-cast applied in the Max-

Min heuristic may lose the information of hosts, which are located on the cluster border, 
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these hosts cannot join their selected cluster correctly (the detail can be found in Section 

3.3.3). 

 

Mobility of hosts causes clusters to get disrupted and thus triggers reclustering. Therefore, 

the use of mobility information for cluster formation is a reasonable proposition. McDonald 

[66] bounded cluster formation with the probability of path availability. A mobility model 

was developed and used to derive expressions for the probability of path availability as a 

function of time. However, it may be hard to implement such a complex algorithm in a real 

ad hoc network. Moreover, the Mobility-Based Clustering (MBC) approach [80] used a 

combination of both physical and logical partitions of the network, i.e. geographic proximity 

and functional relation between hosts, such as mobility pattern. The performance evaluation 

via simulation demonstrated that MBC scheme improves the stability of the cluster algorithm.  

 

None of the above clustering schemes shows good performance on both scalability and 

stability. To generate robust cluster structure for a dynamic ad hoc network with large scale, 

a novelk -hop Compound Metric Based Clustering approach is proposed in this chapter.  

 

3.3 The KCMBC Approach 

 

A k -hop cluster mC  is defined as a set of hosts under the same cluster-head mh . The 

maximum number of hops from a mobile host in the cluster to the cluster-head is k . Using 

the KCMBC approach, an ad hoc network can be divided into non-overlapping clusters. As 

shown in Figure 3-1, each mobile host either belongs to a unique cluster, or is an orphan host 

which cannot join a cluster temporarily. Every cluster consists of one cluster-head, ordinary 
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cluster members which are located inside of a cluster, and gateways which are located on the 

cluster border and connect with neighboring clusters. 

 

Figure 3-1. k  -hop clusters created by KCMBC, 2k =  

 

The proposed KCMBC applies the similar cluster formation procedure of the Max-Min  k -

Cluster heuristic [55]. In Max-Min heuristic, a mobile host ih  becomes a cluster-head if at 

least one of the following conditions is satisfied: (1) it has the highest host ID in k -hop 

neighborhood; (2) ih  does not have the highest host ID in its k -hop neighborhood, but there 

is at least one neighboring host jh  such that ih  has the highest host ID in jh ’s k -hop 

neighborhood. The heuristic has four logical stages: In the first stage, the largest host ID in 

each host’s k -hop neighborhood is propagated using k  rounds of single-hop broadcasts; In 

the second stage, smaller IDs within the k -hop neighborhood are propagated via k  rounds 

of single-hop broadcast; The third stage determines cluster-heads according to the above 

criteria; In the fourth stage, gateways initiate converge-cast which is used to deliver the 

cluster member information to the cluster-head.  

 

As Max-Min heuristic has fast convergence with ( )O k  rounds time complexity, it has good 

scalability for large diameter networks. However, the lowest ID algorithm applied in Max-
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Min heuristic does not take into account the connectivity of hosts, and may produce more 

clusters than necessary. Moreover, due to lacking of mobility consideration, the Max-Min 

heuristic cannot provide satisfied performance in a dynamic environment. By contrast, the 

proposed KCMBC combines both the highest connectivity and host mobility to elect cluster-

heads. Differing from other mobility-based clustering schemes [66][80], the KCMBC 

approach applies the average link expiration time to be mobility metric. 

 

3.3.1 Mobility Metric 

 

Because of the free movement of mobile hosts, link outage may result in cluster re-affiliation, 

and cause a lot of communication overhead. It is obvious that a mobile host, which has a 

high relative moving rate relevant to its neighboring hosts, is unsuitable to act as cluster-head. 

Therefore, a robust clustering scheme should utilize the relative moving information with 

respect to its neighboring hosts. In the KCMBC approach, the average link expiration time is 

used to predict the stability of the links between a host and its neighboring hosts.  

 

The KCMBC approach is based on host mobility and the availability of position information 

through low power low cost GPS receivers or some other type of position service [33][34]. 

Host ih  broadcasts its current position to the neighboring hosts through periodical beacons. 

Let ( )i ts  denote the position vector of ih  at time t , and sτ  is the time interval between two 

successive beacons. Accordingly, the neighboring hosts calculate ih ’s velocity vector which 

is given by 

( ) ( )( ) i i s
i

s

t tt τ
τ

− −
=

s sv ,  

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 54

 

Figure 3-2 Relative position between ih  and jh  

 

Figure 3-2 shows two neighboring hosts ih  and jh , which have the same radio transmission 

range of radius r . It is assumed that the distance between ih  and jh  is ( ) ( )i jt t r− <s s  at 

time t . Let  ( )i tv  and ( )j tv  denote the velocity vectors of  ih  and jh  at time t , respectively. 

Then, at time t T+ , the two hosts move to the new positions which can be expressed by 

( ) ( ) ( )
( ) ( ) ( )

i i i

j j j

t T t T t
t T t T t
+ = +

 + = +

s s v
s s v

.         

Let ijT  denote the link expiration time of link ( , )i jh h , then ijT  can be derived when the 

relative distance between ih  and jh  equals r , i.e.: 

( ) ( ) ( ) ( ) [ ( ) ( )]i ij j ij i j ij i jt T t T t t T t t r+ − + = − + − =s s s s v v     (26) 

Using planar coordinates to express a vector, then 

( , )i ix iys s≡s  and ( ) ( , )i ix iyt v v≡v , 

where ixs  and ixv  are the components in the x  direction, and iys  and iyv  are the components 

in the y  direction. The link expiration time can be obtained by deriving the solution of 

equation (26) 

1 1

2 2

, if  >0 
,if  >0ij

T T
T

T T


= 


         (27) 
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where 
2 2 2 2

1,2 2 2

( ) ( )vx vy sx vy sy vx sx vx sy vy

vx vy

r
T

± ∆ + ∆ − ∆ ∆ −∆ ∆ −∆ ∆ −∆ ∆
=

∆ + ∆
,  

and sx ix jxs s∆ = − , sy iy jys s∆ = − , vx ix jxv v∆ = −  and vy iy jyv v∆ = −  

Moreover, let iT  denote the average expiration time of all the links connected to ih , then 

( )

1

i

i ij
j N hi

T T
d ∈

= ∑ ,         (28) 

where id  is the host degree (the number of neighboring hosts of ih ), and ( )iN h  denotes the 

set of ih ’s neighboring hosts. 

 

It is obvious that the host with a large value of average link expiration time is able to keep 

long connection with their neighboring hosts. Such a host should have more opportunity to 

be cluster-heads than the host with small average link expiration time. Therefore, the average 

link expiration time of each host, which can be easily calculated in a distributed manner, is 

used as mobility metric for cluster-head election. 

 

3.3.2 Cluster-Head Election 

 

In order to improve the stability in the clustered topology, the cluster-heads must be selected 

carefully. Considering a k -hop cluster, if the cluster-head has a large number of 1-hop 

neighboring hosts, and the links between the cluster-head and its neighboring hosts can keep 

available for a long period of time, then the probability of changing cluster-head becomes 

low. In this case, the cluster structure becomes stable regardless there are other mobile hosts 

joining or leaving this cluster. Therefore, the stability of the direct links connecting with the 

cluster-head is more important than that of other intra-cluster links. 
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In the proposed KCMBC scheme, firstly, the average link expiration time of each host is 

used to select cluster-head candidates. Host ih  is elected as a cluster-head candidate, if and 

only if the average link expiration time i ALTT T≥ , where ALTT  is a predefined mobility 

threshold. The average link available time ( )XE T  (see Chapter 2) can be used to set the 

suboptimal value of ALTT . 

 

If host ih  is elected as a cluster-head candidate, it then uses a compound metric 

( , , )i i iCP d T i=  to compete for the role of cluster-head within its k -hop neighborhood, 

where the host degree id  is the top priority parameter to reduce the opportunity to generate 

small clusters, the average link expiration time iT  is the second priority parameter, and the 

last parameter i  is the host ID. Consequently, for any two candidates ih  and jh , the term of 

i jCP CP>  can be expressed as 

{ } {( ) (( ) ( )) (( ) ( ) ( ))i j i j i j i j i j i jCP CP b b b b T T b b T T i j> ≡ > ∪ = ∩ > ∪ = ∩ = ∩ > , 

where the term i jb b>  represents that the number of ih ’neighboring hosts is more than the 

number of jh ’neighboring hosts, the term ( ) ( )i j i jb b T T= ∩ >  represents that ih  and jh  

have the same number of neighboring hosts but the average link expiration time iT  is larger 

than jT , and the term ( ) ( ) ( )i j i jb b T T i j= ∩ = ∩ >  represents ih  and jh  have the same 

number of neighboring hosts and the same average link expiration time, but ih ’s host ID is 

higher than jh ’s ID. 

 

Based on the compound metric CP , the cluster election procedure can be described as 

follows.  
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I. Initially, each cluster-head candidate sets its winning metric equal to its own compound 

metric, and the other non-cluster-head candidates set their winning metric equal to 

(0,0,0)CP = .  

II. Every host locally broadcasts the winning metric to its neighboring hosts. When the host 

receives the winning metrics from the neighboring hosts, it upgrades the winning metric 

as the largest winning metric that it has received. In this case, for a k -hop cluster, the 

largest metric will be propagated k hops in order to ensure that all hosts have the same 

maximum winning metric for cluster. This process is denoted as Flood-max.. 

III. After k  rounds of Floodmax, a host takes k  rounds of single-hop broadcasts (Floodmin) 

to propagate the winning metrics. The Floodmin allows that the candidates with smaller 

metrics have the chance to construct their clusters. Again, each host records the new 

winning metric after each broadcast round, which is the smallest value among its own 

winning metric and the winning metrics received in this round. 

IV. The cluster-head is elected by the following rules,  

Rule 1: A host declares itself a cluster-head if its own host ID can be received during 

Floodmin rounds. 

Rule 2: Otherwise, if a host can find that the same host IDs occurs at least once as 

WINNER3 in both Floodmax and Floodmin, the one with minimal metric is selected as 

cluster-head.  

Rule 3: Otherwise, the host which has the maximal metric in the k  rounds of Floodmax, 

is elected as cluster-head. 

 

                                                 

3 WINNER in KCMBC is the host which has the winning compound metric for a particular broadcast 
round 
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Since Floodmax is a greedy algorithm and may results in an unbalanced loading for cluster-

heads, the minimal metric in the second rule for cluster-head election is used to promote 

fairness and distribute the load among the elected cluster-heads. Through the above 

procedure, host ih  becomes a cluster-head, if it has the largest the compound metric in k -

hop neighborhood, or it has the largest the compound metric in the k -hop neighborhood of 

at least one host jh .  

 

In the above procedure, either Floodmax or Floodmax algorithm makes each host propagates 

the host metrics for k  rounds. Consequently, each host initiates 2k  control packets to elect 

cluster-heads. In an ad hoc network with N  mobile hosts, the total overheads created by 

Floodmax and Floodmax algorithms are 2kN  packets, which are much less than the number 

of overhead packets generated by using the CBKC algorithm [81]. A comparison of 

KCMBC and CBKC in terms of number of overhead packets is presented in Section 3.4 

 

Moreover, the correctness of KCMBC is solely dependant on hosts electing cluster-heads 

that actually become cluster-heads. The proof of the correctness can be found in Appendix C. 

 

Figure 3-3. 2-hop cluster formation using KCMBC 
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Figure 3-3 shows an example of 2-hop clusters formed using KCMBC. The winning metrics 

of each broadcast round are listed in Table 3-1. From this table, it can be seen how the two 

hosts 4h  and 7h  are elected as cluster-heads. It is supposed that the average link available 

time of host 1, 3 and 10 is less than the predefined threshold ALTT , then those hosts cannot be 

cluster-head candidates. Their winning metrics are initialized as (0,0,0)CP = . Moreover, as 

the average link expiration time  7 8T T> , i.e. 7 8CP CP> , host 8 cannot be selected as cluster-

head, although it has the same number of neighboring hosts as host 7. 

 

Table 3-1. Winning metrics for cluster-head selection 2k =  

Host ID 
Stage 

1 2 3 4 5 6 7 8 9 10 

Initialize (0,0,0) (3,5.6,2) (0,0,0) (4,4.8,4) (2,6.1,5) (2,5.4,6) (3,5.1,7) (3,4.2,8) (1,3.9,9) (0,0,0)
1 (3,5.6,2) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (3,5.1,7) (3,5.1,7) (3,4.2,8) (3,5.1,7)Floodmax 

Round 2 (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (3,5.1,7) (3,5.1,7) (3,5.1,7)
1 (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (3,5.1,7) (3,5.1,7) (3,5.1,7) (3,5.1,7)Floodmin 

Round 2 (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (4,4.8,4) (3,5.1,7) (3,5.1,7) (3,5.1,7) (3,5.1,7)
Cluster-head 4 4 4 4 4 4 7 7 7 7 

 

3.3.3 Converge-Cast 

 

In the Max-Min heuristic, after the cluster-head is determined, gateway initiated converge-

cast is used to convey the cluster membership to this cluster-head. This converge-cast starts 

from gateway hosts. Each intermediate host adds its own information to the converge-cast 

packet and forwards this packet along the path to the elected cluster-head. However, the 

heuristic may lose the non-gateway hosts which are located on the cluster border but have no 

link to connect neighboring clusters. For example, the border hosts 3, 9 and 10 in Figure 3-3 

cannot deliver their membership to cluster-heads via gateway initiated converge-cast.  
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To overcome the above shortcoming, the KCMBC approach employs a distance related 

converge-cast instead. During each round of Floodmax and Floodmin, the shortest distance 

(the number of hops) to the corresponding WINNER is attached in the broadcasted packet. 

Every host records this shortest distance and the SENDER host 4  from which the 

broadcasting packet containing the winning metric has been heard. After the host determines 

its cluster-head, it knows the shortest distance to the selected cluster-head, and broadcast this 

information as well as the ID of its cluster-head to all of its neighboring hosts. Consequently, 

each host knows which neighboring hosts have longer distance to the same cluster-head.  

The distance related converge-cast begins from the border hosts which have the longest 

distance to the cluster-head in the neighborhood. Converge-cast packets deliver the host ID, 

the cluster-head’s ID  and the list of neighboring hosts (including the neighboring clusters 

connected to gateways). On the other hand, those non-border hosts wait to receive all the 

packets from its neighboring hosts which have longer distance to the same cluster-head. 

After all of such neighboring hosts have been heard, the host adds its cluster information to 

the converge-cast packet and rebroadcasts it. The process continues until the cluster-head has 

received packets from all of its neighboring hosts. For example, as shown in Figure 3-3, the 

transmission order of the distance related converge-cast within cluster 4C  should be: 

1 2 4h h h→ → , 5 4h h→ , 3 4h h→  and 6 4h h→ . 

 

After the converge-cast is completed, the cluster-head holds the list of membership in its 

cluster, which is broadcasted to all cluster members along the inverse direction of the 

converge-cast. Consequently, the whole process of cluster formation in the KCMBC 

approach can be summarized by the flow chart as shown in Figure 3-4. 

                                                 

4 Once the cluster-head has been selected, SENDER is used to determine the shortest path back to the 
cluster-head. 
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Figure 3-4. Flow chart of the KCMBC approach 

 

3.3.4  Cluster Maintenance 

 

In a dynamic ad hoc network, when a host disconnects from or connects to its neighboring 

hosts, the cluster structure may be altered.  The frequent changes of cluster structure generate 

much control overhead, which may adversely affect the network performance and consume 

the scarce bandwidth. Therefore, it is important to design a cluster maintenance scheme to 

keep the cluster structure as stable as possible. Comparing to other cluster maintenance 

schemes [40][78][81]. The KCMBC approach applies a more effective mechanism to cope 

with host/link activation and host/link deactivation. 
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A. Host/link Activation 

 

The primary objective of an activating host is to discover an adjacent host and join a cluster. 

Each mobile host in the network constantly monitors the links connecting with its 

neighboring hosts through periodical beacons. When an orphan host jh  either moves close 

to an existing cluster or switches on its power in a cluster, the event of host activation is 

triggered. With the aid of the new connected neighboring host, the orphan host jh  checks 

whether the distance between jh  and the nearest cluster-head is no more than k  hops.  If the 

constraint is satisfied, jh  tries to join this cluster. It is possible that jh  has chance to join 

more than one clusters simultaneously. For example, jh  has new links to connect both mh  

and nh , which belong to different clusters. In this case, according to equation (27),  jh  

calculates the link expiration time imT  and inT . Then jh  joins the cluster which owns the 

host with the larger link expiration time. On the other hand, a group of orphan hosts may be 

unable to join existing clusters due to sparse host density. In this case, once more than d  (the 

average host degree in the network) orphan hosts are detected in the neighborhood, those 

orphan hosts attempt to trigger a new cluster formation process. 

 

Link activation is caused either by host activation or by newly created wireless link because 

of host mobility. There are several cases to consider when a new link is created between two 

hosts ih  and jh . Firstly, if neither of ih  and jh  is a cluster-head, no change in the cluster 

structure is made. Secondly, if an ordinary cluster member jh  moves into the range of 

another cluster-head jh , cluster re-affiliation is not triggered. Lastly, if both ih  and jh  are 

cluster-heads, reclustering is triggered. In this case, the cluster-head with the less average 
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link expiration time will dismiss its cluster, and hosts of this cluster will join the winning 

cluster-head. 

 

B. Host/link deactivation 

 

On the other hand, host deactivation occurs when a host leaves from its cluster, or its power 

is switched off. Under KCMBC, if a cluster member jh  loses the path to connect the original 

cluster-head, or the distance between the cluster-head and jh  is larger than k  hops, jh  will 

depart from the cluster and try to join other clusters. Host deactivation or link outage may 

make the cluster structure worse. Clusters with poor structure, which only contain cluster-

heads and gateways, will be dismissed.   

 

Furthermore, cluster-head change occurs if a cluster-head ih  cannot work properly, when ih  

wants to switch itself off, or ih  predicts that its last neighboring host will be disconnected 

quickly based on the predicted link expiration time. In this case, according to the current 

member list, ih  selects a new cluster-head which can connect the most cluster members. 

Those hosts which cannot be included in the new k -hop cluster will try to join other clusters 

nearby. Consequently, the control overhead caused by cluster reconstruction is minimized. 

An example of cluster-head change is shown in Figure 3-5, where the original cluster-head 

(host 5) will switch itself off. A new cluster-head (host 8) is selected and all cluster 

information is copied from host 5 to host 8. Moreover, since the distance between host 4 and 

the new cluster-head is larger than 2k = , host 4 becomes an orphan host, but the other 

previous cluster members can be included in the new cluster 8C  
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Figure 3-5. The change of Cluster-head, 2k =  

 

3.4 Performance Evaluation 

 

To evaluate the performance of KCMBC, simulation experiments are conducted in a 

homogeneous network environment. Every host has a unique host ID and a transmission 

range of radius 1r =  unit. Hosts are randomly distributed in an area of 30 30S = ×  square 

units. The number of hosts (N ) in the network ranges from 1000 to 4000. According to 

equation (1) in Chapter 2, the average host degree d  varies from 3.5 to 14.0. The maximum 

number of hops (k ) between a cluster member and the cluster-head is set from 1 to 4. Every 

host moves according to a uniformly distributed moving rate among the range of [0, ]mV . 

The maximum host moving rate mV  is set as 0.5 Unit/Sec unless it otherwise stated. Through 

beacons, each host broadcasts its current position to the neighboring hosts once every second. 

Each simulation experiment runs 1000 seconds of simulation time. Moreover, in the 

simulations for KCMBC, the predefined threshold for cluster-head candidates is set as 

10.8 ( )ALT XT E T=  based on experimentation, where 1( )XE T  is the average link available 

time in the network. 

 

The performance of the proposed KCMBC approach are compared with other three k -hop 

clustering schemes, i.e. the Max-Min heuristic (Max-Min), the CBKC scheme [81] based on 
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lowest ID (CBKC_ID) and the CBKC scheme based on highest degree (CBKC_Degree). In 

the CBKC_ID, the host with the highest ID in the k -hop neighborhood is elected as the 

cluster-head. In the CBKC_Degree scheme, the host with the highest connectivity in the k -

hop neighborhood is elected as the cluster-head. The performances of each clustering 

scheme are evaluated, in terms of the number of cluster-heads, the average cluster size, the 

variance of cluster size, cluster-head duration and the overheads for cluster formation.  

 

Figure 3-6 shows the average cluster size versus the number of hosts ( N ) in the network. 

When k  and N  are fixed values, the two CBKC schemes produce the largest cluster sizes 

followed by the KCMBC approach and finally the Max-Min heuristic. It is clear that the 

cluster size for KCMBC is larger than that for Max-Min. This is because that KCMBC takes 

into account the connectivity of hosts during cluster formation. Likewise, the cluster size for 

CBKC_Degree is larger than that for CBKC_ID.  

 

Figure 3-6. The average number of hosts in a cluster 
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From Figure 3-6, it can be found that for each clustering approach, the cluster size largely 

increases with k , and the cluster size for 4k =  increase faster than that for 2k = . For 

example, using KCMBC, when 4000N = , the cluster size for 4k =  is about 4 times of 

that for 2k = . It is not expected that the average size of a cluster is too large, as clusters will 

be overloaded with too many cluster members. Nor is it good that the cluster size is too small, 

since the efficiency of mobility management based on cluster structure will largely decrease. 

To balance this trade off, the selection of k  should consider both the bandwidth resource of 

each host and the diameter of network. A suitable value of k  can be set in the range from 2 

to 4. 

 

Figure 3-7. The average number of cluster-heads in the network 

 

Figure 3-7 illustrates the average numbers of cluster-heads for the four schemes. It can be 

seen that the two CBKC schemes generate the least number of cluster-heads, and the average 

number of cluster-heads for KCMBC is less than that for Max-Min. It also can be found 

when N  has a fixed value, the number of cluster-heads largely decreases with the increase 

of k , since the average cluster size increases with k , and the increase of cluster size leads to 
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the decrease of number of cluster-heads when N  has a fixed value.. Accordingly, a large 

value of k  can make the cluster structure scalable for large and dense networks. 

Table 3-2. The variance of cluster size 

(a). 2k =  

N  
Scheme  

1000 2000 3000 4000 

KCMBC 11.78 35.64 78.99 138.78 
Max-Min 12.34 37.29 82.56 152.78 
CBKC_ID 16.61 81.96 206.14 399.83 

CBKC_Degree 20.17 105.42 274.28 490.62 
(b). 4k =  

N  
Scheme  

1000 2000 3000 4000 

KCMBC 27.16 202.38 514.26 1184.13 
Max-Min 29.16 217.38 548.92 1242.75 
CBKC_ID 36.61 407.78 1221.17 3354.79 

CBKC_Degree 44.20 495.44 1736.47 4428.45 
 

On the other hand, the variance of cluster size indicates the size uniformity of clusters. A 

small variance of cluster size represents that most clusters in the network have uniform 

cluster size, and few orphan hosts are generated. Contrarily, a large variance of cluster size 

means that the sizes of clusters are irregular and difficult to be managed. Table 3-2 lists the 

variance of cluster size for the four clustering schemes with 2k =  and 4k = , respectively. It 

is clear that variance of cluster size for KCMBC and Max-Min is much smaller than the two 

CBKC schemes. This is because that KCMBC and Max-Min apply the similar procedure to 

construct load balancing clusters. Contrarily, the greedy algorithm deployed in the two 

CBKC schemes cannot generate load balancing clusters. Compared with Max-Min, 

KCMBC has smaller variance of cluster size. Under KCMBC, the distance related converge-

cast guarantees that all border hosts can join their selected cluster-heads. By contrast, using 

Max-Min, some border hosts may lose the opportunities to join clusters. Therefore, 
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comparing to KCMBC, Max-Min generates more orphan hosts and causes the variance of 

cluster size larger. 

 

To compare the performance of the two different convergence mechanisms applied in 

KCMBC and Max-Min approaches, the number of lost cluster members is defined as the 

number of hosts in the network which cannot join the selected clusters due to the 

convergence mechanism. Table 3-3 shows the number of lost cluster members for 2k =  and 

4k = , respectively. It can be found that this number for KCMBC always keeps zero, 

because the distance related converge-cast applied in KCMBC is able to correctly deliver the 

information of every cluster member to its cluster-head. On the contrary, the number of lost 

cluster members for Max-Min is always more than zero. From Table 3-3, it can be seen that 

the number of lost cluster members for Max-Min increases with the decrease of N . This is 

because when host density becomes sparser, there are many border hosts lacking the links to 

connect neighboring clusters in the network, which cannot send their information to the 

elected cluster-heads by using the gateway initiated converge-cast of Max-Min.  

Table 3-3 The number of lost cluster members  

N  
Scheme  

1000 2000 3000 4000 

Max-Min 87 52 36 21 2k =  
KCMBC 0 0 0 0 
Max-Min 112 71 45 28 4k =  
KCMBC 0 0 0 0 

 

The stability of cluster structure using different schemes is evaluated by cluster-head 

duration, which is defined as the time of a host being a cluster-head once it is elected as a 

cluster-head. Long average cluster-head duration indicates that the cluster structure is stable 

and the frequency of cluster reconstruction is low. The average cluster-head durations for the 

four schemes are measured by simulations, where the cluster maintenance for KCMBC 
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applies the mechanism as described in Section 3.3.4, and the cluster maintenance for the 

other three schemes deployed the same mechanism used in literature [81]. 

 

Figure 3-8 (a) and (b) shows the average cluster-head duration for 2k =  and 4k = , 

respectively. It can be seen that KCMBC has the highest cluster-head duration, followed by 

Max-Min and finally the CBKC_Degree and CBKC_ID. Compared with Max-Min, 

KCMBC increases the average cluster-head duration up to 50%. This is because that in 

KCMBC, the average link expiration time is used to be mobility metric for cluster-head 

election. It is also noticed that the use of the cluster maintenance mechanism of KCMBC is 

able to increase the cluster stability. Figure 3-8 shows for the each scheme, the average 

cluster-head duration slightly increases while the number of mobile hosts in the network 

increases. From the comparison of Figure 3-8 (a) and (b), it can be found the cluster-head 

duration for 4k =  is higher than that for 2k = . This is because that the increase of k  leads 

to the increase of the cluster size and the decrease of the frequency of reconstructing clusters. 

 

(a) 2k =  
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(b) 4k =  

Figure 3-8. The average cluster-head duration  

2k = , 0.5mV =  Unit/s 

 

Figure 3-9 illustrates the effect of the maximum host moving rate mV  on the average cluster-

head duration, when 2k =  and 2000N = . For each clustering scheme, the cluster-head 

duration decreases with the increase of mV , since the cluster topology changes rapidly when 

host moving rate becomes large. From Figure 3-9, it also can be seen that the cluster-head 

duration for KCMBC is always the highest among the four clustering schemes when mV  has 

a fixed value. Compared with Max-Min, the proposed KCMBC scheme significantly 

improves the cluster stability in dynamic environment. It can be concluded that KCMBC is 

highly suitable for creating stable clusters in the network with variable host mobility.  
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Figure 3-9. The impact of host mobility on cluster-head duration  

2k = , 2000N =  

 

On the other hand, the scalability of a clustering approach depends highly on the control 

overheads created by cluster formation, which is denoted as CFO . It is known that the values 

of CFO  in KCMBC and Max-Min are the same, and the values of CFO  in CBKC_ID and  

CBKC_Degree are also the same. Therefore, we only need to focus on the comparison of the 

values of CFO  between KCMBC and CBKC_ID. 

 

In the KCMBC approach, each host initiates 2k  rounds of Floodmax and Floodmin to elect 

cluster-heads. Once the cluster-head is determined, each host broadcasts one declaration 

packet to its neighboring hosts and delivers one converge-cast packet. In addition, every 

cluster member forwards the cluster membership list which is sent by the cluster-head. 

Hence, the total overheads for cluster formation in the network are given by  

_ (2 3)CF KCMBCO k N= +  packets.       (29) 
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In the CBKC scheme based on lowest ID, each host must broadcast its host ID to all its k -

hop neighboring hosts. The host, which has the lowest host ID in the k -hop neighborhood, 

broadcasts the decision to create cluster. After all the k -hop neighboring hosts with lower 

IDs have been heard from, each host broadcasts its clustering decision only once. Let kN  

denote the average number of k -hop neighboring hosts of each host. The total overheads 

created by cluster formation can be obtained as 

_ 2CF CBKC kO N N=  packets.         (30) 

 

  

Figure 3-10. The overheads for cluster formation using KCMBC 
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Figure 3-11. The overheads for cluster formation using CBKC 

 

The above analysis on overheads is validated by simulations. Figure 3-10 shows the 

simulation results and the numerical results of the overheads created by cluster formation 

using KCMBC, and Figure 3-11 show the overheads created by cluster formation using 

CBKC. The numerical results in the two figures are predicted by equation (29) and equation 

(30), respectively. The figures illustrate that the simulation results match the predicted results 

well. From both Figure 3-10 and Figure 3-11, it can be seen that the increase of either k or 

N  results in the increase of control overheads. Moreover, when k and N  have fixed values,  

_CF KCMBCO  is much less than _CF CBKCO . For a fixed value of N , _CF KCMBCO  increase with k  

following a linear rate, however, _CF CBKCO  increases with k  following approximately a 

square rate. When 4k =  and 4000N = , _CF CBKCO  is about 26 times of _CF KCMBCO . 

Consequently, the control overheads generated by KCMBC is much smaller than those 

generated by CBKC.  
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According to the evaluation results in this section, it can be concluded that among the four 

k -hop clustering approaches. The proposed KCMBC approach is able to generate clusters 

with modest size and the smallest variance of cluster size, and the average cluster-head 

duration for KCMBC is the longest. The cluster structure created by KCMBC is more stable 

than that created by other approaches. While the two CBKC schemes have larger cluster size 

than KCMBC, they suffer greatly in other statistics such as variance of cluster size and 

cluster-head duration. Moreover, the overheads created by cluster formation using the 

KCMBC scheme are much less than those using the CBKC schemes. 

 

3.5 Conclusion 

 

In order to keep cluster structure robust in a dynamic ad hoc network with large scale, a 

novel k -hop Compound Metric Based Clustering (KCMBC) approach is proposed in this 

chapter. Since KCMBC inherits the cluster formation procedure of the Max-Min heuristic, it 

has small control overhead, fast convergence speed and good scalability for large scale 

network. On the other hand, KCMBC applies some innovations to improve the performance 

of clustering: (1) the average link expiration time of each host is used to characterize the 

degree of mobility of a host with respect to its neighboring hosts; (2) only the cluster-head 

candidates, which satisfy the condition of host mobility, can be elected as cluster-heads; (3) 

the compound metric combining host connectivity, the average link expiration time and host 

ID is used to select cluster-heads; (4) the distance related converge-cast takes the place of 

gateway initiated converge-cast to gather the information of cluster members. (5) an efficient 

cluster maintenance mechanism is employed to cope with local topology changes. As 

KCMBC does not restrict the number of gateways, more than one inter-cluster links may 

connect two neighboring clusters. This redundant cluster architecture can tolerate false route 
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and balances traffic load. Simulation experiments show that clusters created by the KCMBC 

approach have modest but more uniform cluster size. Comparing to other clustering schemes, 

KCMBC has the longer cluster-head duration, which indicates that the cluster stability can 

be largely increased by KCMBC. With the above significant advantages, the KCMBC 

approach is able to provide a robust infrastructure, which is not easily disrupted by host 

mobility and can support hierarchical routing, location service and mobility management.  
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Chapter 4  The Location Service Protocol Based 

on K-hop Clustering 

 

4.1 Introduction 

 

Location information of mobile hosts has been used to improve the performance of 

routing protocols in mobile communication networks [28][29][30][31][32]. A mobile 

host is able to obtain its location information either by GPS receivers or by some other 

type of position service [33][34]. In order to make the location based routing protocol 

operating properly, each mobile host in the network must know the location of the 

neighboring hosts to relay packets. However, in most conventional mobile networks, the 

location based routing protocols are operating under the condition that the location 

information of all mobile hosts is always known already. In this case, location service 

protocol is required in order to find the physical location of individual host as well as 

the logical affiliation that mobile hosts register their current location with service. 

 

In classic cellular networks, some special hosts are defined as location servers such as Home 

Location Register (HLR) to maintain the location information for the other mobile hosts, 

which register the current location to the dedicated location servers. When a host wishes to 

know the position of a desired communication partner, it contacts one of the location servers 

to obtain the required location information. However, the traditional HLR-like schemes are 

not applicable here since every mobile host in an ad hoc network is the peer entity with the 

same equipment and the random walking of hosts affects the accuracy of location 

information. In this case, the location server may have to be switched from host to host and 
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the location databases in server may have to be updated frequently to match the random 

walking of mobile hosts. 

 

The efficiency of location service protocols depends highly upon the availability of timely 

and accurate location information. Since frequent topological changes are expected in ad hoc 

networks, the distribution of up-to-date information can easily saturate the network. On the 

other hand, location updates arriving late due to latency can drive network routing into 

instability. As one part of routing protocols, a few location service schemes have been 

proposed in recent years. Technical reviews on existing location service approaches are 

presented in [60] and [71]. 

   

The Distance Routing Effect Algorithm for Mobility (DREAM) [28] is used to provide the 

location information that every mobile host in the network maintains and updates regularly 

the position information for the whole network using flooding method. In this case, the 

accuracy of the position information depends on (1) the frequency of updating position 

information, which depends on the mobility degree of a host and (2) convergence time for 

flooding the position update packet across the network, in which the distance effect [54] has 

be taken into account that the direct neighboring hosts from the flooding source have more 

accurate position information than that of hosts with long distance from the flooding source. 

On the other hand, the communication complexity of the location information update and 

maintenance is in scales of ( )O N , where N  is the number of hosts in the network. In 

general, the DREAM scheme is inappropriate for large scale ad hoc networks. 

 

The Zone-based Hierarchical Link State (ZHLS) routing protocol [82] is another protocol to 

provide the location information in mobile networks, where hosts determine the zone ID by 
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mapping the physical location to a non-overlapping zone map so that hosts know the 

connectivity within the same zone and also the zone level network topology. Although 

ZHLS generates fewer overheads than the schemes based on flooding, the implementation is 

not flexible for dynamic networks such as ad hoc networks, since the zone map has to be 

assigned in the design stage. On the other hand, the performance of ZHLS may be depressed 

by the long latency and the numerous overheads for location search. 

 

The Grid Location Service (GLS) [32] is an efficient scheme, which relies on a grid-

based hierarchy overlaying the network area. Under this scheme, a large square area is 

recursively divided into relatively smaller square sub-areas. In this case, the number of 

location servers increases logarithmically as the number of hosts increases but the 

corresponding communication complexity still remains at ( )O N . Unfortunately, the 

application of GLS is usually limited since the network has to be partitioned into a 

hierarchy of grids. On the other hand, when network mobility is group based, such as 

military troops moving in battlefield [83], the network cannot be simply divided into 

predefined grids. Improper partition may result in resource wastage and network 

performance decrease. A similar location service scheme for doubling circles routing 

protocol [77] applies circles, instead of square grids. 

 

The Quorum based location service is evolved from information replication in databases and 

distributed systems. Haas and Liang [84] propose a quorum based distributed mobility 

management scheme based on virtual backbone, which are database servers for location 

information. The generation of a virtual backbone was considered as a Minimum Set 

Covering (MSC) problem, and a Distributed Database Coverage Heuristic (DDCH) are 

presented in [37]. One of the advantages of this scheme is that the heuristic is able to 
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dynamically maintain the structure of virtual backbone as the network topology changes. 

However, the drawback of the virtual backbone system is that the mobility management 

generates a large amount of data overheads for network control, since every host must update 

and maintain the link states in its r -hop neighborhood. However, if the destination cannot be 

found in the local area, then the sender host sends a location paging query across the 

backbone and waits for query response from the destination host. Of course, latency will be 

introduced in such location searching process. 

 

Home agent scheme [85][86] is a special case of quorum system, in which mobile host 

selects a home region and then sends the location updates to the other hosts currently located 

in the home region. In order to locate destination, hosts send a destination search packet 

toward the home region of destination. The position of the home region for a host can be 

derived by applying the hash function based on host ID. However, the maintenance of home 

agent for each mobile host is not considered in the proposed schemes. In this case, mobile 

hosts must be remained in a relatively fixed region. Moreover, the total overhead of 

managing home agent is unknown in a dynamic environment. 

 

However, there is no any location service scheme with low network control overheads that 

has been adaptive in dynamic mobile networks so far. The main objective of this chapter is 

to design an efficient location service protocol, which has not only good scalability but also 

the ability of self-organization and strong adaptability to accommodate most applications of 

ad hoc networks. Inspired by the distance effect [54], the virtual backbone quorum scheme 

and the ZHLS protocol, the proposed k -hop Clustering Based Location Service (KCBL) 

protocol is able to provide location service and mobility management in a large scale ad hoc 

network. 
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4.2 The KCBL Protocol 

 

It is well known that a hierarchy is an effective architecture to achieve adequate scalability in 

very large networks. In fixed infrastructure networks, hierarchical aggregation achieves the 

effect of making a large network appear much smaller from the perspective of routing 

algorithm [87][88]. When there is no fixed infrastructure available such as in ad hoc 

networks, the most popular way of building hierarchy is to group hosts geographically close 

to each other into clusters. Cluster-based routing in an ad hoc network can also make a large 

network appear smaller, but it is more important that Cluster-based routing protocol is able to 

make the network topology to be less dynamic. Differing from other strategies of grouping 

mobile hosts using fixed geographic scopes such as grid [32] or circle [77], the cluster-based 

routing protocol in an ad hoc network is self-organizing and adaptable to build a mobility 

management system. Such cluster-based architecture can also perform many other network 

functions, which are not elaborated in this chapter, such as channel assignment, flow control , 

transmission power control and battery saving.  

 

Location management based on cluster-based architecture can be applied to either single 

level clusters or multiple level clusters. In a multilevel clustering scheme such as the 

Hierarchical State Routing (HSR) [41][89], hosts located in the same logical level are 

grouped into clusters. The elected cluster-heads at the lower level become members of the 

next higher level. Similar to the Internet hierarchy, HSR has good scalability. However, the 

implementation of multiple-level cluster-based topology for location service in dynamic 

network is complicated. Firstly, due to host mobility, the reconstruction of hierarchical 

structure generates a large amount of overheads. Secondly, each host must maintain a 
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hierarchical address, which may be changed randomly when the clustering topology changes 

at any level. Such almost continuously changing of the hierarchical address makes it difficult 

to locate and to keep track of hosts. Thirdly, link activation/failure at lower level certainly 

affects the cluster structure at higher levels. The changing in hierarchical cluster membership 

is able to cause the reconstruction of the hierarchical location management tree. Lastly, since 

all packets are sent from source host to destination host through a set of backbone hosts, 

which comprise a centralized subnet, the high demand of channel bandwidth and host 

stability are imposed on these backbone hosts. Therefore, multilevel clustering is difficult to 

provide efficient location service with balanced loading on mobile hosts. 

 

By contrast, the single level clustering is relatively easy to manage. Cluster-heads are 

dynamically elected among the mobile hosts to be the local coordinators. Each cluster-head 

maintains the membership of its cluster and tracks local topology changes due to host 

mobility. From the viewpoint of location management, cluster-heads can instinctively act as 

location servers which are distributed among all the mobile hosts in the network. Moreover, 

since the cluster size (the number of cluster members in the cluster) of k -hop cluster is more 

than that of 1-hop cluster, k - hop cluster structure has more scalability. A k -hop cluster mC  

is a set of hosts with the same cluster-head mh , and any cluster member is at most k  hops far 

away from its cluster-head. As shown in Figure 4-1, every cluster consists of one cluster-

head, ordinary cluster members which are located inside of a cluster, and gateways which are 

located on the cluster border and connect with neighboring clusters.  
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Figure 4-1. An example of k -hop clusters, k =2 

 

The KCBL protocol is based on a single level cluster structure to provide location 

service. An ad hoc network can be divided into many non-overlapping clusters by either 

using a k -hop clustering scheme, such as Max-Min heuristic [55], KCMBC scheme 

(see Chapter 3) and CBKC approach [81], or by partitioning the network into several 

logical groups. When the network is partitioned into several logical groups, each group 

corresponds to a particular user team with common characteristics and the same 

mobility pattern, such as tank battalion in the battle field, search team in a rescue 

operation, moving behavior of the same company, or students within the same class. A 

logical group can consist of one or several k -hop clusters according to the number of 

group members. 

 

4.2.1 The Overview of KCBL 

 

It is supposed that each host has a unique host ID. The cluster ID is determined by the host 

ID of cluster-head. Under the KCBL protocol, the cluster-heads and the cluster members 

form a logical two level hierarchy. Cluster-heads work as distributed location servers, which 
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keep track of mobile hosts within the cluster and record the inter-cluster connectivity of the 

whole network. The cluster ID or the position of cluster-head is used to represent the location 

information of all the mobile hosts in this cluster. On the other hand, ordinary cluster 

members only hold the local topology information about theirs own cluster. When a host 

wants to obtain the location information of a destination which does not exist within the 

same cluster, it simply sends a location enquiry packet to its cluster-head. The cluster-head in 

turn immediately replies with the location response which is represented by the cluster ID of 

the destination or the location of the destination’s cluster-head. 

 

However, the cluster affiliation may be changed frequently due to dynamic movement of 

mobile hosts. In this case, the performance of location service depends highly on the 

efficiency of location management mechanism which should not only provide useful 

location information, but also keep the control overheads at a low level. Corresponding to 

clustering structure, location management in the KCBL protocol is performed on two levels: 

intra-cluster level and inter-cluster level. 

Table 4-1. The LC table of the hosts in cluster 12C  (shown in Figure 4-1) 

Host 8 9 10 11 12 13 14 15 
ID of Neighboring hosts  10, 4C  13, 4C 8,12,13 12 10,11,13,14,15 9,10,12 12, 28C  12, 20C

Distance to CH  2 2 1 1 -- 1 1 1 
 

Intra-cluster location management applies a link state routing approach [90] within a cluster. 

Once clusters have been constructed, each cluster member maintains a Local Connectivity 

(LC) table and an Intra-cluster Routing (IntraR) table. LC table 5 indicates the neighboring 

hosts of each cluster member, the neighboring clusters connecting with gateways and the 

                                                 

5 At the initial stage, LC table is provided by the cluster-head, which knows the cluster topology through 
the cluster formation process. 
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distance to the cluster-head. For example, the LC table stored in the members of 12C  as 

shown in Figure 4-1 is given by Table 4-1. When an intra-cluster link is broken or 

established, a Local Link Change (LLC) packet will inform all hosts within this cluster the 

new piece of link state information, and LC table stored by each cluster member will be 

updated accordingly. Moreover, based on the current LC table, every cluster member 

constructs an IntraR table by using a shortest path algorithm (such as Dijkstra’s algorithm). 

As shown in Table 4-2, IntraR table indicates the next hop to reach a cluster member or a 

neighboring cluster. With the aid of IntraR table, an intra-cluster path or a route to one 

neighboring cluster can be easily established. Since link state exchange and routing table 

computation is localized, the intra-cluster location management is efficient and robust. 

Table 4-2. The IntraR table of host 10 (shown in Figure 4-1) 

Destination 8 9 11 12 13 14 15
4C  20C  28C  

ID of the next hop 8 13 12 12 13 12 12 8 12 12 

 

Table 4-3. The LS  table of host 4 (shown in Figure 4-1) 

Cluster ID 
4C  12C  20C  28C  

Timestamp 
4CT  

12CT  
20CT  

28CT  

Cluster-head Position Coordinates of 4h Coordinates of 12h Coordinates of 20h  Coordinates of 28h
Member ID 1,2,3,4,5,6,7 8,9,10,11,12,13,14,15 16,17,18,19,20,21,22 23,24,25,26,27,28,29

Neighboring Clusters
12C  4C , 20C , 28C  12C  12C  

 

On the other hand, inter-cluster location management is operated by cluster-heads. Besides 

LC table and IntraR table, each cluster-head maintains one Location Service (LS) table, 

which describes the membership and inter-cluster connectivity of each cluster. In a LS table, 

each Cluster State (CS) item contains the cluster ID, the timestamp that indicates the time for 

generating the location information of corresponding cluster, the cluster-head’s planar 
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coordinates (if available), cluster member list and the neighboring cluster list. Table 4-3 

shows the LS table stored by host 4h  in Figure 4-1, which is the cluster-head of 4C . 

 

4.2.2 Inter-Cluster Location Update 

 

A cluster-head responds to location queries based on its LS table. In order to keep the 

accuracy of LS table in dynamic network environment, the location update rate must be fast 

enough to reflect topology changes. However, if all location update packets are propagated 

by using the ordinary methods such as flooding, a large amount of control overheads would 

consume scarce network bandwidth. Thus, an effective location update mechanism is 

required to increase the efficiency of inter-cluster location management and reduce control 

overheads.  

 

Figure 4-2. The layout of CS packet 

 

Under the KCBL protocol, once a new cluster has been constructed, the cluster-head 

broadcasts a Cluster State (CS) packet, which carries its cluster information, to all other 

cluster-heads in the network. Based on the CS packets received, a cluster-head establishes its 

LS table. Moreover, CS packets are used to update inter-cluster location throughout the 

network. As shown in Figure 4-2, each CS packet represents the information of one cluster, 

including cluster ID, the timestamp (the CS packet generation time), transmission interval 

deferred by every cluster-head, the cluster-head’s coordinates, the ID of the preceding cluster 
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from which the CS packet is heard, cluster status, cluster member list and neighboring cluster 

list. If a CS packet is generated by an existing cluster (i.e., the cluster status is “Cluster 

Unchanged”), the attached cluster member list and neighboring cluster list only contains the 

IDs of those cluster members and neighboring clusters which newly attach to or detach from 

this cluster. In this way, the redundant overheads are significantly reduced. Moreover, as the 

network spans a large area, a timestamp is used to eliminate duplicate copies and avoid 

delivery loops.  

 

In a CS packet ip , the attached transmission interval, denoted as piτ , indicates the time 

interval to be postponed by each cluster-head. piτ  is used to control the propagation speed of 

this CS packet. For a new created cluster, piτ  is set as zero, so the CS packet can be 

propagated immediately throughout the whole network, and the cluster initialization is able 

to be converged quickly. However, if the CS packet ip  is created by an existing cluster, piτ  

is larger than zero and packet ip  can only be propagated one cluster range every time 

interval piτ . This location updating mechanism is based on the distance effect [54]: since 

faraway mobile hosts appear to move more slowly than hosts nearby, it is not necessary for 

location server to maintain up-to-date location information on faraway hosts. Consequently, 

control overheads can be significantly reduced. 

 

The transmission interval piτ  can be determined by a predefined value. However, it is more 

reasonable that a cluster with highly dynamic structure should update its information 

frequently, and a cluster with stable membership need not update location information during 

a long time period. Hence, each cluster-head can set its own transmission interval based on 

the mobility pattern of this cluster or the group characteristics. Alternatively, considering that 
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the average link available time of each cluster is able to reflect the degree of the cluster 

membership changes, cluster-head ih  can simply set its transmission interval piτ  by using: 

pi HAViTτ σ=           (31) 

where σ  is the scaling factor, and HAViT  is the average link available time of cluster iC . 

According to the changes of LC table, the cluster-head can obtain HAViT  by calculating the 

average link available time during a fixed time period HMT ,. 

 

As the local coordinator, every cluster-head maintains and monitors its cluster topology by 

using one cluster maintenance scheme [40][78][81]. A cluster-head ih  will generate and 

transmits its CS packet, if and only if one of the following events is detected during the past 

transmission interval piτ . 

• Any member leaves from or joins to the cluster; 

• A new neighboring cluster is connected or an old neighboring cluster is disconnected; 

• The change of cluster topology, such as new cluster creation, cluster-head change or 

cluster removal. 

• From the beginning that the previous CS packet is generated by the cluster-head ih , 

the accumulated moving distance of ih  exceeds the predefined threshold thD  

 

On the other hand, upon receiving a new CS packet jp  which was created by cluster-head 

jh , cluster-head ih  modifies the CS item for cluster jC  in its LS table according to the 

following rules.  

• If  the CS packet is created by a new cluster, a new CS item is created in the LS table;  

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 88

• If the CS packet represents that an existing cluster has been dismissed, the 

corresponding CS item will be deleted from LS table; 

• If the CS packet shows that one cluster KC  are newly added to or deleted from 

cluster jC ’s neighboring cluster list, i.e., the inter-cluster link between KC  and jC  is 

created or broken, cluster-head ih  will update the neighboring clusters of both jC  

and KC  in LS table correspondingly. 

The CS packet jp   will be deferred by cluster-head ih  for a transmission interval pjτ , before 

it is forwarded to the neighboring clusters. In addition, according to the attached cluster ID 

and timestamp, each host checks if the CS packet has been forwarded. A cluster-head will 

discard the CS packet which has been forwarded, and a cluster member will deny the 

duplicate transmission of the identical CS packet destined for its cluster-head. Therefore, a 

CS packet is only relayed by each cluster once. The previous forwarding procedure 

continues until all cluster-heads in the network have received the packet jp . 

 

The propagation of CS packets can be implemented through an efficient multicast 

manner. Considering the fact that one gateway may connect more than one neighboring 

cluster simultaneously, each cluster-head can select its gateways to multicast CS packets 

destined for the neighboring clusters. The selection of forwarding gateways is the well-

known Set Cover problem [91], which is NP complete. According to the LC table stored 

by the cluster-head, a greedy algorithm can be applied to select gateways as follows: the 

gateways connecting the more neighboring clusters but excluding the neighboring 

cluster from which the CS packet is received, have the higher priority to be selected. 

Such process is continued until all neighboring clusters are covered. The cluster-head 

only multicasts packets to those selected gateways through which the packets can be 
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delivered to the cluster-heads of neighboring clusters. Therefore, redundant 

transmissions can be largely reduced. For example, as shown in Figure 4-3, after 

receiving a CS packet from hC , cluster-head ih  selects gateway 1h  and 7h  to multicast 

the CS packet to the neighboring clusters dC , eC , fC  and gC .  

 

Figure 4-3. Gateway selection for multicast 

 

4.2.3 Location Enquiry and Revision 

 

Under the KCBL protocol, cluster-heads work as distributed location servers which provide 

location storage and retrieval. The location of a mobile host can be represented by its cluster 

ID or the position of its cluster-head, because of the following considerations. First, the 

cluster structure is more stable than a single wireless link. The host sojourn time in a cluster 

is relatively long, especially in a large cluster. Thus, the location information represented by 

a cluster can be valid for a long time period. Moreover, the host leaving from its previous 

cluster usually can be found within the neighboring clusters. Second, with the aid of IntraR 

table, an intra-cluster route can be quickly established and packets can be easily delivered 
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cluster by cluster. Therefore, the location information represented by a cluster can give vital 

information for routing search. 

 

When the source ih  wants to initiate a communication path to the destination jh , ih  sends a 

location enquiry packet to its cluster-head. The cluster-head in turn searches its LS table, and 

replies with jh ’s location information, including jh ’s cluster ID and the coordinates of jh ’s 

cluster-head. If the source ih  is an orphan host which cannot join a cluster temporarily, the 

location enquiry will be forwarded to the nearest reachable cluster-head. In this case, the 

maximum latency of a response is only a round-trip transmission with 2( 1)k +  hops. 

Compared with other location service protocols [84][85][86] which must search the 

destination among several databases, the KCBL protocol has much shorter latency to 

respond location enquiries. 

 

On the other hand, the KCBL protocol provides more accurate location information in the 

destination’s neighborhood and less accurate information for the hosts far away. Let the 

cluster-hop distance denote the minimum number of clusters which should be traversed from 

the source to the destination. It is supposed that the transmission interval for a CS packet is 

piτ , then the latency of CS packet delivered to n  cluster-hop distance away should be 

Cn piT nτ= . Therefore, if a long distance exists between the enquired cluster-head and the 

destination, the corresponding location information in the LS table may not be updated 

timely, and the destination may leave the cluster which is indicated by the LS table. However, 

the data packet can be sent properly even if the enquiry response provides slightly outdated 

location information. This is because from the view point of distance effect [54], a modest 

position variation appears to be very little for a host far away. Moreover, location 
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information can be revised by intermediate cluster-heads along the path to the destination, 

since the closer the packet reaches to the destination, the fresher location information can be 

obtained. 

 

During a data packet delivery process, every packet carries the destination jh ’s host ID and 

location information including the expected cluster ID, the coordinates of jh ’s cluster-head 

and the timestamp. When the packet meets an inter-cluster link failure, or when the packet 

reaches jh ’s expected cluster but jh  cannot be found within this cluster, this packet will be 

forwarded to the nearest reachable cluster-head. The cluster-head will update jh ’s 

information labeled in this packet, if the timestamp for the corresponding CS item in the LS 

table is created after the attached timestamp. Then the route to the destination will be 

changed according to the new location information. This process is repeated until the packet 

reaches its destination.  

 

4.2.4 Benefits to Routing Protocol 

 

In the KCBL protocol, cluster-heads are dynamically selected among mobile hosts, and act 

as distributed location servers. Routing is still carried out in the flat network structure 

involving every host in the network, which allows balanced loading on the hosts and the 

links. Moreover, since each cluster-head only provide the location service to its cluster 

members and the orphan hosts in the neighborhood, location searching is more localized. 

The distribution of responsibility among cluster-heads provides a high degree of reliability in 

location service and mobility management. Even if a few cluster-heads become unavailable, 
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the failure of location service can be limited within the relevant clusters, and location 

updating and location querying are still possible in the remaining network. 

 

On the other hand, the KCBL protocol can be used to increase the performance of routing 

protocols, in terms of reducing overheads, improving route stability and enhancing route 

recovery ability. In many proactive routing protocols such as Dynamic Source Routing 

(DSR) [44], each packet must carry a full path from the source to the destination. A large 

amount of overheads will be generated for a long routing path which spans a large scale 

network. By contrast, based on KCBL, a cluster level path is enough to provide a thorough 

route for any source-destination pair. The only modification for a routing protocol is that host 

level route is replaced by cluster level route, which can be obtained by sending the cluster-

head a location enquiry. According to LS table, the cluster-head can determine a cluster level 

path to the destination, by using Shortest Path algorithm. The enquiry response carries the 

cluster level path as the form of a cluster list. Consequently, each data packet only needs to 

carry a cluster level path, which is much shorter than a host level path. With the aid of IntraR 

table stored by each host, the packet can be easily delivered from one cluster to the other, 

until it reaches to the destination. 

 

As cluster architecture makes a highly dynamic topology appear much less changing, cluster 

level routes are more stable and adaptable for dynamic topology than common host level 

routes. Once a cluster level route has been established between a source-destination pair, the 

failure of one intra-cluster link scarcely influences the packet delivery, because the 

alternative path to reach the next cluster can be found immediately. On the other hand, if an 

inter-cluster connection is broken, the delivered packet will be forwarded to the nearest 

cluster-head for location information revising and route redesigning. Based on the LS table, 
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the cluster-head can design a new cluster level route to the destination. Therefore, with the 

service provided by the KCBL protocol, most link failure can be recovered rapidly. By 

contrast, in most existing routing protocols, a subsequent route searching has to be 

performed whenever the current route is broken. In this case, numerous overheads will be 

generated by a route recover process, and long transmission latency will be introduced. 

 

Figure 4-4 illustrates an example for cluster level routing and location information revising. 

When host ah  in cluster iC  intends to communicate with host bh , ah  sends a location 

enquiry to its cluster-head ih . According the current LS table, ih  responds to the enquiry 

with bh ’s cluster ID ( hC ) and cluster-head hh ’s coordinates. Moreover, this response 

provides a cluster level route between ah  and bh , i.e., iC → lC → mC → jC → gC → hC . 

Containing the cluster level path and bh ’s location information, the forwarding packets are 

relayed cluster by cluster. It is supposed that the inter-cluster link between mC  and jC  is 

broken because of host mobility. Upon receiving a forwarding packet, the gateway of mC  

finds that this packet cannot be delivered to jC  directly. In this case, the packet will be 

delivered to cluster-head mh  instead. mh ’s LS table shows that bh  is still located inside of hC , 

then mh  design a new partial route mC → kC → jC  to replace the old one mC → jC , and the 

packet delivery continues. When the packet is received by hC ’s gateway, which detects the 

destination bh  does not exist in hC  at that moment. Then, the packet is forwarded to cluster-

head hh . Since hh  records that bh  has moved to eC , the packet is delivered to eC , and then 

it is forwarded to the destination bh . At last, bh  sends the source ah  an acknowledgment 

packet, which contains the new cluster level route, i.e., 
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iC → lC → mC → kC → jC → gC → hC → eC . Subsequent packets from ah  to bh  will be 

delivered along the new cluster level route. 

 

Figure 4-4. Cluster level routing and route recovery 

 

Consequently, the KCBL protocol can enhance the performance of routing protocols. The 

high ability to tolerate link breakage and well scalability makes it competent for large scale 

networks. In the next chapter, the performance of KCBL is evaluated in a large scale ad hoc 

network. 

 

4.3 Performance Analysis 

 

Because the large size memory is available in personal computer nowadays, the storage 

capacity is no longer the obstacle to implement network protocols. Contrarily, control 

overheads are more critical due to the scarce wireless link bandwidth in ad hoc networks. 
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Therefore, this section first focuses on the overheads and cost caused by KCBL. The control 

overheads of KCBL are evaluated in the initial stage and the location maintenance stage, 

respectively. Secondly, the accuracy of location information provided by KCBL is discussed 

in an ad hoc network with variable host mobility. 

Table 4-4. Simulation parameters for location service protocol 

Items Value 
The number of hosts N  1000~4000 

Maximum moving rate mV  0.2~1 unit/s 
Mean connection arrival rate Callλ  1/420s 

Scaling factor σ  0.1~0.5 
Time interval HMT  6 10s 

Distance threshold thD  2 units 
 

Simulation experiments are conducted in a homogeneous network where N  mobile hosts 

are randomly distributed in the area with 30 30S = ×  square units. The radio transmission 

range of each host is 1r =  unit. Every host moves according to a uniformly distributed 

moving rate among predefined ranges [0, ]mV , where mV  is the maximum host moving rate. 

The average connection arrival rate for each host is Poisson distributed with a mean value 

Callλ . The parameters used in simulations are listed in Table 4-4. As the KCMBC scheme is 

able to generate more stable cluster structure than other cluster formation heuristics, the 

performance evaluation here is based on the clusters created by KCMBC. Each simulation 

runs 1000 seconds of simulation time. Moreover, the following notations will be used for 

performance evaluations.  

• Cd : the average number of neighboring clusters around one cluster 

• hN : the average number of members in a cluster 

                                                 

6 
HMT  is the time interval which is used to calculation the average linke available time in a cluster. 
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• CN : the total number of clusters in the network 

• CH : the average number of hops for an arbitrary intra-cluster route 

 

4.3.1 Overheads in the Initial Stage 

 

In the initial stage for the construction of network topologies, once clusters have been 

constructed, each cluster-head broadcasts a CS packet to all the other cluster-heads in the 

network. Upon receiving a CS packet, the gateway forwards it to the cluster-head. The 

cluster-head in turn selects the gateways to multicast this packet to other neighboring clusters. 

Therefore, each CS packet causes C C Cd H N  times transmission in the whole network. If CH  

is approximated as k , and /C hN N N= , then the overheads caused by the CS packet 

transmissions for of all clusters is given by: 

2
2

2
C

CS C C C
h

d kNO d H N
N

= ≈  packets   

Moreover, the overheads generated in the initial stage also include the overheads for cluster 

formation in the whole network. According to equation (29) in Chapter 3, under KCMBC, 

the total overhead for cluster formation is given by 

_ (2 3)CF KCMBCO k N= +  packets 

Consequently, the total overheads created in the initial stage can be obtained as  

2

_ _ 2(2 3) C
Initial KCBL CF KCMBC CS

h

d kNO O O k N
N

= + ≈ + +   packets ,   (32) 

where the values of Cd  and hN  for KCMBC which are obtained by simulation can be found 

in Appendix D. 
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A discrete-event simulator is developed to count the amounts of communication overheads 

created by the KCBL protocol. Figure 4-5 shows both the simulation results and the 

numerical results predicted by equation (32). The number of hosts in the network varies from 

1000 to 4000. From Figure 4-5, it can be observed that the simulation results match the 

predicted results. Moreover, it can be seen that overheads drastically decrease while the 

value of k  increases. This is because that the increase of  k  leads to the increases of cluster 

size and the decrease of the number of clusters in the network. On the other hand, when k  is 

a fixed value, _Initial KCBLO  increases with the number of hosts N . However, a large k  

suppresses the increase rate of _Initial KCBLO  when N  increases. When 4k = , the difference 

among the overheads for variable N  becomes little. 

 

Figure 4-5. The overheads created by KCBL in the initial stage 

 

The KCBL protocol can be considered as a hierarchical link state protocol: the global inter-

cluster link states are maintained by cluster-heads, and the local intra-cluster link states are 

stored by each cluster member. It is interesting to compare the communication overheads in 
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the Link State Routing (LSR) protocol [82][90] with the overheads in the KCBL protocol. 

The LSR protocol is a typical flat proactive protocol, which applies Open Shortest Path First 

(OSFP) protocol [90].  In LSR, each host must maintain all link states in the network. As 

every host generates one link state packet which will be forwarded by all the other hosts once, 

the overheads generated by LSR in the initial stage are given by 2
_Initial LSRO N=  packets.  

 

Simulations for the LSR protocol validates that the predicted values _Initial LSRO  are correct. 

Table 4-5 shows the simulation results of _Initial LSRO . From the comparison of Figure 4-5 and 

Table 4-5, it can be found that the overheads in the initial stage by using KCBL protocol are 

much fewer than those by using the LSR protocol. For example, when 4000N = ,   

_Initial LSRO  is more than 30 times of _Initial KCBLO  for 4K = . 

Table 4-5. The overheads created by LSR in the initial stage 

N  1000 2000 3000 4000 
_Initial LSRO  (Packets)  61.00 10× 64.00 10× 69.00 10×  616.00 10×

 

4.3.2 Cost in Location Maintenance Stage 

 

Considering that beacons are used in almost all routing protocols and location service 

protocols for ad hoc networks, the overheads of periodical beacons is not discussed here. 

Then in the location maintenance stage, the overheads created by the KCBL protocol mainly 

consist of the overheads for intra-cluster location updates and the overheads for inter-cluster 

location updates. The overheads for intra-cluster location updates are caused by intra-cluster 

link activation or deactivation. Any change of intra-cluster links will trigger a LLC packet, 

which must be delivered once by each cluster member. On the other hand, those link changes, 

which can vary cluster membership, cluster structure (such as cluster merge, cluster removal 
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and cluster reelection) or the inter-cluster connectivity, will trigger CS packets to update 

location information. In addition, a small amount of overheads are induced by location 

enquiries. The cost of location management, in units of control packets per second, is a 

summation of the cost of inter-cluster location update, interC , the cost of intra-cluster location 

update, intraC , and the cost of location enquiry, enqC . Consequently, the cost of location 

management is given by: 

KCBL intra inter enqC C C C= + +         (33) 

Table 4-6. The cost of location management  

0.5mV =  Unit/sec, 0.2σ =  

1000 2000 3000 4000 N  
k  
Hops 

intraC  interC  enqC  intraC interC enqC intraC interC  enqC intraC  interC  enqC

1 2142 177078 5   10959 979494 10 35352 2289724 14 71641  3906724 19
2 3144 141807 10 23762 540904 19 83942 961523 29 205223  1655607 38
3 3920 102406 14 40573 358747 29 144170 504946 43 339582 617488 57
4 4752 74019 19  56220 249903 38 239750 250278 57 569116 443916 76

 

Table 4-6 lists the simulation results of interC , intraC  and enqC  with different values of k  

and N . It is obvious that the total cost is mainly dominated by interC  and intraC . The 

small cost induced by location enquiry can be ignored, since every location enquiry 

packet is transmitted within one cluster. From Table 4-6, it can be seen for a fixed value 

of N , when k  increases, intraC  increases, whereas interC  decreases. This is because with 

the increase of k , the average size of each cluster increases, and the total number of 

clusters in the network decreases accordingly. In this case, the number of transmissions 

for each LLC packet increases, and the number of clusters for forwarding a CS packet 

decreases. Table 4-6 also shows for a fixed k , the increase of the number of hosts leads 

to the increase of both intraC   and interC .  
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In the cost function (33), interC  depends on the transmission interval of CS packets, which is 

determined by the scaling factor σ  and link available time of each cluster. Figure 4-6 shows  

the effect of σ  on the cost ( interC ) of inter-cluster location updates. It can be seen that for a 

fixed k , interC  increases with the decrease of σ . This is because that a small σ  results in 

small latency for transmitting CS packets among clusters, and accordingly, frequent inter-

cluster location updates generate a large number of overheads. By contrast, a large σ  can 

reduce the cost of inter-cluster location update. On the other hand, due to large transmission 

latency, a large σ  will degrade the accuracy of location service provided by KCBL, which is 

described in Section 4.3.3. 

 

Figure 4-6. The cost of inter-cluster update with different scaling factor σ  

2000N = , 0.5mV =  unit/sec 

 

Figure 4-7 shows the total cost of location management KCBLC  versus k  when 0.5mV =  

unit/sec. It is obvious that the total cost increases with the number of hosts N . However, a 
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large value of k  can suppress the increase rate of KCBLC  while N  increases. For example, 

when 1k = , the total cost for 4000N =  is about 22 times of that for 1000N = ; but when 

3k = , the total cost for 4000N =  is only 9 times of that for 1000N = .  

 

Figure 4-7. The total cost of location management KCBLC  

0.5mV =  unit/sec, 0.2σ =  

 

Referring to Table 4-6, it can be found that the total cost is mainly determined by interC  when 

the value of k  is small. With the increase of k , interC  decreases, whereas intraC  increases 

and prefers more contribution to the total cost than interC . Accordingly, as shown in Figure 

4-7, when N  has a fixed value, the total cost decreases with the increase of  k . However, 

there is an exception when 4000N =  and k  changes from 3 to 4. From Figure 4-7, it also 

can be seen that the cluster structure with 1k =  is not scalable for a large diameter ad hoc 

network. To reduce the total cost of location management, the value of k  can be set as 3 or 4.  
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Figure 4-8 The effect of host mobility on KCBLC .  

0.2σ =  and 2000N =  

 

Figure 4-8 shows the effect of host mobility on KCBLC . It is clear that KCBLC  increases with 

mV , since both link states and cluster structures change frequently while host moving rate 

becomes large. However, a large k  can suppress the increase rate of KCBLC  while the degree 

of host mobility increases. This is because that clusters with larger size can make a highly 

dynamic topology appear much less changing. From Figure 4-8, it can be found that cluster 

structures with a large k  are able to reduce the cost of location management efficiently, 

especially in a high host mobility environment. 

 

Furthermore, simulations are used to compare the cost of location management by using 

KCBL and the cost of link state updates in the LSR protocol [82][90], which are denoted as  

KCBLC  and LSRC , respectively. Table 4-7 shows the cost of both protocols with different 

number of hosts in the network, when 0.5mV = unit/sec, 3k =  and 0.2σ = . It can be seen 
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that LSRC  increases with N   following an approximately square rate, which is expected 

since any link change will trigger a location update packet that must be forwarded by every 

host once. From Table 4-7, it also can be found that KCBLC  is much less than LSRC  for a fixed 

N . For example, when 4000N = , LSRC  is more than 50 times of KCBLC . The total cost of 

KCBL increases with N   following a linear rate. The average cost for location management 

charged by each host is a sub-linear function of host density. For instance, the average cost of 

each host for 4000N =  is 2.26 times of that for 1000N = , whereas the host density for 

4000N =  is 4 times of that for 1000N = . The simulation results support our claim that the 

proposed KCBL protocol is scalable to large and dense ad hoc networks.  

Table 4-7. Cost comparison between LSR and KCBL 

0.5mV = unit/sec, 3k =  and 0.2σ = . 

N  1000 2000 3000 4000 
LSRC  58.04 10× 66.44 10× 72.17 10× 75.15 10×  

KCBLC  51.06 10× 53.99 10× 56.49 10× 59.57 10×  
 

4.3.3 Accuracy of Location Service 

 

As described in Section 4.2.3, the KCBL protocol provides more accurate location 

information in the destination’s neighborhood and less accurate information for the hosts far 

away. The accuracy of location service can be evaluated by the average hit probability of a 

location enquiry response. Specially, the hit probability ( )HCP n  is defined as the probability 

that the response of a location enquiry is able to provide the destination’s current cluster ID 

correctly, where n  denotes that n  cluster-hop distance exists between the source-destination 

pair. In the simulations, ( )HCP n  is the average measured values of 5000 trials for each n . 
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Figure 4-9. The hit probability versus cluster-hop distance n  

2000N = , 0.5mV =  unit/sec 

 

Figure 4-9 illustrates the average hit probability versus cluster-hop distance n  when 

2000N =  and 0.5mV =  unit/sec. It can be seen that ( )HCP n  increases with k , since the 

sojourn time of host in a cluster increases while the average cluster size increases. Figure 4-9 

also shows that the average hit probability decreases with an approximately linear rate when 

the cluster-hop distance n  increases. Since the latency of CS packet delivered to n  cluster-

hop distance away is Cn piT nτ= , the staler location information is obtained for the longer 

distance to the destination. For example, when 2k =  and 0.2σ = , the hit probability for 

7n =  is about 65%. However, the hit probability for 1n =  is more than 90%. Therefore, 

stale location information can be revised by the intermediate cluster-heads which are closer 

to the destination. 
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From Figure 4-9, it also can be found that when n  and k  are fixed values, the hit probability 

decreases with the increase of the scaling factor σ . This is because that the transmission 

interval piτ  for CS packets is positive proportional to σ . The latency for CS packet 

transmission increases with σ  correspondingly. On the other hand, as discussed in Section 

4.3.2, a small σ  results in frequent inter-cluster location updates, and causes a large amount 

of control overheads. It is obvious that trade off exists between the cost of location 

management and the accuracy of location service. As the neighboring clusters around the 

destination maintains the latest location information, the value of σ  can be determined by 

(1)HCP , the average hit probability of a location enquiry response performed in the 

destination’s direct neighboring clusters. In order to ensure Pr (1)HC  higher than 90% for any 

k , σ  is set as 0.2 in most of our experiments. In this case, the cost of location management 

can be controlled at relatively small level (see Figure 4-7). 

 

(a) 0.1mV =  unit/sec 
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(b) 0.9mV =  unit/sec 

Figure 4-10. Impact of host mobility on the hit probability ( )HCP n , 2000N =  

 

Figure 4-10(a) and (b) show the hit probability ( )HCP n  when the maximal host moving rate 

is 0.1 unit/sec and 0.9 unit/sec, respectively. It can be found that for both the moving 

scenarios, the hit probability increases with k , but decreases with the increase of n . 

Moreover, when n  has a fixed value, there is a little difference (less than 10%) between 

( )HCP n  in high host moving rate scenario ( 0.9mV =  unit/sec) and ( )HCP n  in low host 

moving rate scenario ( 0.1mV =  unit/sec). It is clear that the change of maximal host moving 

rate makes little influence on the hit probability. This is because in the KCBL protocol, the 

transmission interval for CS packets is proportional to the average link available time of 

corresponding clusters, which can reflect the degree of host mobility. The frequency of inter-

cluster location updates increases with host moving rate. Therefore, the KCBL protocol is 

able to adapt the frequency of location updates in an ad hoc network with variable host 

mobility, and well balance the trade off between control overheads and the accuracy of 

location service.  
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4.4  Conclusion 

 

In this chapter, we propose an efficient location service protocol, namely k -hop 

Clustering Based Location Service (KCBL) protocol. It utilizes the advantage of cluster 

architecture to construct a distributed location service system, where cluster-heads keep 

the location information of all clusters in the network and immediately respond to the 

location enquiries from their cluster members. The high stability of the KCBL protocol 

relies on the following reasons: (1) the influence of any inter-cluster link failure or 

cluster-head deactivation is limited within one cluster; (2) more than one physical link 

existing between two neighboring clusters makes the redundant cluster architecture 

tolerate false route and balance traffic load; (3) any stale location information can be 

updated along the path to the destination; (4) routing is still operated in a flat network 

structure, and cluster-heads do not risk becoming the communication bottleneck.  

 

Location management of the KCBL protocol is performed on intra-cluster level and 

inter-cluster level. Considering the distance effect [54]  and host mobility, an efficient 

inter-cluster location update mechanism is used to reduce control overheads 

significantly. KCBL provides more accurate location information in the destination’s 

neighborhood and less accurate information for the hosts far away. The frequency of 

inter-cluster location updates can be determined by the mobility pattern of this cluster or 

the group characteristics. All of these above features ensure that KCBL has good 

scalability. In addition, due to the benefits of the cluster structure and distributed 

cluster-heads, KCBL is able to increase the performance of routing protocols, in terms 
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of overhead reduction and route recovery. The high ability to tolerate link breakage and 

good reliability makes KCBL efficient for large scale networks. 

 

Simulation results indicate that both the overheads in the initial stage and the total cost 

in the location maintenance stage decrease with the increase of k . A large value of k  

can not only suppress the increase rate of the total cost while the number of hosts in the 

network increases, but also increase the hit probability of location service, and reduce 

the passive effect of host mobility on control overhead and the hit probability. Moreover, 

a suitable value of scaling factor σ  can balance the trade off between the cost and the 

accuracy of location service. The simulation results also show that KCBL is scalable to 

various host density and host moving rate. With optimally chosen k  and σ , the total 

cost of location management by using KCBL is only about of two percent of the cost of 

a link state protocol. Because of its good scalability and the ability of self-organization, 

the KCBL protocol can be used to provide location service for most routing protocols.  
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Chapter 5  Forwarding Host Selection Broadcast 

Relay Scheme 

 

5.1 Introduction 

 

Because of their ever-changing topology, ad hoc networks use broadcasting as one of 

the fundamental protocols. Especially when packets are transferred to multiple hosts, 

broadcast is more efficient than unicast or multicast. Blind flooding is the traditional 

broadcast approach for wireless networks. However, blind flooding generates a large 

number of redundant packets that waste valuable resources such as bandwidth and 

energy. The large number of redundant broadcast packets caused by blind flooding has 

been known as the Broadcast Storm Problem [92] in ad hoc networks. Current research 

on optimal broadcasting mechanisms in ad hoc networks has been focusing on 

minimization of rebroadcasts number and efficiency of delivering packets to hosts in the 

network. The routing protocols being currently designed for ad hoc networks can be 

divided into two categories, i.e. topology-based protocol and geometry-based protocol.  

 

In the topology-based broadcast protocols [93][94][95][42], a mobile host determines where 

the received packet is forwarded to based on the connectivity information between the host 

and  neighborhood host. Since optimal broadcasting forwarding in an ad hoc network has 

been proven as NP-complete [43], the topology-based protocols attempt to approximate 

minimal connected cover set. Each host is assumed to know the local connectivity 

information up to 2 hops. Based on the topology information, the topology-based protocols 

can generate a small set of neighborhood host for forwarding packets, so that the redundant 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 110

rebroadcasts can be significantly reduced while the maximum broadcast reach-ability is 

maintained. However, the exchange of local topology information under such topology-

based protocol may cause a large amount of overhead, since each host must maintain a long 

list of the neighboring hosts, especially when the host density in the network is high. On the 

other hand, hosts in the network [43] [95][42] need to take long time for the collection of all 

connectivity information with the other neighboring hosts within 2 hops. During such long 

convergence time, the existing hosts may leave and the new hosts may join the 2-hop 

neighborhood range, which make the created forwarding host set incorrect. Hence the 

topology-based broadcast protocols cannot keep good performance in a highly dynamic 

environment. 

 

By contrast, the geometry-based broadcast protocols choose the forwarding hosts 

according to the geometry location information of direct neighboring hosts. Each host 

obtains its location information through GPS receivers or some other type of position 

service [33][34]. The location information is exchanged among direct neighboring hosts 

via periodical beacons or broadcasting packets. The exchange of location information 

only consumes a small amount of bandwidth. Compared with topology-based protocols, 

the geometry-based protocols usually have less convergence time to obtain geometry 

location information, and they bring each host less computational load to generate the 

cover set. Therefore, the geometry-based protocols are more efficient for an ad hoc 

network with drastic host mobility. On the other hand, because of insufficient network 

topology information, the performance of geometry-based protocols is usually poorer 

than that of topology-based protocols.  
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Geometry-based broadcasting protocols including the distance-based protocol and the 

location-based protocol are presented in [49][92]. Under the distance-based protocol, 

the distance between the neighboring hosts that the broadcast has previously been 

communicated. When a new packet is received by a host, a random delay is initiated 

and redundant packets are cached. When the random delay expires, if and only if all 

hosts in the preceding hop are farther than a threshold distance value, the host 

rebroadcasts the packet. By contrast, under the location-based approach [92], the hosts 

receiving packets calculate the additional coverage that can be offered using the location 

information of the transmitting hosts located in the preceding hop. A predefined 

threshold area value is used to determine whether the receiving host should rebroadcast 

when the random delay expires. Variable threshold defined as the function of the host 

density are studied in [49]. It has been demonstrated that both of the distance-based 

approach and the location-based approach are able to reduce the number of redundant 

broadcasts. However, these two protocols may also incorrectly drop important 

rebroadcasts, which result in low reach-ability, especially when the network has sparse 

host density.  

 

In order to achieve the maximal reach-ability, the angle-based protocol proposed in [50] 

uses the cover angles of forwarding hosts to determine the rebroadcast. When a new 

packet is received by host X, the host X  initiates a random delay. After the random 

delay expires, the host X  rebroadcast the received packet only if the rebroadcast of the 

same packet from the other neighboring hosts does not fully cover X ’s transmission 

range. However, in order to reach a high reach-ability, the angle-based approach 

generates large number of massive redundant rebroadcasts. 
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This chapter presents a novel Forwarding Host Selection (FHS) broadcast relay scheme to 

improve the performance of geometry-based protocols in terms of increasing broadcast 

coverage area. The broadcast scheme with high broadcast coverage area can achieve high 

delivery rate with low number of rebroadcasts. Firstly, the analysis of the coverage area for 

both single-hop broadcast relay case and multihop broadcast relay case are presented, in 

which each broadcasting host is assumed to have the same number of neighboring hosts 

taking part in the rebroadcasts. The upper bound of broadcast coverage is obtained, which is 

used for the design of the FHS scheme. Differing from common geometry-based schemes, 

the FHS scheme is based on both relative distance and forward angle information of 

neighboring hosts. With little extra overhead and computational load, FHS can help many 

geometry-based broadcast protocols [49][50][52][92] to achieve high delivery rate and low 

number of rebroadcasts.  

 

5.2 The Upper Bond of Broadcast Coverage Area 

 

This section focuses on the upper bound of broadcast coverage area under the condition 

that each broadcasting host is assumed to have the same number of neighboring hosts 

which involve the rebroadcasts. An ad hoc network is modeled using Unit Disk Graph 

[19]. As shown in Figure 5-1, each host has a transmission range of radius 1r =  unit. 

Two hosts X  and Y  in the network are neighboring hosts with the Euclidean distance 

1XY x= ≤ . The forwarding host is defined as the host which involves the broadcast 

relay process, and the neighboring host, which rebroadcasts the received packet, is 

named as forwarding neighboring host. Without loss of generality, let ( , )k nTA  denote the 

total coverage area of ( , )m k n  broadcasting hosts, and ( , )k nAS  be the average coverage 
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area of each broadcasting host in the area, where k  represents the number of 

rebroadcast hops from the source host, n  presents the number of broadcasting 

neighboring hosts around each forwarding host, and ( , )m k n  represents the total number 

of broadcasting hosts in the k -hop broadcast. The following analyzes the coverage area 

of both single-hop broadcast relay case and multihop broadcast relay case. 

 

Figure 5-1. The coverage area of two neighboring hosts 

 

5.2.1 Single Hop Broadcast Relay 

 

Figure 5-1 shows a single hop broadcast relay case which consists of two neighboring 

forwarding hosts X  and Y . In this case, the broadcast coverage area only depends on 

the distance XY x=  between the two hosts. Let (1,1) ( )TA x  denote the radio coverage 

area of the two neighboring hosts, then (1,1) ( )TA x  can be given by 

2
(1,1) ( ) 2arcsin 1 ( ) ,   (0 1)

2 2
x xTA x x xπ= + + − ≤ ≤  

The differentiation equation of (1,1) ( )TA x  is obtained as 

(1,1) 2( )
2 1 ( ) >0,   (0 1)

2
dTA x x x

dx
= − ≤ ≤  

Thus, when 1x = , (1,1) ( )TA x  can reach the maximum value, that is 
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(1,1)
4 3( ) 1.609
3 2

Max TA π π= + ≈    

In this case, hosts X  and Y  are located on the transmission range of each other. The 

maximum value of the average coverage area of each forwarding host is given by 

(1,1) (1,1)( ) ( ) / 2 0.804Max AS Max TA π= ≈        (34) 

 

Figure 5-2 illustrates the case of single-hop broadcast relay consisting of the source X  

and n  forwarding hosts  (i=1,2, , )iY n" , which take part in the rebroadcasts among 

X ’s neighboring hosts. Besides the distance iXY , the forward angles iα  between 

X and iY  have effects on the total coverage range. Theorem 1 indicates the condition of 

the forward angles to obtain the maximum value of the average broadcast coverage area. 

 

Figure 5-2. Single-hop broadcast relay, 4n =  

 

Theorem 1. If the source X  has ( 3)n n ≥  broadcasting neighboring hosts 

 (i=1,2, , )iY n" , the total broadcast coverage area (1, )nTA can reach the maximum value 
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when all forwarding neighboring hosts iY  are symmetrically located on the border of 

X ’s transmission range. 

 

Proof. From the single hop broadcast relay case with two forwarding neighboring hosts, 

it can be deduced that the total broadcast coverage area for 1i iXY x= =  is larger than 

that for 1ix < .Referring to Figure 5-2, when 1ix = , the total broadcast coverage area is 

given by 

(1, ) 1

3*( ) ( )
3 2

n
n i ii

TA n SVππ α
=

= + + −∑        

and 
1

2n
ii

α π
=

=∑ ,          

where iα  is the forward angle between X and iY  , , ( 1)   i i jY XY j i mod nα = ∠ = + , and 

iSV  is the overlapping area caused by the transmission ranges of two adjacent 

forwarding neighboring hosts. When 2 /3iα π≥ , ( ) 0i iSV α = . 

It is obvious that the maximum value of (1, )nTA  can be obtained when 
1

( )n
i ii

SV α
=∑  is 

minimum. By using Lagrangean relaxation technique [96], let 

1 1
( , , ) 2n

n ii
g α α α π

=
= −∑"          

Define that 11 1 1
( ) ( , , ) ( ) ( 2 )n n n

i i n i i ii i i
F SV g SVα β α α α β α π

= = =
= + = + −∑ ∑ ∑" , (35) 

where β  is the Langrange multiplier.  

The minimum value of F can be reached under the following condition:   

 

1 1 1 1

1

/ ( ) / 0

/ ( ) / 0

/ 2 0
n n n n

n
ii

F SV

F SV

F

α α α β

α α α β

β α π
=

∂ ∂ = ∂ ∂ + =


∂ ∂ = ∂ ∂ + =
 ∂ ∂ = − = ∑

#

       

(36) 

Thus, 1 1 1 2 2 2( ) / ( ) / ( ) /n n nSV SV SVα α α α α α∂ ∂ = ∂ ∂ = = ∂ ∂" ,    
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where 1, , nα α"  are coordinative  in (35), the only solution of Equation (36) is:  

2 /   ( 1, 2 )i n i nα π= = … . 

Therefore, (1, )( )nMax TA can be obtained if and only if:  

2 /
,   1, 2,

1
i

i

n
i n

x
α π=

= =
…          (37) 

In other words, (1, )nTA can reach the maximum value when all forwarding neighboring 

hosts iY  are symmetrically located on the border of X ’s transmission range.  

 

Based on Theorem 1, the maximum value of the average area covered by each 

broadcasting host can be derived accordingly. For the single-hop broadcast relay case 

with 3n = , the maximum value of (1,3)TA  is obtained when forwarding neighboring 

hosts  ( 1,2,3)iY i =  are located on the border of X ’s transmission range with forward 

angle 2 / 3iα π= , that is  

(1,3)
3( ) 3*( ) 2.827

3 2
Max TA ππ π= + + ≈       (38) 

The maximum average coverage area of each forwarding host can be obtained as 

(1,3) (1,3)( ) ( ) / 4 0.706Max AS Max TA π= =       (39) 

 

Figure 5-3 shows the average coverage area of each broadcasting host for the single-hop 

broadcast relay case when 3n =  and the distance between X  and each iY  ( 1,2,3)i =  

has the same value x . It is clear that (1,3)AS  reaches the maximum value when 

2 / 3 ( 1,2,3)i iα π= = , and (1,3)AS  decreases when the deflection between the forward 
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angle iα  and 2 / 3π  increases. From Figure 5-3, it can be found that when iα  have fixed 

values, the coverage area for 1x =  is always larger than that for 0.8x = .  

 

(a) 0.8x =  

 

(b) 1x =  

Figure 5-3. (1,3)AS  for the case of single-hop broadcast relay 

( 1, 2,3)ix x i= =  and 3
11

2
i
α π

=
=∑  

 

According to Theorem 1, if the number of forwarding neighboring hosts increased to 

4n = , the maximum value of (1,4)TA  is obtained when forwarding neighboring hosts 

 ( 1, 2,3,4)iY i =  are located on the border of X ’s transmission range with forward angle 

/ 2iα π= . In this case, referring to Figure 5-2, 
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4

1

3( ( )) 4* ( / 2) 4*( 1)
2 12i ii

Min SV SV πα π
=

= = + −∑     

The maximum value of (1,4)TA  is given by 

4
(1,4) 1

3( ) 4*( ) ( ( )) 2 4 3.273
3 2 i ii

Max TA min SVππ α π π
=

= + + − = + ≈∑  

The maximum value of the average coverage area of each forwarding host can be 

obtained as 

(1,4) (1,4)( ) ( ) / 5 0.655Max AS Max TA π= =        (40) 

 

From the comparison of equation (34), (39) and (40), it can be found that the maximum 

value of (1, )nAS  decreases when n  increases. This is because that the overlapping area of 

neighboring hosts increases with the value of n . However, when 3n < ,  the broadcast 

generates coverage interstice which significantly degrades broadcast reach-ability. 

Hence the average coverage area of each forwarding host reaches the upper bound when 

 (i=1,2,3)iY  are located around host X  with 2 / 3iα π=  and 1ix = . The next subsection 

hereby only focuses on the multihop broadcast relay cases for 3n =  and 4n =  

broadcasting neighboring hosts around each forwarding host. 

 

5.2.2 Multihop Broadcast Relay 

 

Figure 5-4 shows the multihop broadcast relay case for 3n =  broadcasting neighboring 

hosts around each forwarding host. In this case, the maximum broadcast coverage area 

can be obtained when (1) two forwarding neighboring hosts  jZ ( =1,2, ,6)j …  are 

located on the border of iY ’s transmission range, and (2) all triangles between X , gZ  
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and 1gZ +  ( =1,3,5g ) are equilateral triangles. As shown in Figure 5-4, let  zS  denote the 

area overlapped by two adjacent hosts jZ  and mZ , where ( 1)   6m j mod= + . ZS  can 

be obtained as 

1
2

0

1 3 3
 2 ( 1 ( ) )

2 2 3 2ZS y dy
π

= × − − − = −∫ . 

The maximum value of (2,3)TA  can be given by  

(2,3) (1,3) (1,3)
3( ) ( ) 6 ( ) 3 ( ) 9 3 / 2

3 2 ZMax TA Max TA S Max TAπ π= + × + − × = + + . 

 

Figure 5-4. Multihop broadcast relay   

3 forwarding neighboring hosts around each host 2 / 3iα π=  

 

Moreover, when 1k ≥ , ( ,3)kTA  reaches the maximum value when all forwarding 

neighboring hosts are symmetrically located on the border of broadcasting hosts’ 

transmission range, that is: 
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( 1,3)
( ,3)

( 1,3)

( ) (9 3) 3 / 4,   2 1
( )

( ) 9 3 / 4,      2
k

k
k

Max TA k k t
Max TA

Max TA k k t

π

π
−

−

 + + − = −= 
+ + =

, 

where =1,2,3,t … , and (0,3)( )Max TA π= . 

From the above iterative equation, ( ,3)( )kMax TA  can be given by 

2

( ,3) 2

( 1) (9 6 3) 3 / 8,   2 1
( )

( 1) (9 6 ) 3 / 8,   2
k

k k k k t
Max TA

k k k k t

π

π

 + + + − = −= 
+ + + =

    (41) 

The total number of forwarding hosts is given by 

2

( ,3)
3 3 21 3 3*2 3 ,   1

2k
k km k k+ +

= + + + + = ≥"  

Hence, the maximum average coverage area of each forwarding host can be obtained as 

2

2
( ,3)

( ,3) 2
( ,3)

2

2( 1) (9 6 3) 3 / 4 ,   2 1( ) 3 3 2( )
2( 1) (9 6 ) 3 / 4 ,   2

3 3 2

k
k

k

k k k k tMax TA k kMax AS
m k k k k t

k k

π

π

 + + + −
= − + += = 

+ + + = + +

  (42) 

 

Likewise, for 4n = , the maximum broadcast coverage area can be obtained by 

2
( ,4) (1,4) 2

( ) ( ) ( 4 ) 2 ( 2)k
k w

Max TA Max TA w k kπ π π
=

= + + = + + +∑      (43) 

The total number of forwarding hosts is given by 

2
( ,4) 1 4 4*2 4 2 2 1km k k k= + + + + = + +"  

The maximum value of ( ,4)kAS  can be expressed by 

2
( ,4)

( ,4) 2
( ,4)

( ) 2 ( 2)( )
2 2 1

k
k

k

Max TA k kMax AS
m k k

π π+ + +
= =

+ +
                  (44) 
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Figure 5-5. ( , )( )k nMax TA  vs. the number of rebroadcast hops 

 

Figure 5-6. ( , )( )k nMax AS  vs. the number of rebroadcast hops 

 

Figure 5-5 shows the maximum value of total coverage area versus the number of 

rebroadcast hops, for 3n =  and 4n = . It can be seen that the value of ( , )( )k nMax AS  

increases when the number of broadcast hops increases. The values of ( , )( )k nMax TA  for 

3n =  and for 4n =  are always similar. From Figure 5-6, it can be found for fixed k , 

( , )( )k nMax AS  decreases when n  increases. This is because that the overlapping area of 

neighboring hosts increases with n . Consequently, when forwarding hosts are 
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symmetrically located with 3n = , the average area reaches the upper bound which is 

determined by equation (42). 

 

Although mobile hosts in an ad hoc network are randomly distributed and all 

forwarding hosts are hardly located on the ideal symmetrical position, this upper bound 

of broadcast coverage can be reached by moving each host to the ideal symmetrical 

position for the applications such as ad hoc sensor networks [10]. On the other hand, 

this obtained upper bound is useful for the design of novel broadcast relay scheme to 

improve the performance of geometry-based broadcast protocols. 

 

5.3 The FHS Scheme 

 

Figure 5-7. The fast forwarding host selection in FHS 

 

To approach the upper bound of broadcast coverage, a novel FHS broadcast relay scheme is 

proposed. It is assumed that mobile hosts are randomly located in a two-dimensional 

homogeneous ad hoc network. Each host obtains its location information through GPS 
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receivers or some other type of position service [33][34]. Location information is exchanged 

by periodical “Hello” packets among neighboring hosts. Under the FHS scheme, each host 

that wishes to forward a packet calculates the coordinates of the symmetrical area around 

itself. The neighboring hosts located inside of the symmetrical area will be selected as fast 

forwarding hosts, which have higher priority to rebroadcast than other forwarding hosts. As 

shown in Figure 5-7, host X  that wishes to broadcast a packet will select fast forwarding 

hosts by using the following algorithm. 

 

Algorithm for selecting fast forwarding hosts 

Input:  the locations of n  hosts inside of the transmission range of host X ,  

the reference direction θ  

Output: one or two fast forwarding hosts 

1) Host X  calculates the planar coordinates of the symmetrical points iA  (shown in Figure 

5-7) around itself using 

iA : ( ( 2 / 3), ( 2 / 3))x yX cos i X sin iθ π θ π+ + + + , 1,2i = ,    (45) 

where ( , )x yX X  denote X ’s coordinates.  

2) For each neighboring host jY  ( 1,2,j n= … ), the host X  detects if j i dY A r≤ , where 

1,2i = , and dr  is a predefined threshold. Among the neighboring hosts who match the 

condition of j i dY A r≤ , the nearest host to 1A  is selected as one fast forwarding host, 

denoted as 1Fh , and the nearest host to 2A  is selected as another fast forwarding host, 

denoted as 2Fh  

 

When the source host X  intends to broadcast a packet m , X  selects a farthest neighboring 

host within its transmission range as one fast forwarding host, denoted as 0Fh , and sets θ , 
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the relative direction from X  to 0Fh , as the reference direction. Through the above 

algorithm, the fast forwarding hosts 1Fh  and 2Fh  are selected among X ’s neighboring hosts 

which are located inside of the crescent areas i iL iRA A A  ( 1,2i = ) shown in Figure 5-7. For 

example, as shown in Figure 5-7, hosts 1Y , 3Y  and 5Y  are selected as the fast forwarding 

hosts 0Fh , 1Fh  and 2Fh , respectively. On the other hand, if an intermediate host X  receives 

a packet m  from the preceding host 1Y , when host X  decides to rebroadcast packet m , it 

sets the reference direction θ  as the relative direction from X  to 1Y , .and selects the fast 

forwarding hosts 1Fh  and 2Fh  by using the above algorithm. Then, host X  broadcasts 

packet m  piggybacked with Fih ’s IDs. 

 

However, if there is no host located in the inside of the symmetrical areas i iL iRA A A , 1Fh  or 

(and) 2Fh  is (are) not available, then the broadcasting coverage gaps can be filled by the 

rebroadcasts from the other neighboring hosts in the area. 

 

5.3.1 The FHS Angle-Based Protocol 

 

 

Figure 5-8. Cover angle 
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The proposed FHS scheme combined with the angle-based broadcast protocol [50], named 

as the FHS angle-based protocol, can be described as follows. Upon receiving a packet m  

from host Y , host X  calculates the cover angle AXB∠  (counterclockwise) as shown in 

Figure 5-8, where A  and B  are the intersections of the two circles centered at X  and Y . 

Let the positive direction of x-axis be the reference direction of zero degree, then the 

directions of A  and B  relevant to host X  can be expressed by the angles α  and β , 

respectively. The interval [ ],α β  is referred to as the cover range of Y . It is supposed that 

during a transmission defter time interval, X  has heard the rebroadcast of the same packet 

m  from a number of neighboring hosts with cover range [ ] [ ]1 1, , , ,k kα β α β… . If the union 

of the cover ranges of the neighboring hosts is [ ]0,2π , i.e., [ ], 0, 2j j jα β π ∪ =  , the 

whole transmission range of X  must have been coved by the rebroadcasts from its 

neighboring hosts. In this case, host X  will not further relay packet m .  

 

Let n  denote the number of host X ’s neighboring hosts. Upon receiving a packet m  from 

one of its neighboring hosts, which is denoted as jY  ( 1,2,j n= … ), host X  executes the 

broadcast relay process as shown in Figure 5-9. In this process, packet m  will be discard if 

at least one of the following conditions is satisfied: (a) the packet m  has been forwarded 

before; (b) host X  has only one neighboring host, i.e., 1n = ; (c) the number of rebroadcast 

hops reaches to a predetermined time-to-live (TTL) value. If the packet m  is not discarded 

and the host X  is the fast forwarding host selected by the preceding hop, then the packet m  

must be relayed immediately by the host X ; otherwise, the host X  must wait a defer time. 

Since a neighboring host far from the preceding host jY  usually covers more new area than a 

neighboring host near to jY , the defer time can make the farther neighboring host relay 

packets earlier. Using distance-based defer time in [50], the defer time is set as: 
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22 2( ) ( / )jdef m MaxDeferTime r XY r= ⋅ −       (46) 

where r  is the radius of the transmission range for a host. During the defer time, host X   

will discard packet m , if the duplicated copies of packet m  are received and the union of the 

cover ranges of the neighboring hosts is [ ]0,2π . The above procedure goes on until packet 

m  reaches its destinations or the TTL value of packet m  drops to zero. 

 

 

Figure 5-9. Flow chart of the FHS angle-based protocol 

 

As the fast forwarding hosts are located inside of the symmetrical area, they are able to cover 

more new area. Considering a forwarding host X , the symmetrical locations of the two fast 

forwarding hosts and the preceding host jY  make that the union of the three neighboring 
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hosts’ angle cover ranges achieves a large value. Hence, only a small number of rebroadcasts 

from other neighboring hosts can fill up the gaps of angle cover ranges, and redundant 

rebroadcasts are reduced. On the other hand, it is obvious that the selected fast forwarding 

hosts have higher priority to deliver packets than other forwarding neighboring hosts. 

Therefore, the forwarded packets can be quickly propagated throughout the network, and the 

total transmission latency can be decreased. Another benefit of using FHS scheme is that the 

rebroadcasts with different priority are able to decrease medium access collisions. 

 

5.3.2 The FHS Distance-Based Protocol 

 

The FHS scheme is not only used in the angle-based protocol, but also can be used to 

improve the performance of other geometry-based broadcast protocols such as distance-

based protocol, location-based protocol and counter-based protocol [49][92]. As another 

example, the proposed FHS scheme combined with the distance-based broadcast protocol 

[50], named as the FHS distance-based protocol, is described in this subsection. 

 

Basically, the FHS distance-based protocol uses the same algorithm to select the fast 

forwarding hosts, which can rebroadcast packets without a defer time. By contrast, other 

hosts intend to relay packets must wait a distance-based defer time. The process skeleton of 

the FHS distance-based protocol is similar to that of the FHS angle-based protocol. However, 

it is noticed that under the distance-based protocol, only if all hosts in the preceding hop are 

farther than a threshold distance thD , the host can be allowed to rebroadcast the packet. In an 

ad hoc network with sparse host density, it is possible that the distance between a forwarding 

host and each of its neighboring hosts is less than thD . In this case, the broadcast process has 

to be terminated, and broadcast reach-ability may be largely degraded.  
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Figure 5-10. Forwarding host selection using the FHS distance-based protocol 

 

The FHS distance-based protocol uses compensative forwarding host to solve the above 

problem. As shown in Figure 5-10, host X  receives a packet m  from the preceding hop 1Y . 

When host X  intends to rebroadcast packet m , X  calculates the relative positions of its 

neighboring hosts jY  ( 2,j n= … ).  If no fast forwarding host is available and j thXY D<  

for every j , host X  selects the neighboring host, which has the longest distance to the 

preceding host 1Y , as the compensative forwarding host (for example, host 4Y  shown in 

Figure 5-10), denoted as Ch . Then, containing Ch ’s ID, packet m  is sent out by X . The 

compensative forwarding host and the fast forwarding host can be distinguished by using 

different flags. Upon receiving packet m , host jY  will immediately forward this packet, if 

packet m  is heard for the first time and jY  is selected as the compensative forwarding host 

Ch . Figure 5-11 shows the process of the FHS distance-based protocol. 
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Figure 5-11. Flow chart of the FHS distance-based protocol 

 

Moreover, an acknowledgment (ACK) mechanism can be used to combat collisions and 

high error rate in ad hoc networks. Upon receiving a correct packet, the selected 

forwarding hosts Fih  or Ch  will reply an ACK to the source X . On the other hand, once 

host X  has broadcasted a packet  m  with the IDs of the available Fih  or Ch , host X  must 

wait for ACK packets from the selected forwarding hosts. If all of the relevant ACK 

packets cannot be received during a time period ACKTimeout, host X  will retransmit packet 
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m . Through this broadcast handshake, most packets can be transmitted correctly even in a 

high error rate environment.  

 

FHS is expected to be more effective in a network with high host density, because more 

forwarding hosts can be found within the symmetrical areas. With a little modification, most 

existing geometry-based protocol can be easily combined with the FHS scheme. For each 

broadcasting host, the selection of forwarding hosts can be done in ( )O n  time, where n  is 

the number of neighboring hosts of the host. Thus, the FHS scheme is more efficient in time 

complexity than most topology-based protocols [95][42] which are at least bounded by 

2( )O n . Moreover, since the overheads for carrying the IDs of selected forwarding hosts are 

small, and fast forwarding hosts can increase broadcast speed, the FHS scheme is scalable 

for large ad hoc networks. 

 

5.4 Performance Evaluation  

 

To evaluate the performance of the FHS scheme, simulation experiments have been 

conducted in a homogeneous network.  All hosts have the same communication range with 

radius 1r =  unit. Hosts are randomly distributed in an area of 30 30S = ×  square units, and 

the number of hosts ( N ) in the network ranges from 1000 to 5000. For each given number 

of hosts, 10 random static graphs are generated, and 1,000 broadcast requests are simulated 

for each graph. Mobile hosts share a single common channel using a simplified version of 

IEEE 802.11 DCF [53] without RTS/CTS. To prevent the border effect [62] of the area 

with finite space, the broadcast requests are only launched by the hosts in the central area 

from which the broadcast packets cannot reach the network borders through the maximum 

TTL hops.  
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Table 5-1. Simulation Parameters for broadcast protocols 

Items Value 
MaxDeferTime  0.1 sec 
Defer Time Slot 0.01sec 

thD  (Distance-based protocol) 0.6 unit 

dr  (FHS scheme) 0.4 unit 
TTL 5 

 

A discrete simulator is developed to compare the performance of four broadcast relay 

protocols, i.e., the distance-based protocol, the angle-based protocol, the FHS distance-based 

protocol and the FHS angle-based protocol. Each protocol uses the distance-based defer time 

[50]. Table 5-1 shows the applied simulation parameters. Based on simulation 

experimentation, the threshold dr  in FHS is set as 0.4 unit for both FHS distance-based 

protocol and FHS angle-based protocol. The performance metrics to be observed are: 

• Delivery ratio: the number of reachable hosts using a specific broadcast protocol 

over the number of the maximum reachable hosts using blind flooding mechanism 

with a certain TTL hops. 

• The number of forwarding hosts: the average number of hosts which take part in 

broadcasting. 

 

Figure 5-12 shows the delivery ratio versus the number of hosts in the network. It is clear 

that the FHS scheme is able to help the distance-based protocol to significantly increase the 

delivery ratio. For example, the delivery ratio for the FHS distance-based protocol is about 

25% more than that for the distance-based protocol with 1000N =  hosts. This is because 

that the transmissions from the selected fast forwarding hosts Fih  cover more areas, and the 

compensative forwarding hosts Ch  are able to relay packet even in a sparse network. The 
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delivery ratio for both the FHS distance-based protocol and the distance-based protocol 

increase when the number of hosts in the network increases. On the other hand, both the 

angle-based protocol and the FHS angle-based protocol always achieve 100% reach-ability 

regardless of the host density.  

 

Figure 5-12. The average delivery ratio versus the number of hosts N  

 

Figure 5-13 shows the average number of forwarding hosts required by each broadcast 

protocol. It illustrates that each protocol except blind flooding is scalable in terms of higher 

host density. It can be seen that the FHS scheme is able to enhance the angle-based protocol 

by reducing a large amount of forwarding hosts. For example, when the number of hosts in 

the network is 5000 and TTL=5, the number of forwarding hosts for the FHS scheme 

combined with the angle-based protocol is 30% less than that for the angle-based protocol. 

The effect of FHS scheme on reducing the redundant rebroadcasts increases when the 

network host density increases. This is because of more available forwarding hosts in the 

symmetrical area 
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Figure 5-13. The average number of forwarding hosts versus the number of hosts N  

 

On the other hand, the distance-based protocol and the FHS distance-based protocol generate 

the least number of forwarding hosts among the four geometry-based protocols.  Referring to 

Figure 5-12 and Figure 5-13, it can be found although the number of forwarding hosts for the 

FHS distance-based protocol is slightly larger than that for the distance-based protocol, FHS 

does not use the increase of the number of rebroadcasts as the trade off to improve the 

delivery ratio for distance-based protocol. 

 

A separate simulation for the dynamic environment is conducted to compare the stability of 

different broadcast protocols. Every host moves according to a uniformly distributed velocity, 

i.e., the moving rate and direction are uniformly distributed among predefined ranges [0, ]mV  

and [0,2 ]π  respectively, where mV  is the maximum moving rate. Moreover, each host sends 

a hello packet to its neighboring hosts to exchange location information once every 0.5 

second. The simulation runs 100 times and generates an average value for each case. 

Considering that the Dominant Pruning (DP) broadcasting protocol has the highest 
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performance among the existing topology-based protocols [42], it is selected to compare the 

delivery ratio with the geometry-based protocols in the dynamic environment. 

 

Figure 5-14. The effect of host mobility on delivery ratio  

4000N =  

 

Figure 5-14 shows the delivery ratio versus the maximum host moving rate mV  when 

4000N = . It can be found that when mV  has a fixed value, the FHS distance-based protocol 

always outperforms the distance-based protocol, and the FHS angle-based protocol and the 

angle-based protocol have the similar values of delivery ratio. From Figure 5-14, it also can 

be seen that the DP protocol are more sensitive to host mobility than the four geometry-

based protocols. As the geometry-based protocols use the location information of direct 

neighboring hosts to make broadcasting decision, topology changes have little influence on 

these protocols. The delivery ratios for the geometry-based protocols drop a little while mV  

increases, since the position information provided by hello packets may be stale in the 

network with high host mobility. By contrast, the delivery ratio for the DP protocol 

drastically decreases with the increase of mV . The DP protocol has the lowest delivery ratio 
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among all the five protocols when 0.4mV ≥  Unit/Sec. This is because under the DP protocol, 

the required location information in 2-hop neighborhood cannot be updated in time when 

local topology changes significantly. Therefore, comparing to topology-based broadcasting 

protocol, the geometry-based protocols combining with FHS has better reliability in highly 

dynamic ad hoc networks. 

 

5.5 Conclusion  

 

Firstly, this chapter presents the conditions to achieve the upper bound of broadcast coverage 

in an ad hoc network, which is useful for the design of suboptimal broadcast relay scheme to 

improve the performance of geometry-based protocols. Secondly, this chapter presents a 

novel FHS scheme, which is able to forward packets effectively, especially when network 

host density is heavy. Simulation shows that the broadcast performance improved by the 

FHS scheme increases when the network host density increases. The geometry-based 

protocols combined with FHS works reliable for highly dynamic ad hoc networks. 

Furthermore, the FHS scheme is able to help the distance-based protocol to increase the 

delivery ratio while keeping low number of forwarding hosts. On the other hand, FHS is able 

to enhance the performance of the angle-based protocol by reducing a large amount of 

redundant rebroadcasts while maintaining high delivery ratio. With only a little extra 

overhead and computational load, FHS can be easily combined with many existing 

geometry-based broadcast protocols, and improve the scalability of geometry-based 

broadcast protocols for large ad hoc networks. 
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Chapter 6  IEEE 802.11 MAC Protocol Enhanced 

by Busy Tones 

 

6.1 Introduction 

 

The unique characteristics of the MANETs make the design of an efficient MAC protocol 

very challenging. Since an ad hoc network lacks fixed infrastructure, distributed random 

MAC protocols, such as the Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) 

[97], are usually used. However, the use of such randomly distributed MAC protocol 

may cause the hidden terminal problem and the exposed terminal problem [3][4]. As 

IEEE 802.11 is the factual industry standard for Wireless LAN in CSMA family, so far a 

majority of research on MANETs has used IEEE 802.11 series as the MAC protocol. 

Unfortunately, since IEEE 802.11 series is not originally designed for MANETs [98], the 

RTS/CTS (Request to Send/Clear to Send) handshake defined in IEEE802.11 MAC 

protocol is not able to prevent the hidden terminal problem properly in multihop networks. It 

should be noticed that such problem becomes even more serious when the interference range 

becomes more significant in an ad hoc network. This chapter focuses on schemes, which are 

able to improve the performance of IEEE 802.11 in the ad hoc network environment with 

large interference range.  
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6.1.1 CSMA/CA Protocols for Ad Hoc Networks 

 

In a multihop ad hoc network, as shown in Figure 6-1, mobile host p  located inside of the 

radio transmission range of the receiving mobile host j  but outside of the radio 

transmission range of the transmitting mobile host i  is defined as the hidden terminal 

[3][4]. In this case, since the hidden terminal p has no information about the on-going 

transmissions carried by mobile host i , its possible access to the channel may 

interrupt the delivery of data packet to the receiving hosts and degrade the 

network utilization. On the other hand, mobile host m  located inside of the radio 

transmission range of the transmitting mobile host i  but outside of radio transmission 

range of the receiving mobile host j  is defined as exposed terminals [4]. In this case, 

the exposed terminals are prevented from accessing the channel to avoid interference. 

For example, as shown in Figure 6-1, the transmission from host m  to host n  has to be 

deferred when host i  is transmitting packet to host j . Although there is no collision, the 

network communication resource is wasted unnecessarily.  

 

Figure 6-1. Hidden terminal and exposed terminal 

 

In recent years, many MAC protocols have been proposed to solve the hidden 

terminal problem as well as the exposed terminal problem in ad hoc networks, 

including Busy Tone Multiple Access (BTMA) [3], Dual Busy Tone Multiple 
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Access (DBTMA) [99][100], Multiple Access Collision Avoidance (MACA) 

[101], MACA-BI (MACA by Invitation) [102], Floor Acquisition Multiple 

Access (FAMA) [103][104] and IEEE 802.11 Distributed Coordination Function 

(DCF) [53]. A good review on the existing ad hoc media access protocols is 

presented in [105].  

 

However, among the above mentioned MAC protocols, only the DBTMA 

protocol is able to solve the problems for both hidden terminals and the exposed 

terminals using two out-of-band busy-tones to indicate the on-going 

transmissions, in which one busy tone indicates the transmitting busy and the 

other indicates the receiving busy. When transmitting busy-tone is received by 

neighboring hosts, then these neighboring hosts cannot transmit any packets and 

ignore any packet received. On the other hand, when neighboring hosts receive 

the receiving busy-tone, then they are prohibited from transmitting. Under the 

DBTMA protocol, a communication channel is split into two sub-channels, i.e., 

data channel and control channel. The control channel is to transmit RTS/CTS 

dialogue signaling. Moreover, in [106], power control is deployed to further 

increase channel utilization. A sender uses an appropriate power level to 

transmit packets so as to avoid interrupting on-going packet receptions. 

However, the analytical and simulation results shown in both [100] and [106] 

are evaluated under the condition that the interference range of each mobile host 

is assumed to be the same as the transmission range. This ideal situation is 

difficult to match the ad hoc network environment. It is because that the 

interference range in ad hoc network is usually considered to be larger than the 
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transmission range. Therefore, the network performance of DBTMA in real ad 

hoc network environment may have less significance. 

 

6.1.2 Large Interference Range Problem 

 

A technical survey has shown that more and more researchers have been focusing on the 

effects of large interference range on the performance in ad hoc networking environment 

[98][107][108][109][110][111], where the term of large interference range represents that the 

interference range of a host is larger than its transmission range. In this case, there are no any 

MAC protocols that are able to achieve the performance as expected in theory. This is 

because that the designs of these MAC protocols are only based on a simple assumption that 

the interference range of mobile hosts is the same as their transmission range in ad hoc 

networks. 

 

The interference range in open space environment is usually calculated using the two-ray 

ground path-loss model [112]. When the distance x  between the transmitter and the receiver 

is larger than the radius of the Freznel zone [112], the receiving signal power is inverse 

proportional to 4x  and the interference range of mobile host is 1.78Ir x= [109]. Any other 

mobile host that is located inside of this interference range and transmits packet to its 

destination may interrupt the reception of packets. In [107], two solutions are proposed to 

reduce the interferences for IEEE 802.11 used in an ad hoc network. One is the Conservative 

CTS Reply (CCR) scheme, in which mobile host only replies CTS for RTS request when the 

received signal power of the RTS packet is larger than a certain threshold. The drawback of 

such CCR scheme is that the effective transmission range is reduced to 31.4%, which leads 

to lower network connectivity. The other approach is the Receiving Beam Forming (RBF) 
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scheme, in which directional antenna is deployed to avoid the interference from the 

directions with lower antenna gain. This scheme gives better performance comparing to 

CCR scheme. However, additional hardware is not easy to be implemented in the real ad hoc 

network environment. 

 

It has also been demonstrated that the space reserved by IEEE 802.11 for a successful 

transmission is far from optimal and depends on the distance x  [111].  Therefore, the revised 

Virtual Carrier Sensing (VCS) mechanism for wireless LAN scenarios is proposed for the 

overactive scenario  ( 0.36x r< ), where r  is the radius of every host’s radio transmission 

range. However, there has no mechanism available for the under-active scenario ( 0.56x r> ) 

with more interference. There are also many other approaches that have been proposed to 

improve the IEEE 802.11 protocol to increase the interference range. For example, Adaptive 

IEEE 802.11 MAC (AMAC) protocol [108] enhances mobile hosts to periodically record the 

sensed signal strength and compute a threshold to adapt the CTS reply range. The simulation 

results have shown that the AMAC scheme outperforms the CCR scheme in terms of 

reducing interference. The Interference Aware (IA) MAC [113] protocol is another example, 

in which information of the received signal power and the interference levels are inserted 

into the MAC control packet.  However, to the best of our knowledge, there have been none 

of MAC schemes able to solve the problems of large interference range properly.  

 

Combining the dual busy tones with power control and some technologies used in the 

IAMAC protocol, two novel MAC schemes to improve the performance of IEEE 802.11 

protocol for large interference range are presented in this chapter. One is called Fixed Power 

Dual Busy Tone (FPDBT) MAC protocol, which uses dual busy tones to identify the 

maximum possible range of interference. The dual busy tones are transmitted only when the 
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interference range is larger than the transmission range. The other novel scheme is called 

Variable Power Dual Busy Tone (VPDBT) MAC protocol, in which busy tones are 

transmitted with adjustable power level so that they can exactly indicate the instantaneous 

interference range. Differing from DBTMA [99], the proposed FPDBT and VPDBT MAC is 

based on 802.11 DCF, where data packets and control packets share one single physical 

channel. 

 

6.2 IEEE 802.11 Enhanced By Dual Busy Tones 

 

Figure 6-2. The interference ranges of host i  and host j  

 

In the ad hoc network environment, the RTS/CTS handshake of IEEE802.11 MAC 

protocol is not able to solve hidden terminal problem effectively, especially when the 

interference range is large. In fact, the interference range Ir  for a mobile host in an ad 

hoc network is not fixed as the transmission range r  of the mobile host. Instead, under 

two-ray ground path-loss model, the interference range depends on the transmitter–

receiver distance x [107], which is given by 1/ 410 1.78Ir x x= ⋅ ≈ . As shown in Figure 

6-2, in a two-dimensional homogeneous ad hoc network, a data packet is transmitted 
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from host i  to host j , which have the same radio transmission range of radius r . When 

x  is greater than 0.56r , Ir  is greater than r , and the hidden hosts located in the 

interference range may not be able to receive either RTS or CTS. Therefore, due to 

lacking of the duration information of the on-going transmission, these hidden hosts are 

not able to correctly set their Network Allocation Vector (NAV), which is used to 

indicate whether the channel is busy. In this case, if the hidden host transmits packet, 

the on-going transmission will be interrupted. Consequently, RTS/CTS handshake is not 

sufficient enough to reserve the interference area when the transmitter–receiver distance 

is larger than 0.56r .  

 

Two novel schemes, which are able to enhance the IEEE 802.11 MAC protocol to 

overcome the problems of hidden terminals and exposed terminals due to large 

interference range, are presented in this chapter. Figure 6-3 shows frequency allocation 

in the two proposed schemes. Two out-band busy tones, named as transmitting busy 

tone ( tBT  ) and receiving busy tone ( rBT ), respectively, are placed at different 

frequency locations with sufficient frequency guard spaces in the signal channel, which 

is shared by data packets and control packets.   

 

Figure 6-3. Frequency allocation 

 

The following notations regarding power level are used in the presentation of the two 

novel schemes. 
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• tP : the transmission signal power of packet at transmitter, which is assumed to be 

constant 

•  ( )rP x : the received signal power of packet at the distance x  

• 0.56rP : the received signal power of packet at the distance 0.56r  

• BTminP : the minimum signal power level for mobile host to detect the busy tone. 

• BTmaxP : the maximum signal transmission power of busy tone. 

• BTP : the transmission signal power of busy tone. 

 

6.2.1 The Fixed Power Dual Busy Tone Scheme 

 

Figure 6-4. The coverage ranges of dual busy tones for FPDBT, 0.56x r>  

 

Figure 6-4 shows the case that host  i  intends to transmit a data packet to host j  at the 

distance x . When the distance x  between i  and j  is larger than 0.56r , the 

transmission range is smaller than the interference range, which is the shadow area 

shown in Figure 6-4. Since 0 x r≤ ≤  and 1.78Ir x≈ , the maximum interference range is 

1.78Imaxr r≈ , and the hidden hosts may exist inside of the range of radius between r  
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and Imaxr . Under the FPDBT scheme, mobile host is able to transmit packets only when 

the channel is idle as well as there is no busy tone sensed.  In order to defer the possible 

transmissions of all hidden hosts duration the data transmission from host i  to host j , 

the receiving busy tone rBT  should cover the maximum interference range of host j , 

and the transmitting busy tone tBT  should cover the maximum interference range of 

host i .  

 

According to the two-ray ground path-loss model [112], the received signal power at the 

distance x  is given by 

2 2

4( ) t t r t r
r

PG G h hP x
x

=          (47) 

where tP  is the transmission power of packet at transmitter, tG  and rG  are the antenna 

gains of transmitter and receiver respectively, th  and rh  are the height of both antennas. 

When 1/ 410 0.56x r r−= ⋅ ≈ , the interference range equals to the transmission range. The 

received signal power at the distance 0.56x r≈  is given by 

2 2

0.56 4

10 t t r t r
r

PG G h hP
r

=          (48) 

As a busy tone must have enough power to cover the maximum interference range with 

radius Imaxr , if a busy tone is transmitted by the maximum power level BTmaxP , then the 

received power of busy tone at the distance Imaxr  should at least equal the minimum 

power level BTminP , i.e., 

2 2

4
Imax

BTmax t r t r
BTmin

P G G h hP
r

=          

Hence,  
4

2 2

10 BTmin
BTmax

t r t r

r PP
G G h h

=         (49) 
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Figure 6-5. FPDBT transmission period, 0.56x r> . 

 

The procedure of FPDBT can be described as follows: when host j  (or i ) receives a 

RTS (or RCT) packet from host i  (or j ), the host j  (or i ) checks if the receiving 

signal power ( )rP x  is smaller than the threshold 0.56rP . If 0.56( )r rP x P< , i.e., the 

interference range is larger than the transmission range, then hosts i  and j  will transmit 

busy tones tBT  and rBT , respectively. As shown in Figure 6-5, host j  transmits rBT  

by the maximum transmission power BTmaxP  after it sends CTS to host i , and host i  

transmits tBT  by power BTmaxP  during the transmission of the data packet and ACK 

(acknowledgment) packet. On the other hand, upon receiving a RTS or CTS packet, the 

neighboring hosts of hosts i  and j  set their NAV according to the duration information 

attached in the RTS/CTS packet. These neighboring hosts refrain their transmissions if  

tBT  or rBT  is detected, or their NAV indicates the current channel is busy. Therefore, 

when 0.56x r> , the FPDBT scheme uses the dual busy tones to identify the maximum 

interference range. In this case, both dual busy tones and VCS mechanism are applied to 
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combat interference. By contrast, if 0.56( )r rP x P> , i.e., the interference range is less than 

the transmission range, host i  and j  simply deploy the IEEE 802.11 DCF.  

 

Compared with IEEE 802.11 DCF, FPDBT MAC only needs additional dual busy tones 

transmitted by the maximum power BTmaxP  when the interference range is larger than the 

transmission range. A FPDBT compliant host intending to transmit a packet must sense busy 

tone around it. Accordingly, those hosts, which cannot hear RTS or CTS, are able to sense 

busy tone and defer their transmissions during an on-going communication. For example, as 

shown in Figure 6-6, host m  and n  are located inside of the interference range of host i  and 

the interference range of host j , but outside of the transmission range of host i  and  the 

transmission range of j , respectively. When the transmission from host i to j  is in progress, 

the sole RTS/CTS handshake of IEEE 802.11 cannot prevent possible collisions caused by 

the transmission from host m  (or n ) to host p  (or q ). However, under the FPDBT scheme, 

the dual busy tones are able to prohibit any transmission by m  (or n ) during the on-going 

data transmission. 

 

Figure 6-6. An example using FPDBT 
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It is obvious that FPDBT is able to solve the hidden terminal problem caused by large 

interference range. However, since the dual busy tones are always transmitted by the 

maximum power level, the spatial region reserved for the on-going traffic is larger than the 

interference range. For example, as shown in Figure 6-6, when 0.56r x r< < , since hosts f  

and g  are located outside of the interference ranges of hosts i  and j , the transmission from 

host f  (or g ) to host u  (or v ) will not affect the communication between i  and j . 

However, since f  and g  can detect the dual busy tones transmitted by i  and j , any 

transmission from host f  or g  will be deferred unnecessarily.  In this case, the exposed 

terminal problem becomes worse with respect to IEEE 802.11. 

 

6.2.2 The Variable Power Dual Busy Tone Scheme 

 

In order to improve the spatial reuse, another novel VPDBT scheme is proposed, where 

hosts are able to adjust the transmission power of busy tones so that busy tones can always 

indicate the interference ranges exactly. As shown in Figure 6-2, host  i  intends to transmit a 

data packet to host j  at the distance x . Under VPDBT, during the transmission of a data 

packet, rBT  transmitted by host j  should cover j ’s interference range, and tBT  

transmitted by host i  should cover i ’s interference range. Moreover, the VCS and physical 

channel sensing implemented in IEEE 802.11 DCF are totally replaced by busy tone sensing. 

A VPDBT compliant host can transmit a packet only if no busy tone is detected.  Referring 

to Figure 6-7, the detail of VPDBT is formally described below.  
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Figure 6-7. The transmission period of VPDBT 

 

1) On a host i  intending to send a RTS to host j , host i  senses busy tones around it. If 

no busy tone is heard during a DIFS 7 period, host i  sends RTS and launches the 

transmitting busy tone tBT  by the maximum power level BTmaxP . 

2) Upon receiving i ’s RTS, host j  senses receive busy tone rBT  around it. If rBT  is 

detected during a SIFS period, j  ignores the RTS. Otherwise, j  replies with a CTS, 

and transmits the receiving busy tone rBT  by transmission power level ( )BTP x . 

3) After transmitting RTS, host i  shall wait for a CTSTimeout interval. If a CTS can be 

correctly received duration this interval, host i  starts to transmit the data packet, and 

adjusts the transmission power of tBT  to ( )BTP x . Otherwise, host i  turns off tBT  and 

invokes a backoff procedure for retransmission after the CTSTimeout interval is 

expired. 

4) After replying CTS, j  prepares to receive the data packet. If the data packet can reach 

j  in a SIFS period, j  keeps on transmitting rBT   by the transmission power ( )BTP x  

                                                 

7 In IEEE 802.11 MAC, Interframe Space (IFS) time intervals [53] are used to control priority access to 
the wireless medium. The Short IFS (SIFS) interval is the smallest IFS, followed by Point coordination 
function IFS (PIFS) and DCF-IFS(DIFS). 
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until the transmission of the data packet is completed. Otherwise, j  can conclude that 

the RTS/CTS handshake is failure and turns off rBT  immediately.  

5) Upon receiving the data packet, host j  replies an ACK to confirm a successful 

transmission. On the other hand, after the data packet is transmitted, host i  shall wait 

for an ACKTimeout interval. If an ACK packet from host j  can be received during 

ACKTimeout, host i  turns off tBT  and finishes this successful transmission. Otherwise, 

i  turns off tBT  and invokes a backoff procedure for retransmission upon the 

expiration of ACKTimeout. 

 

In the first step of VPDBT, when host i  starts to transmit a RTS packet, it launches tBT  by 

the maximum power level BTmaxP , which can be determined by equation (49). The purpose 

of transmitting tBT  together with RTS is to inform all hosts inside of the maximum 

interference range of host i  that a new RTS/CTS dialogue is on-going. Accordingly, any 

other transmission that may corrupt the reception of CTS at host i  is prohibited by tBT . On 

the other hand, during the transmission of data/ACK packet, the coverage range of tBT  must 

equals the interference range of hosts i , and the coverage range of rBT  must equals the 

interference range of host j  exactly. In this case, let ( )BTP x  denote the transmission signal 

power of tBT  or rBT , then the received signal power of tBT  or rBT  at the distance Ir  

should equals the minimum power level BTminP , i.e., 

2 2 2 2

4 4

( ) ( )
10I

BT t r t r BT t r t r
BTmin

P x G G h h P x G G h hP
r x

= =       (50) 

where 1/ 410 1.78Ir x x= ⋅ ≈ . 

Dividing (50) by (47), the transmission power of tBT  or rBT  is given by 
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10( )
( )

BTmin t
BT

r

P PP x
P x

=          (51) 

where tP  is the transmission power of packet at transmitter, and ( )rP x  is the received signal 

power  of a RTS or CTS packet. Therefore, upon receiving a RTS (or CTS) packet, host j  

(or i ) can easily determine the transmission power of rBT  (or tBT ) using equation (51).  

 

Figure 6-8. An example using VPDBT 

 

Under VPDBT, since all hidden hosts located inside of the coverage ranges of dual busy 

tones will defer their transmission during an on-going communication, the hidden terminal 

problem can be easily solved by using VPDBT. On the other hand, as the coverage range of 

dual busy tone always equals the interference range, the hosts which are located outside of 

the interference ranges of the current communication pair, are allowed to access the channel. 

For example, as shown in Figure 6-8, under VPDBT, host f  (or g ) is able to send a packet 

to host u  (or v ) during the on-going transmission from host i  to host j . However, such 

transmission is not allowed by using FPDBT. Consequently, the spatial reuse of VPDBT is 

better than that of FPDBT.  
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Furthermore, once a failing RTS/CTS handshake is detected, the VPDBT compliant 

transmitter and receiver immediately turn off their busy tones and allow other transmissions 

in the neighborhood. On the contrary, under IEEE 802.11, because of the VCS mechanism, 

an unsuccessful RTS/CTS handshake will prohibit the transmissions of neighboring hosts 

until the time interval reserved by the RTS/CTS is expired. As shown in Figure 6-8, host m  

is located inside of the transmission range of host i , and host n  is located inside of the 

transmission range of host j . Using IEEE 802.11, a corrupt RTS (or CTS) from host i  (or j ) 

will defer the transmission from host m  (or n ) to host p  (or q ) for a long time period 

(more than the transmission time of a data packet). Thus the channel resource is wasted 

during this time period. However, if this case happens under VPDBT, hosts i  and j  will 

immediately turn off their busy tones and release the channel. Therefore, VPDBT can 

efficiently cope with the exposed problem encountered by IEEE 802.11.  

 

6.3 Performance Analysis 

 

Figure 6-9. System model for performance analysis 
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In order to evaluate the performance of IEEE 802.11 DCF, FPDBT and VPDBT in an ad hoc 

network with large interference range, this section firstly focuses on the blocking area by 

each scheme. Secondly, the saturation throughput of each protocol is evaluated via a discrete 

Markov chain model. The following analysis considers the case that host  i  transmits a data 

packet to one of its neighboring hosts j  at the distance x . Figure 6-9 shows the 

transmission ranges and the interference ranges of hosts i  and j . The following notations 

regarding area are used in the performance analysis: 

• iS : the area covered by host i ’s radio transmission 

• IiS : the area of host i ’s interference range  

• i jS ∩ : the area overlapped by the transmission range of  host i  and the transmission 

range of  host j  

• i jS − : the area covered by host i ’s transmission range but not covered by host j ’s 

transmission range 

• Ii jS − : the area inside of host i ’s interference range but not covered by host j ’s 

transmission range. 

• i IjS − : the area covered by host i ’s transmission range but outside of host j ’s 

interference range 

• Ii IjS − : the area inside of host i ’s interference range but outside of host j ’s interference 

range 

• ( )( )Ij i jS x− ∪ : the area inside of host j ’s interference range but not covered by the 

transmission range of either host i  or host j  

• ImaxS : the area of the maximum interference range of a host. 
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6.3.1 The Blocking Area 

 

The blocking area is defined as the area which is reserved for the on-going traffic. For a 

given duration, no host located inside of the blocking area is allowed to transmit packets. 

Since the blocking area directly affect the maximum number of simultaneous transmissions 

in an ad hoc network, it can serve as an important benchmark to evaluate the spatial reuse of 

each scheme. From the fact that the duration of data transmission is much longer than that of 

RTS/CTS handshake, the area reserved for data transmission can simply represent the 

blocking area. 

 

Let _802.11BS , _B FPDBTS  and _B VPDBTS  denote the blocking area of IEEE 802.11 DCF, FPDBT 

and VPDBT MAC, respectively, which are sensitive to the transmitter-receiver distance x .  

Referring to Figure 6-9, since the space reserved by IEEE 802.11 is the area which the 

RTS/CTS handshake covers, the blocking area of IEEE 802.11 DCF equals the 

transmissions coverage ranges of hosts i  and j , that is 

2
_802.11( ) ( ) 2 ( )B i i j i jS x S S x r S xπ− ∩= + = −       (52) 

According to [114], 2( ) 2 ( )
2i j
xS x r q
r∩ = , 

where 2( ) arccos( ) 1q t t t t= − − . 

Since host i  chooses any neighboring host j  as its receiver with equal probability, which is 

uniformly distributed in j ’s transmission range, the PDF of distance x  between host i  and 

the receiver j  is given by 

2 2

2 2( )X
x xf x

r r
π
π

= =          (53) 

Consequently, the average blocking area of IEEE 802.11 DCF can be given by 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 154

2 2
_802.11 _802.11 20 0

2( ) ( ) ( ) (2 2 ( ))
2

r r

B X B
xE S f x S x dx x r r q dx

r r
π= = −∫ ∫  

21.41 rπ≈           (54) 

 

On the other hand, the coverage ranges of dual busy tones determine the blocking area of 

VPDBT, which always equals the interference range, that is: 

2 2 2
_ VPDBT ( ) ( ) 2 ( ) 2 2 ( )

2B Ii Ii Ij I Ii Ij I I
I

xS x S S x r S x r r q
r

π π− ∩= + = − = −  

2 1/ 4 212 10 10 13.44
2

x q xπ −  = − ⋅ ≈    
      (55) 

The average blocking area of VPDBT is obtained as 

 2
_ VPDBT _ VPDBT0

( ) ( ) ( ) 2.14
r

B X BE S f x S x dx rπ= ≈∫      (56) 

 

Under the FPDBT scheme, if 0.56x r≤ , the blocking area is determined by the RTS/CTS 

handshake; otherwise, the blocking area is determined by the coverage ranges of busy tones, 

which equal the maximum interference range of radius Imaxr . Using equation (52) and (55), 

the blocking area of FPDBT is given by 

2

_ FPDBT 2 2

2 2

2
4

2 ( ),              0.56
( )

2 2 ( ), 0.56
2

2 2 ( ),                 0.56
2

2 10 , 0.56
2 10

i j

B
Imax Imax

Imax

r S x x r
S x xr r q x r

r

xr r q x r
r

xr q x r
r

π

π

π

π

∩ − ≤
=  − >


 − ≤
=     − >     ⋅  

     

The average blocking area of FPDBT is obtained as 

2
_ FPDBT _ FPDBT0

( ) ( ) ( ) 3.17
r

B X BE S f x S x dx rπ= ≈∫      (57) 
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According to equation (54), (56) and (57), it can be found that the average blocking area of 

IEEE 802.11 is the smallest, followed by VPDBT and FPDBT. However, the space reserved 

by IEEE 802.11 for a successful transmission is far from optimal. Figure 6-10 shows the 

blocking area versus the relative distance /x r . It can be seen that the blocking area for each 

scheme always increase with the relative distance. As the blocking area of VPDBT always 

coincides with the interference range, _B VPDBTS  is the optimal value to balance the trade off 

between spatial reuse and collision avoidance. Comparing the blocking area of IEEE 802.11 

with that of VPDBT, it can be found that when 0.56x r≤ , _B VPDBTS  is less than _802.11BS . In 

this case, the RTS/CTS dialogue in IEEE 802.11 may give false alarms to the hosts located 

outside of the interference range and reduce the spatial reuse. On the other hand, when 

0.56x r> , _B VPDBTS  is larger than _802.11BS . However, the tight blocking area reserved by 

IEEE 802.11 cannot avoid collision efficiently (see the following subsection). From Figure 

6-10, it also can be found that _ FPDBTBS  is the largest block area among the three schemes. 

When 0.56x r≤ , FPDBT has the same blocking area as IEEE 802.11. When 0.56x r> , 

_ FPDBTBS  is much higher than the optimal value _B VPDBTS , and the spatial reuse is largely 

reduced. 

 

Figure 6-10. The blocking area versus the relative distance 
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6.3.2 The Saturation Throughput 

 

The approximate model, which is developed by Takagi and Kleinrock [114] and further used 

by Wu and Varshney [115] in the study of CSMA and BTMA, is adopted here to evaluate 

the channel utilization for VPDBT and FPDBT.  In [116] and [117], this model was also 

applied to estimate the performance of sender-initiated four-way handshake such as IEEE 

802.11. In this chapter, this model is first extended to evaluate the saturation throughput of 

MAC protocols under the two-ray ground path-loss model. 

 

It is assumed that mobile hosts are distributed in an ad hoc network as a two-dimensional 

Poisson point process [114][115] with density ρ . Let Pr( , )i S  denote the probability that  i  

hosts are found in a network with area S , then Pr( , )i S  is given by: 

( )Pr( , )
!

i
SSi S e

i
ρρ −=          (58) 

If all hosts have the same transmission range of radius r , the average number (the average 

degree) of neighboring hosts within a circular region of radius r can be obtained as  

2d rρπ= . 

 

As the literatures [3][115] for CSMA and collision-avoidance protocols show, the 

performance of MAC protocols based on carrier sensing is much the same as the 

performance of their time-slotted counterparts in which the length of a time slot is much 

smaller than the transmission time of data packets. To make the analysis tractable, it is 

assumed that hosts operate in time-slotted mode in which the length of each time slot equals 

the SIFS interval defined in IEEE 802.11. The SIFS interval is denoted as τ , which includes 
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the propagation delay, the transmit-to-receive turn-around time, the carrier sensing delay and 

processing time. The transmission times of RTS, CTS, data, and ACK packets are 

normalized with regard to τ , and are denoted as RTSt , CTSt , DATAt  and ACKt , respectively. 

Moreover, the throughput is derived based on the heavy traffic assumption, i.e., host i  

always has a packet in its buffer to be sent and the destination j   is randomly chosen from 

one of its neighboring hosts. The probability p′  that a host transmits in a time slot is 

independent at any time slot. Here p′  is a protocol specific parameter, which depends on the 

channel’s current state, the collision avoidance and backoff schemes being used. In the rest 

of this section, a discrete Markov chain is used to derive the approximate saturation 

throughput of IEEE 802.11 DCF, FPDBT and VPDBT, respectively. 

 

A. IEEE 802.11 DCF 

 

As shown in Figure 6-11, the transmission states of host i  can be represented by a four-state 

Markov chain, where Wait is the state that host i  defers for other hosts or backs off, Succeed 

is the state that host i  can complete a successful four-way handshake, Cfail is the state that i  

initiates an unsuccessful RTS/CTS handshake, and Dfail is the state that the data/ACK 

dialogue is failure due to collision after a successful RTS/CTS handshake. 

 

Figure 6-11. Markov chain model for IEEE802.11 
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In Figure 6-11, the event that host i  continues to stay in Wait state happens when i  does not 

initiate any transmission and none of i’s neighboring hosts initiates a transmission in one slot.  

The probability that a host does not transmit in a time slot is 1 p′− , and the probability that 

none of i’s neighboring hosts transmits in a slot is given by 

0
Pr (1 )

!

i
i d p d

NT i

dp e e
i

∞ ′− −
=

′= − =∑  

Hence, the transition probability that i  stays in wait state can be obtained as 

Pr (1 ) p d
WW p e ′−′= − .          (59) 

It is obvious that the duration of Wait state is WaitT τ= . Moreover, if no host is allowed to 

transmit data packets continuously, the transition probabilities from other states to Wait 

should be one.  

 

Figure 6-12. Time durations of the states using IEEE 802.11 
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Figure 6-12 shows the time durations of different states using IEEE 802.11, where DIFS , 

ACKTimeout  and CTSTimeout  8  are the system parameters defined in IEEE 802.11 

standard [53], and SIFS τ= . According to Figure 6-12, the duration of each state is given by 

3Succeed RTS CTS DATA ACKT t t t t DIFSτ= + + + + +  

2Dfail RTS CTS DATAT t t t ACKTimeout DIFSτ= + + + + +  

Cfail RTST t CTSTimeout DIFS= + +  

 

Let Pr ( )WS x  denote the probability that host i  successfully completes a transmission to host 

j  at the distance x , and Pr ( )RTS x , Pr ( )CTS x , Pr ( )DATA x  and Pr ( )ACK x  be the probabilities 

that the RTS, CTS, data and ACK packets are successfully received, respectively. Then 

Pr ( )WS x  can be obtained as: 

Pr ( ) (1 ) Pr ( ) Pr ( ) Pr ( ) Pr ( )WS RTS CTS DATA ACKx p p x x x x′ ′= − ⋅ ⋅ ⋅ ⋅ ,     (60) 

where the term p′  represents the probability that host i  transmits in a slot, and the term 

1 p′−  represents the probability that host j  does not transmit in the time slot.  

 

Let Pr ( )WD x  denote the probability that the data/ACK dialogue is failure due to collision 

after a successful RTS/CTS handshake is completed, then Pr ( )WD x  can be given by 

Pr ( ) (1 ) Pr ( ) Pr ( ) {1 Pr ( ) Pr ( )[1 Pr ( )]}WD RTS CTS DATA DATA ACKx p p x x x x x′ ′= − ⋅ ⋅ ⋅ − + −  (61) 

where the term 1 Pr ( )DATA x−  represents the probability that collision happens during the 

transmission of a data packet, and the term Pr ( )[1 Pr ( )]DATA ACKx x−  represents the 

probability that collision happens during the transmission of ACK.                                                                    

                                                 

8 Under IEEE 802.11, after transmitting a RTS packet, the source host shall wait RTSTimeout amount of 
time without receiving a CTS packet before concluding that the RTS failed. Likewise, after transmitting a 
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Figure 6-13. The transmission ranges and the interference ranges 

 

However, the probabilities in equation (60) and (61) vary with the change of the distance x  

between hosts i  and j , and they are dependent on both the transmission range and the 

interference range. As shown in Figure 6-13, the relationship between the transmission range 

(solid line circle) and the interference range (dotted line circle) can be categorized into three 

cases based on the range of the distance x . In case (a) (i.e., 0.36x r≤ ), the transmission 

range of host i  or j  can totally cover the interference ranges of the communication pair. In 

case (b) (i.e., 0.36 0.56r x r≤ ≤ ), the transmission range is larger than the interference range, 

but the transmission range of host i  or j  cannot cover all the interference ranges of hosts i  

and j . Lastly in case (c) (i.e., 0.56r x r≤ ≤ ),the interference range of host i  or j  totally 

contains its transmission range. 

 

To make the analysis tractable, it is assumed that all collisions at hosts i  and j  are caused 

by the RTS packets transmitted from hidden hosts. The probability of further collisions is 

considered to be negligibly small. In order to successfully transmit a particular type of 

                                                                                                                                               

data packet, the source host shall wait ACKTimeout amount of time without receiving an ACK packet 
before concluding that the data transmission failed. 
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packets between hosts i  and j , i.e., RTS, CTS, data and ACK packet, the hosts located 

inside of a interfering area should not transmit packets for a certain time interval, named as 

vulnerable period. Table 6-1 lists the vulnerable periods and the interfering areas for 

transmitting the four different types of packets by using IEEE 802.11. The detail description 

can be found in Appendix E.2. 

 

Table 6-1. The interfering area and vulnerable period for IEEE 802.11  

      Packet Type 
Condition  

RTS CTS Data ACK 

1 slot -- -- --  
0.36x r≤  

Vulnerable 
period 

Interfering 
area 

2( )Ij IS x rπ=  -- -- -- 

1 slot -- -- -- Vulnerable 
period 

Interfering 
area 2 $

( ) ( ) ( )

( , , )     

i Ij Ij Ij i

I I

S x S x S x

r r r xπ ω

∩ −= −

= −

-- -- -- 

2 1RTSt +  slots -- -- -- 

 
 
 
0.36 0.56r x r< ≤  

Vulnerable 
period 

Interfering 
area 

( ) ( , , )Ij i IS x r r xω− =  -- -- -- 

1 slot 1 slot 1RTS DATAt t+ +  slots 1RTS ACKt t+ +  slotsVulnerable 
period 

Interfering 
area 2

( ) ( ) ( )

( , , )

i Ij i i Ij

I

S x S x S x

r r r xπ ω

∩ −= −

= −

( )

2 2

( )

( )( )

Ii i j

I

S x

x r rα

− ∩

≈ −
*

2 2
( )( ) ( )

{ arccos[ /(2 )]}

Ij i j IS x r r

x rπ
− ∪ ≈ −
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$ The expression of ( , , )A Br r xω  can be found in the Appendix E.1. 
 

Based on Table 6-1, the probabilities in equation (60) can be easily obtained. As shown in 

Figure 6-13, to successfully transmit a RTS packet from host i  to j  without any collision, 

there are three cases to be considered. When 0.36x r≤ , none of hosts in the area 

2( )Ij IS x rπ=  should transmits for 1 slot, then Pr ( )RTS x  can be obtained by 
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2 2
2

0

( )Pr ( ) (1 ) ,    0.36
!

I I

i
r p rn I

RTS n

rx p e e x r
i

ρπ ρπρπ∞ ′− −
=

′= − = ≤∑ . 

When 0.36 0.56r x r< ≤ , none of hosts in the area 2( ) ( , , ) i Ij I IS x r r r xπ ω∩ = − should 

transmit for 1 slot, and none of hosts in the area ( ) ( , , )Ij i IS x r r xω− =  should transmit for 

2 1RTSt +  slots. In this case, Pr ( )RTS x  is given by 

2[ ( , , )] (2 1) ( , , )Pr ( ) ,    0.36 0.56I I RTS Ip r r r x t p r r x
RTS x e r x rρ π ω ρω′ ′− − − += < ≤ . 

Likewise, when 0.56r x r< ≤ , Pr ( )RTS x  is given by 

2 2 2[ ( , , )] (2 1) [ ( ) ( , , )]Pr ( ) ,0.56I RTS I Ip r r r x t p r r r r x
RTS x e r x rρ π ω ρ π ω′ ′− − − + − += < ≤ . 

Consequently, the probability that RTS can be successfully received can be obtained as 

2

2

2 2 2

[ ( , , )] (2 1) ( , , )

[ ( , , )] (2 1) [ ( ) ( , , )]

,                             0.36

Pr ( ) ,      0.36 0.56
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I

I I RTS I

I RTS I I

p r

p r r r x t p r r x
RTS

p r r r x t p r r r r x

e x r

x e r x r

e r x r

ρπ

ρ π ω ρω

ρ π ω ρ π ω

′−

′ ′− − − +

′ ′− − − + − +

 ≤
= < ≤


< ≤

 

Likewise, the probabilities that CTS, data and ACK packets are successfully received can be 

given by  

2 2 2 2( )( ) ( 1) [ ( )]( )

1,                                               0.56
Pr ( )

,0.56I RTS CTS I
CTS p x r r t t p x r r

x r
x

e r x rρα ρ π α′ ′− − − + + − −

≤= 
< ≤

 

2 2( 1) ( ){ arccos[ /(2 )]}

1,                                         0.56
Pr ( )

,0.56RTS DATA I
DATA t t p r r x r

x r
x

e r x rρ π′− + + − −

≤= 
< ≤

 

2 2( 1) ( ){ arccos[ /(2 )]}

1,                                         0.56
Pr ( )

,0.56RTS ACK I
ACK t t p r r x r

x r
x

e r x rρ π′− + + − −

≤= 
< ≤

 

Using equation (60) and (53), the transition probability PrWS  can be expressed by  

0

2 0

Pr ( ) Pr ( )

2 (1 ) Pr ( ) Pr ( ) Pr ( ) Pr ( )

r

WS X WS

r

RTS CTS DATA ACK

f x x dx

p p x x x x x dx
r

= ⋅

′ ′−
= ⋅ ⋅ ⋅ ⋅

∫

∫
    (62) 
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Likewise, the transition probability PrWD  from Wait state to Dfail state is derived by using 

equation (61), that is: 

2 0

2 (1 )Pr Pr ( ) Pr ( ) {1 Pr ( ) Pr ( )[1 Pr ( )]}
r

WD RTS CTS DATA DATA ACK
p p x x x x x x dx

r
′ ′−

= ⋅ ⋅ ⋅ − + −∫ , (63) 

Let Wπ , Sπ , Cπ  and Dπ  denote the steady-state probabilities of Wait, Succeed, Cfail and 

Dfail state, respectively. From Figure 6-11, it can be found that  

PrW WW S D C Wπ π π π π+ + + =  

Using the fact that 1S D C Wπ π π π+ + = − , we have 

Pr 1W WW W Wπ π π+ − =  

Using equation (59), then 

1 1
2 Pr 2 (1 )W p d

WW p e
π ′−= =

′− − −
 

Since PrS W WSπ π= , PrD W WDπ π= , 

the steady-state probabilities of Cfail state is given by 

1 (1 Pr Pr )C W WS WDπ π= − + + . 

Let 802.11TH  denote the throughput of the channel using IEEE 802.11. According to [115], 

the throughput equals the fraction of time in which the channel is engaged in the successful 

transmission of packets. Hence, 802.11TH  can be given by 

802.11
S DATA

W Wait S Succeed D Dfail C Cfail

tTH
T T T T

π
π π π π

=
+ + +

     (64) 

 

B. FPDBT MAC 

 

As FPDBT MAC applies the same RTS/CTS handshake of IEEE802.11, the probabilities of 

successful reception of RTS and CTS packets using FPDBT are identical to those using 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 164

IEEE802.11. On the other hand, since that dual busy tones employed in FPDBT is able to 

avoid all collisions duration the transmission of data and ACK packets, the transmission 

states of host i  using FPDBT can be represented by a three-state Markov chain, which 

consists of Wait, Succeed and Cfail state. The Dfail state shown in Figure 6-11 does not 

appears under FPDBT. In this case, the transition probability PrWS  can be rewritten as 

2 0

2 (1 )Pr Pr ( ) Pr ( )
r

WS RTS CTS
p p x x x dx

r
′ ′−

= ⋅∫       (65) 

Since PrS W WSπ π= , 

the steady-state probabilities of Cfail state is obtained as 

1 1 (1 Pr )C W S W WSπ π π π= − − = − +  

Consequently, the throughput of the channel using FPDBT can be expressed by 

FPDBT
S DATA

W Wait S Succeed C Cfail

tTH
T T T

π
π π π

=
+ +

      (66) 

 

C. VPDBT MAC 

 

Similar to FPDBT, the transmission states of host i  using the VPDBT MAC scheme can be 

expressed by a three-state Markov chain, which consists of Wait, Succeed and Cfail state. 

However, under VPDBT, since the VCS and physical channel sensing are totally replaced by 

busy tone sensing, it is necessary to re-quantify the possible interference for an on-going 

transmission. As shown in Figure 6-7, the transmissions of CTS, data and ACK packets in 

VPDBT are always protected by dual busy tones. Hence, the possible collisions only happen 

when RTS is transmitted from host i  to host j . The probability that host i  successfully 

completes a data transmission to host j  at distance x  is given by 

Pr ( ) (1 ) Pr ( )WS RTSx p p x′ ′= − ⋅         (67) 
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Figure 6-14. The transmission of RTS under VPDBT 

 

When host i  sends a RTS packet to host j , a transmitting bust tone tBT  is also launched by 

host i  using the maximum power BTmaxP . In this case, the coverage range of tBT  is 

1.78Imaxr r= . Figure 6-14 illustrates the following two cases: when 0.64x r≤ , i.e., 

I Imaxx r r+ ≤ , tBT  is able to cover all the interference ranges of hosts i  and j . To avoid the 

collision during the reception of RTS at host j , none of hosts in the interference area 

2
Ij IS rπ=   should transmit for 1 slot. On the other hand, when 0.64r x r< ≤ ,  i.e., 

I Imaxx r r+ > , tBT  can only cover a part of j ’s interference range, denoted as  BTmax IjS ∩ .  As 

shown in Figure 6-14 (a), BTmax IjS ∩  is the area enveloped by the bold arcs, which is given by 

2 ( , , )Imax Ij I Imax IS r r r xπ ω∩ = − , 

where the expression of ( , , )Imax Ir r xω  can be found in Appendix E.1. Obviously, hosts in the 

interference area BTmax IjS ∩  cannot transmit for 1 slot. However, those hosts located inside of 

j ’s interference range but outside of the coverage range of tBT  cannot hear either RTS or 

tBT . In this case, only if hosts in the shadow area ( , , )Ij BTmax Imax IS r r xω− =  defer their 
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transmission for 2 1RTSt +  slots, host j  can receive the RTS from host i  without any 

collision. Therefore, the probability for the successful reception of RTS can be expressed by 

2

2[ ( , , )] (2 1) ( , , )

,                                         0.64
Pr ( )

,     0.64

I

I Imax I RTS Imax I

p r

RTS p r r r x t p r r x

e x r
x

e r x r

ρπ

ρ π ω ρω

′−

′ ′− − − +

 ≤= 
< ≤

    

Using equation (67), the transition probability PrWS  is given by 

20 0

2 (1 )Pr ( ) Pr ( ) Pr ( )
r r

WS X WS RTS
p pf x x dx x x dx

r
′ ′−

= ⋅ =∫ ∫     (68) 

 

Moreover, the event that host i  continues to stay in Wait state happens when i  does not 

initiate any transmission and none of hosts in the area 2
Imax ImaxS rπ=  initiates a transmission 

in one slot. Hence, the transition probability that i  stays in wait state can be obtained as 

2

Pr (1 ) Imaxp r
WW p e ρπ′−′= − .   

Thus, the steady-state probabilities of Wait state is given by 

210

1 1
2 Pr 2 (1 )W p r

WW p e ρπ
π

′−
= =

− ′− −
 

Since PrS W WSπ π= , 

the steady-state probabilities of Cfail state is obtained as 

1 1 (1 Pr )C W S W WSπ π π π= − − = − +  

Consequently, the throughput of the channel using VPDBT can be expressed by 

VPDBT
S DATA

W Wait S Succeed C Cfail

tTH
T T T

π
π π π

=
+ +

      (69) 

The numerical results of the throughputs for the three MAC protocols are presented in the 

next section. 
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6.4 Numerical results and discussion 

 

The numerical results of throughputs are evaluated by using Frequency Hopping Spread 

Spectrum (FHSS) parameters [118][119] for IEEE802.11 standard. Table 6-2 shows these 

parameters and their normalized values with regard to τ  (SIFS).  

Table 6-2. FHSS system parameters 

Duration τ (SIFS) DIFS
RTSt CTSt , ACKt DATAt CTSTimeout,ACKTimeout 

Actual Time 28μs 128μs 288μs 240μs 8184μs 300μs 
Normalized 1 5 10 9 292 11 

 

Figure 6-15 shows the throughputs versus the probability p′  that a host transmits a packet in 

a time slot, by using IEEE 802.11, FPDBT and VPDBT. It can be seen that for each scheme, 

the throughput always decreases with the increase of d , when p′  has a fixed value. This is 

because that the probability of collisions increases when the host density increases. Figure 

6-15 also shows that FPDBT and VPDBT outperform IEEE 802.11 for various values of p′ . 

For example, when 3d = , the maximum throughputs of FPDBT and VPDBT  are about 2.6 

times of that of IEEE 802.11. The reason is that FPDBT and VPDBT deploy dual busy tones 

to avoid possible collisions during the transmission of data and ACK packets. Contrarily, the 

RTS/CTS handshake used in IEEE 802.11 cannot completely solve hidden terminal problem. 

Comparing the throughput of FPDBT with that of VPDBT, it can be found that their 

performance is similar when the value of p′  is small. However, when p′  becomes large 

(more than 210− ), the throughput for VPDBT still keeps large values, while the throughput 

of FPDBT becomes small. This is because the busy tones used in VPDBT is more effective, 

which can eliminate most collisions during the transmission of RTS and avoid all conflicts 

during the transmission of CTS. Therefore, under heavy traffic load, VPDBT shows better 

performance than the other two schemes. 
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(a). IEEE 802.11 

 

(b). FPDBT 
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(c).VPDBT 

Figure 6-15. Saturation Throughput 

 

Furthermore, the aggregate throughput is used to evaluate the performance taking into 

account of both the channel throughput and the spatial reuse for each MAC scheme. The 

aggregate throughput is defined as the total throughput of simultaneous transmissions in the 

network, which can be approximated as  

( )B

SATH TH
E S
⋅� ,          (70) 

where TH is the saturation throughput of each transmitter-receiver pair, S  is the area of the 

network, and ( )BE S  is the expected mean of the blocking area during each transmission. For 

IEEE 802.11, FPDBT and VPDBT schemes, ( )BE S  can be derived by equation (54), (56) 

and (57), respectively. 

 

Figure 6-16 shows the aggregate throughputs versus p′  for the three MAC schemes, when 

1r =  unit and 10 10S = ×  square units. It is clear when p′  and d  have fixed values, 

VPDBT has the largest aggregate throughput, followed by FPDBT and IEEE802.11. For 
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example, when 3d = , the maximum value of the aggregate throughput for VPDBT is 1.7 

times of that for IEEE802.11, and 1.5 times of that for FPDBT. Compared with IEEE 802.11, 

VPDBT is able to increase the aggregate throughput 70%, while FPDBT can increase it 14%. 

However, from Figure 6-15, it can be found that both VPDBT and FPDBT can increase 

improve the throughput 160%. The improvement margin of the aggregate throughput is less 

than that of the throughput. This is because that the average blocking areas of VPDBT and 

FPDBT are larger than that of IEEE 802.11. Accordingly, the numbers of simultaneous 

transmissions using the two dual busy tone schemes are smaller than that using IEEE 802.11. 

However, since VPDBT can balance the trade off between spatial reuse and transmission 

collision, the performance of VPDBT can always achieve the best among the three schemes. 

It can be concluded that VPDBT is able to solve the hidden terminal problem and the 

exposed terminal problem in an ad hoc network with large interference range. 

 

(a). IEEE 802.11 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 171

 

(b). FPDBT 

 

(c).VPDBT 

Figure 6-16. Aggregate throughput 

1r =  unit, 10 10S = ×  square units 
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6.5 Conclusion 

 

This chapter focuses on improving the performance of IEEE 802.11 in the open space 

environment with large interference range. Based on dual busy tones, two novel MAC 

schemes are proposed to reduce most interference under two-ray ground path-loss 

model. Among the two schemes, Fixed Power Dual Busy Tone MAC is a simple 

enhancement to IEEE 802.11 DCF. FPDBT uses dual busy tones with fixed transmission 

power to identify the maximum possible range of interference, when the interference range is 

larger than the transmission range. On the other hand, Variable Power Dual Busy Tone 

MAC use busy tone sensing to replace the virtual carrier sensing and physical channel sensing 

implemented in IEEE 802.11. The dual busy tones transmitted by adjustable power can 

exactly signify the interference range. Comparing to FPDBT, the implementation of 

VPDBT is more complicated, but VPDBT is able to achieve better network 

performance. Since the blocking area for VPDBT is less than that for FPDBT, the 

former has better spatial reuse. VPDBT can simultaneously solve the hidden terminal 

problem and the exposed problem which are encountered by IEEE 802.11. 

 

Followed by the previous achievements, this chapter presents the first analysis model to 

derive the saturation throughput of CSMA MAC protocols under two-ray ground path-

loss model in ad hoc networks. Moreover, we formulate the approximate throughputs 

and the blocking areas for IEEE 802.11, FPDBT and VPDBT. Numerical results show 

that VPDBT has the best performance, followed by FPDBT and IEEE 802.11. VPDBT 

and FPDBT can avoid all collisions during the transmissions of data packets and ACK. 

With respect to IEEE 802.11, both VPDBT and FPDBT improve the saturation 

throughput up to 1.6 times. Compared with IEEE 802.11, VPDBT is able to increase the 
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aggregate throughput 70%, while FPDBT can increase it 14% only. Both the VPDBT 

scheme and the FPDBT scheme can enhance the performance of IEEE 802.11 DCF in 

ad hoc networks with large interference range.  
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Chapter 7  Conclusion and Recommendation 

 

7.1 Conclusion 

 

This thesis focuses on the protocol design and performance analysis for mobile ad hoc 

networks. The first focus is on the network protocols to reduce the influence of host 

mobility. A novel location service protocol based on k -hop cluster is proposed to 

provide mobility management for large scale ad hoc networks. On the other hand, a 

novel broadcasting relay approach is proposed for effectively rebroadcast packets in an 

ad hoc network. The second focus is to improve the performance of IEEE 802.11 in the 

MAC layer for ad hoc networks. 

 

Two mobility models including the handover model and the random walk model are used for 

the analysis of the characteristics of the host mobility in an ad hoc network. This is a very 

important step to fully understand the behavior of ad hoc networks using analytical 

methodology, since the host mobility is one of the most significant features in ad hoc 

networks. The performance analysis of mobility has been done for the handover model and 

the random walk model, respectively. Specially, the host random moving is studied in the 

case that the moving rate is assumed to be generally distributed and the direction is assumed 

to be uniform distribution. The numerical results obtained from the analysis have 

demonstrated that the random walk model is able to evaluate the characteristics of host 

mobility in an ad hoc network better than the handover model. However, the analysis of 

handover model is easier than the analysis of random walk model, especially, when mobile 

hosts move at higher speeds but less speed variation. The above analytical results can be 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 175

applied to the design of the MAC layer, the thresholds setting in routing protocols, the 

location information update in the location service protocols and the justification of 

simulation scenarios. Moreover, the numerical results of link changes can be used in the 

design of the suitable host density and the design of suitable transmission range of mobile 

hosts in an ad hoc network. Although the analysis in this chapter is only specific to certain 

mobility models, the methodology can also be applied to other models. 

 

A novel k -hop Compound Metric Based Clustering (KCMBC) approach is proposed to 

keep cluster structure robust in the dynamic ad hoc network environment. KCMBC is a fast 

convergent and load balancing clustering approach. The time complexity of KCMBC is 

( )O k  rounds of messages. On the other hand, since KCMBC has taken into account of the 

host mobility, the clusters constructed by KCMBC are more stable than the other schemes. 

The results obtained from the simulation experiments show that the clusters created using the 

KCMBC approach have modest but more uniform cluster size. The cluster-head duration can 

be largely increased by KCMBC. Moreover, the redundant cluster architecture can tolerate 

false route and balances traffic load. 

 

The design of robust and scalable location service protocol for large scale ad hoc networks is 

based on the proposed k -hop Clustering Based Location Service (KCBL) protocol, which 

utilizes the advantage of cluster architecture to construct the distributed location service 

system, where cluster-heads keep the location information of all clusters in the network and 

immediately reply the location enquiries from their cluster members. With the help of 

efficient inter-cluster location update mechanism, the KCBL protocol is able to provide more 

accurate location information in the destination’s neighborhood and less accurate 

information for the hosts not in the destination’s neighborhood. The frequency of inter-
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cluster location updates can be determined by the cluster mobility pattern or the group 

characteristics. Therefore, the location updates is able to reflect the degree of cluster 

topology changes so that the control overheads can be significantly reduced.  The numerical 

results obtained from simulation have indicated that KCBL is scalable in terms of various 

host density and host moving rate. The total cost of location management in the KCBL 

protocol is much less than the cost of the conventional link state protocol. It has been shown 

that the increase of k  is able to increase the hit probability of location service and decrease 

the overhead in the initial stage as well as the total cost of location management. Moreover, 

the KCBL protocol is able to associate the network routing protocols to discovery the route 

path quickly with less overhead. The significant advantages of high ability to tolerate link 

breakage make the KCBL protocol are suitable for the design of scalable ad hoc networks.  

 

The conditions to achieve the upper bound of broadcast coverage in an ad hoc network are 

obtained. It is able to provide useful information on the design of the suboptimum broadcast 

relay scheme to improve the performance of geometry-based protocols. A novel FHS 

scheme is presented. The FHS scheme is able to forward packets effectively, especially 

when network host density is heavy. The results obtained from simulations have shown that 

the FHS scheme is able to improve the broadcast performance significantly when the 

network host density increases. It is also demonstrated that the FHS scheme is able to 

enhance the distance-based protocol to increase the delivery ratio while the number of 

forwarding hosts is keeping low. On the other hand, FHS can improve the performance of 

the angle-based protocol by reducing a large amount of redundant rebroadcasts while 

maintaining high delivery ratio.  

 

ATTENTION: The Singapore Copyright Act applies to the use of this document. Nanyang Technological University Library



 177

The IEEE 802.11 as the MAC layer with large interference range caused by the ad hoc 

network environment is studied. Two novel MAC schemes using dual busy tones are 

proposed to enhance the performance of IEEE 802.11 by reducing interference effects 

based on the two-ray ground path-loss model. The first proposed MAC scheme is called 

the fixed power dual busy tone MAC (FPDBT-MAC) scheme, in which the fixed power 

dual busy tones are used to indicate the maximum possible range of interference can be 

identified when the interference range is larger than the transmission range. The second 

proposed MAC scheme is called variable power dual busy tone MAC (VPDBT-MAC) 

scheme, in which the VCS and physical channel sensing used in IEEE 802.11 DCF are 

replaced by busy tone sensing, and the transmission power of busy tones can be 

adjusted to exactly cover the interference ranges of the transmitter-receiver pairs. The 

performance of the two proposed MAC schemes are evaluated, in terms of the 

approximate throughputs and the blocking areas. Numerical results show that both 

proposed VPDBT-MAC and FPDBT-MAC schemes are able to significantly enhance 

the IEEE 802.11 MAC layer protocol in an ad hoc network since they can avoid 

collisions for the transmissions of data packets and acknowledgement packets. On the 

other hand, both the VPDBT-MAC scheme and the FPDBT-MAC scheme are also able 

to improve the saturation throughput up to 160%. However, the VPDBT-MAC scheme 

is more effective than the FPDBT-MAC scheme to provide less blocking area and better 

spatial reuse. Therefore, the VPDBT-MAC scheme is able to simultaneously solve both 

of the hidden terminal problem and the exposed problem. 
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7.2 Recommendation and Future Research  

 

The possible future studies based on the research works presented in this thesis are presented 

as follows: 

 

Since the dynamic host mobility is one of the most significant features in ad hoc networks, 

the study of mobility has become an important topic in this area. Due to limited time, the 

modeling and analysis of host mobility in thesis has mainly been focused on the wireless link 

between two neighboring hosts. An interesting but also important future work is to extend 

the analytical model presented in Chapter 2 to the multiple hop situation on  cluster structure, 

and study the effects of the host mobility on the performance of cluster architecture in terms 

of the sojourn time of host in a cluster, routing-path selection and network convergence time. 

 

It is noticed that the proposed KCBL protocol associated with Mobile IP or IP can be used in 

support of inter-connection in heterogeneous wireless/wire networks, since the inter-

connection between ad hoc networks and the other types of mobile/wireless networks is not a 

focus of this thesis. However, the inter-connectivity of ad hoc networks with the other types 

of networks is certainly an important issue to be studied in the future. On the other hand, 

security mechanism to protect private information within an ad hoc network needs to be 

addressed when the ad hoc network is inter-connected with the other networks. To offer 

effective host handover between different networks, the data encapsulation format among the 

different types of networks and also the route optimization techniques are open for future 

research. 
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Appendix A Abbreviations 

 

ACK    ACKnowledgment 

AMAC   Adaptive IEEE 802.11 MAC protocol 

AODV   Ad hoc On-demand Distance Vector Routing protocol 

BTMA   Busy Tone Multiple Access protocol 

CBKC    Connectivity Based k -hop Clustering scheme 

CCR    Conservative CTS Reply MAC scheme 

CDF    Cumulated Density Function  

CGSR    Cluster-leader-Gateway Switch Routing protocol 

CSMA/CA   Carrier Sense Multiple Access/Collision Avoidance 

CoA    Care-of Address 

CS    Cluster State packet (or item) 

CTS    Clear to Send 

DBTMA   Dual Busy Tone Multiple Access protocol 

DDCH    Distributed Database Coverage Heuristic scheme 

DHCP    Dynamic Host Configuration Protocol  

DP    Dominant Pruning broadcasting protocol 

DREAM   Distance Routing Effect Algorithm for Mobility routing protocol 

DSR    Dynamic Source Routing protocol 

FA    Foreign Agent  

FAMA   Floor Acquisition Multiple Access protocol 

FDMA   Frequency Division Multiple Access  

FHS    Forwarding Host Selection broadcast relay scheme 

FHSS    Frequency Hopping Spread Spectrum 
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FPDBT   Fixed Power Dual Busy Tone scheme 

GLS    Grid Location Service scheme 

GPS    Global Positing System 

HA   Home Agent  

HLR    Home Location Register  

HSR    Hierarchical State Routing protocol 

IA    Interference Aware MAC protocol 

IEEE 802.11 DCF  IEEE 802.11 Distributed Coordination Function 

IntraR    Intra-cluster Routing table 

KCBL    k -hop Clustering Based Location Service protocol 

KCMBC  k -hop Compound Metric Based Clustering scheme 

LC    Local Connectivity table 

LLC    Local Link Change packet 

LS    Location Service table 

LSR    Link State Routing protocol 

MAC    Medium Access Control 

MACA   Multiple Access Collision Avoidance 

MACA-BI   MACA By Invitation 

MANET   Mobile Ad Hoc Networks 

Max-Min   Max-Min heuristic clustering scheme 

MBC    Mobility-Based Clustering scheme 

MSC    Minimum Set Covering problem 

NAV    Network Allocation Vector  

OSFP    Shortest Path First Protocol 

PDF    Probability Density Function  
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PRNET   Multihop multiple access Packet Radio Network  

QoS    Quality of Service  

RBF    Receiving Beam Forming MAC scheme 

RE    Relative Epoch  

RTS    Request to Send 

TDMA   Time Division Multiple Access 

TOA    Time of Arrival 

TTL    Time-To-Live 

VCS    Virtual Carrier Sensing 

VLSI    Very Large Scale Integration 

VPDBT   Variable Power Dual Busy Tone scheme 

WLAN  Wireless Local Area Network 

ZHLS    Zone-based Hierarchical Link State routing protocol 

ZRP    Zone Routing Protocol 

 

Appendix B The PDF of the Relative Moving Rate  

 

It is assumed that the moving rate ( iv  and jv ) and direction ( iθ  and jθ ) of two adjacent 

mobile hosts ih  and jh  are uniformly distributed among the ranges of  [0, ]mV  and 

[0,2 ]π , respectively. The relative moving rate between ih  and jh  is given by: 

2 2 2 cos( )d d j i i j i i i jv v v v v θ θ= = − = + − −v v v ,  

Set auxiliary variables: i jα θ θ= −  and g cosα= , then 

2 2 2d i j i iv v v v v g= + − . 
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Since the PDF of iθ  or jθ  is  

1 ,0 2
( ) 2

0,  elsewhere
f

θ π
θ πΘ

 ≤ ≤= 


,  

The PDF of α  can be obtained as 

2

2

1 , 2 0
4 2

( ) ( ) ( ) 1 ,0 2
4 2

0,  elsewhere

f f x f x dx

α π α
π π

α α α α π
π π

∞

Α Θ Θ−∞

 + − ≤ <


= + = − + ≤ ≤



∫     (71) 

Considering that ,  2 2g cosα π α π= − ≤ ≤ , 

the solutions are given by 

1 1

2 2

3 3

4 3

arccos ,  0
arccos ,  - 0

2 arccos ,  2
arccos 2 ,  -2

g
g
g

g

α α π
α π α

α π π α π
α π π α π

= ≤ ≤
 = − ≤ <
 = − < ≤
 = − ≤ < −

,       (72) 

Then, the PDF of g  can be given by 

4

1

( )( ) i
G i

i

ff g
sin
α
α

Α
=

=∑ , for 1 1g− < <         

Substitute (71) and (72) into the above equation: 

2

1 , 1 1
( ) 1

0,  elsewhere
G

g
f g gπ

 − < <= −



       (73) 

Let 

2 2 2d i j i i

i

j

v v v v v g

x v
y v

 = + −

 =


=

, then the solution is 

2 2 2

2
d

i

j

v x yg
xy

v x
v y

 − −
= −


 =
 =

 

The Jacobian transformation is given by 
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( , , ) 1 0 0
0 1 0

d d d
d d d

i j
i j

i j
i j d

i j

v v v v v v
v v g v v g
x x x xyJ v v g
v v g v

y y y
v v g

∂ ∂ ∂
∂ ∂ ∂

∂ ∂ ∂
∂ ∂ ∂

∂ ∂ ∂
= = = −
∂ ∂ ∂

∂ ∂ ∂
∂ ∂ ∂

 

According to [120], the joint density of dv , x  and y  can be obtained as 

( , , )
( , , )

( , , )
i j

d

V V G i j
V XY d

i j

f v v g
f v x y

J v v g
=  

Since ,  and i jv v g  are independent variables, then 

( , , ) ( ) ( ) ( )
i jV V G i j V i V j Gf v v g f v f v f g= , 

Considering equation (73) and
1 ,0

( )
0,  elsewhere

m
mV

v V
Vf v
 ≤ ≤= 


,  then 

2 2 2 2 2 2 2

( , , ) 2( , , )
( , , ) 4 ( )

i j

d

V V G i j d
V XY d

i j m d

f v v g vf v x y
J v v g V x y v x yπ

= =
− − −

 

The PDF of dv  can be calculated as 

( ) ( , , )
d dV d V XY df v f v x y dxdy

∞ ∞

−∞ −∞
= ∫ ∫  

As [ ]0,i mx v V= ∈ , [ ]0,j my v V= ∈  and 
2 2 2

2
dv x yg

xy
− −

= − , ( )1,1g∈ − , then 

dx y v x y− < < +  and 0 2d mv V≤ ≤  

Consequently, the PDF of the relative moving rate is given by: 

2 2 2 2 2 2 2
    0
    0

2 1 ,  0 2
4 ( )( )

0,                             elsewhere

m
md

d

d
d m

m x V d
y VV d

x y v x y

v dxdy v V
V x y v x yf v

π ≤ ≤
≤ ≤

− < < +

 ≤ ≤ − − −= 



∫∫
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Appendix C Correctness of KCMBC 

 

The correctness of KCMBC is solely dependant on hosts electing cluster-heads that actually 

become cluster-heads. The following Claims are used to show that the hosts, which survive 

after the Floodmax stage of KCMBC, become cluster-heads.  

 

Claim 1: During the Floodmin and Floodmax algorithms, no host’s compound metric will 

propagate farther than k -hops from the source host itself. 

 

Claim 2: All hosts that survive after Floodmax stage elect themselves as cluster-heads. 

Proof: The Floodmax stage generates a dominating set of hosts which consists of two classes 

of hosts: Class1 hosts are those hosts whose metrics are the largest in their k -hop 

neighborhood, and Class2 hosts are those hosts whose metrics are the largest in at least one 

of their k -hop neighbors’ k -neighborhood.  

 

Considering a Class1 host ih , it will overtake each host that is k -hop away during the 

Floodmax. Hence, all hosts that are within the k -hop distance of ih  will possess ih ’s ID in 

the WINNER data structure. Then, after the Floodmin stage, a Class1 host will elect itself as 

the cluster-head.  

 

On the other hand, consider a Class2 host jh . Although jh  is overtaken by larger compound 

metric, its compound metric continues to propagate out and overtake all smaller metrics 

within k -hop of jh . Therefore, at the end of the Floodmax stage, jh ’s compound metric and 

larger compound metrics will cover the k -hop distance of jh . Therefore, the compound 
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metric of Class2 host jh  is the smallest surviving metric in the k -hop neighborhood of jh . 

Based on Claim 1, it can be concluded that the Floodmin process will successfully propagate 

the compound metric of jh  back to jh . A Class2 host will elect itself as the cluster-head, 

based on Rule 1. Therefore, any host that survives the Floodmax stage will elect itself as a 

cluster-head. 

 

Based on the above Claims, the following Lemma shows that every host that is elected as a 

cluster-head does become a cluster-head. Consequently, the correctness of KCMBC can be 

proved. 

 

Lemma: If host ih  elects host jh  as its cluster-head, then host jh  becomes a cluster-head. 

Proof: According to the three rules for cluster-head election shown in Section 3.3.2, the 

election of cluster-heads can be considered as the following three cases. 

Case 1: Host ih  elects itself as a cluster-head based on Rule 1. If ih  receives its own 

compound metric in the Floodmin stage, it knows that other hosts have elected it as cluster-

head based on Claim 2. Therefore, it elects itself a cluster-head. 

Case 2: Host ih  elects host jh  as its cluster-head based on Rule 2. In this case, ih  receives 

jh ’s compound metric in the Floodmin stage. Hence, it can be concluded that jh  does 

become a cluster-head based on Claim 2.  

Case 3: Host ih  elects host jh  as its cluster-head based on Rule 3. In this case, ih  must 

select the host jh , which is the last WINNER of the Floodmax, to be a cluster-head. This 

host jh  survives the Floodmax and become a cluster-head based on Claim 2. 
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Appendix D The Cluster Parameters for KCMBC 

Table A- 1. The average number ( hN ) of members in a cluster  

N  
k  

1000 2000 3000 4000 

1 2.65 3.39 4.86 5.54 
2 3.89 7.35 11.54 15.87 
3 4.85 12.55 19.82 26.26 
4 5.88 17.39 32.96 50.01 
5 6.45 23.42 43.20 66.38 

 

Table A- 2. The average number ( Cd ) of neighboring clusters connected with a cluster  

N  
k  

1000 2000 3000 4000 

1 1.96 4.72 7.37 8.60 
2 1.52 4.52 6.65 8.02 
3 1.19 4.50 6.40 7.47 
4 0.99 4.45 6.24 7.15 
5 0.77 4.41 6.18 7.10 

 

Appendix E Area Calculation for MAC Protocols 

1. The Crescent Shape Area ( , , )A Br r xω  

 

Figure A- 1. The area of the crescent shape ( , , )A Br r xω  
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As shown in Figure A- 1, it is supposed that two circles with radius Ar  and Br  ( A Br r> ) are 

centered at point A  and B , respectively, and the distance between A  and B  is x . The 

shadow area ( , , )A Br r xω  is inside of the circle B  but outside of the circle A . Let Cx  denote 

the abscissa of the intersection points of the two circumferences, then if A B Ar r x r− < ≤  

2 2 2 2( )A C B Cr x r x x− = − −  

Thus, 
2 2 2

2
A B

C
r r xx

x
− +

= , 

and 2 2 2 2( , , ) 2 ( ) 2B A

C C

x r r

A B B Ax x
r r x r t x dt r x dtω

+
= − − − −∫ ∫ ,  for A B Ar r x r− < ≤  

Therefore, the area of the crescent shape ( , , )A Br r xω  is given by 

2 2 2
2 2 2

2 2 2
2

0,                     

1 [ ( ) ( , , )] arctan
2 ( , , )( , , )

arctan ,     
( , , )

A B

A B
B A A B A

A BA B

A B
B A B A

A B

x r r

x r rr r r r x r
r r xr r x

x r rr r r x r
r r x

π δ
δω

δ

≤ −


 + − − + +  =   
  − ++ − < ≤   

   

where 2 2 2 2 2 2( , , ) 4 ( )A B A A Br r x x r x r rδ = − + −  

 

2. Interfering Areas of IEEE 802.11 

 

Considering that host i  intends to transmit a data packet to host j  which is at the 

distance x , let r , Ir  and Imaxr  denote the radius of the transmission range, the 

interference range and the maximum the interference range of host i  or j , respectively. 

Based on the range of the distance x , the relationship between the transmission range 

and the interference range can be categorized into three cases which are shown in Figure 
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A- 2. Using the area notations defined in Section 6.3, the interfering areas for each case, 

which are listed in Table 6-1, are derived as follows. 

 

Figure A- 2. Three cases of interfering area 

 

(a). 0.36x r≤  

As shown in Figure A- 2(a), in this case, the transmission range of host i  or j  can 

totally cover the interference ranges of the communication pair. Since all the hosts 

located inside of the interference ranges of hosts i  and j  can hear the RTS/CTS 

handshake, no packet will be transmitted by these hosts during the transmissions of CTS, 

data and ACK packets. The possible collisions happen only if a host in j ’s interference 

range transmits a packet at the time slot when host i transmit RTS. Hence, none of hosts 

in the interfering area 2( )Ij IS x rπ=  should transmit for 1 slot. 

 

(b). 0.36 0.56r x r≤ ≤  

Figure A- 2(b) shows that when 0.36 0.56r x r≤ ≤ , the transmission range is larger than 

the interference range, but the transmission range of host i  or j  cannot cover all the 

interference ranges of both host i  and host j . As the RTS/CTS handshake can be heard 
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by all hosts located inside of the interference range, collisions can only happen during 

the transmission of RTS. 

 

Figure A- 3. The interfering area for 0.36 0.56r x r≤ ≤  

 

As shown in Figure A- 3, in order to avoid collisions when host i  transmits a RTS to 

host j , the hosts located inside of the area ( )i IjS x∩ , which is inside j ’s interference 

range and covered by i ’s transmission range,  must defer their transmissions for 1 slot.  

The interfering area ( )i IjS x∩  is given by 

2( ) ( ) ( ) ( , , )i Ij Ij Ij i I IS x S x S x r r r xπ ω∩ −= − = − , 

where ( ) ( , , )Ij i IS x r r xω− =  is the shadow area shown in Figure A- 3, and the expression 

of ( , , )A Br r xω  can be found in Appendix E.1. Moreover, since the hosts located inside 

of the shadow area ( ) ( , , )Ij i IS x r r xω− =  cannot hear RTS, none of hosts in this area 

should transmit for 2 1RTSt +  slots. 
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(c). 0.56r x r≤ ≤  

The case of 0.56r x r≤ ≤  is shown in Figure A- 2(c), where the interference range of 

host i  or j  totally contains its transmission range, i.e., Ir r> . In this case, Collision 

may happen in each step of the four-way handshake of IEEE 802.11.  

 

Figure A- 4. The interfering area for RTS transmission, 0.56r x r≤ ≤  

 

When host i  transmits a RTS to host j , the hosts located inside of the area ( )i IjS x∩ , 

which is covered by i ’s transmission range and inside j ’s interference range, can hear 

RTS. Hence, these hosts cannot transmit for 1 slot. As shown in Figure A- 4, ( )i IjS x∩  is 

the area enveloped by the bold arcs, which can be given by 

2( ) ( ) ( ) ( , , )i Ij i i Ij IS x S x S x r r r xπ ω∩ −= − = − . 

On the other hand, since the RTS packet cannot reach the shadow area ( )Ij iS x− , which 

is inside of j ’s interference range but outside of i ’s transmission range, no host in the  

area ( )Ij iS x−  is allow to transmit for 2 1RTSt +  slots. ( )Ij iS x−  can be obtained as 

2 2( ) ( ) ( ) ( ) ( , , )Ij i Ij i Ij I IS x S x S x r r r r xπ ω− ∩= − = − +  
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Figure A- 5. The interfering area for CTS transmission, 0.56r x r≤ ≤  

 

Upon receiving a correct RTS, host j  replies a CTS to i . The hidden hosts which are 

located inside of i ’s interference range but outside of i ’s transmission range may 

interrupt the reception of CTS at host i . Among the hidden hosts, those which are also 

located inside of j ’s transmission range can hear CTS, so they need to defer 

transmissions for 1 slot. As shown in Figure A- 5, the interfering area for such hidden 

hosts, denoted as ( ) ( )Ii i jS x− ∩ , is the area enveloped by the bold arcs. ( ) ( )Ii i jS x− ∩  can be 

approximated as 

2 2 2 2
( )

2 ( )
( ) ( ) ( )( )

2Ii i j I I

x
S x r r x r r

α
π α

π− ∩ ≈ × − = −  

where the angle 
2 2 2

( ) arccos
2

I

I

r x r
x

r x
α

+ −
= . 

On the other hand, the hidden hosts, which are located inside of the shadow area 

( ) ( )Ii i jS x− −  shown in Figure A- 5 (i.e. the area outside of the transmission ranges of both 

i  and j ), cannot transmit for 1RTS CTSt t+ +  slots. The interfering area ( ) ( )Ii i jS x− −  can 

be given by 

2 2
( ) ( )( ) ( ) ( ) ( ) [ ( )]( )Ii i j Ii i Ii i j IS x S x S x S x x r rπ α− − − ∩= − − ≈ − −  
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Figure A- 6. The interfering area for data transmission, 0.56r x r≤ ≤  

If the RTS/CTS handshake is successful, the hosts located inside of the transmission 

ranges of hosts i  and j  will defer their transmission when host i  transmits a data 

packet. However, the hidden hosts, which cannot hear the RTS/CTS handshake but are 

located inside of j ’s interference range, may interrupt the reception of the data packet. 

The vulnerable period is 1RTS DATAt t+ +  slots. As shown in Figure A- 6, the 

interfering area for these hidden hosts is the shadow area ( )( )Ij i jS x− ∪ . In Figure A- 6, the 

degree β  is obtained as 

arccos[ /(2 )]x rβ =  

Then, ( )( )Ij i jS x− ∪  can be approximated by: 

2 2 2 2
( )

2
( ) ( ) ( ) { arccos[ /(2 )]}

2Ij i j I IS x r r r r x r
β

π π
π− ∪ ≈ − × = − × −  

 

Likewise, when host j  replies host i  an ACK to confirm a successful data transmission, 

none of hosts located inside of the interfering area ( )( )Ii i jS x− ∪  should transmit for 

1RTS ACKt t+ +  slots, where ( )( )Ii i jS x− ∪  is approximated as 

2 2
( )( ) ( ) { arccos[ /(2 )]}Ii i j IS x r r x rπ− ∪ ≈ − × − . 
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