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Abstract

In this thesis, we investigate data collection in wireless sensor networks through

multi-path routing structures. We study methods to improve the robustness,

energy efficiency and time efficiency of sensor data collection in error-prone com-

munication environments.

First, we investigate the construction of a class of multi-path routing struc-

tures called rings overlay [NGSA04, CLKB04] for enhancing the robustness of

sensor data collection. Rings overlay exploits the broadcast nature of wireless

communication for transporting sensor data through multiple interleaving prop-

agation paths to the base station. We propose a new distributed approach for

organizing sensor nodes into different rings around the base station to form a

rings overlay. The objective of our proposed approach is to assign sensor nodes

to appropriate rings to let them benefit from multi-path routing as much as pos-

sible. The proposed ring assignment approach is fully distributed and does not

require sensor nodes to have global knowledge about the entire network. We also

design and analyze an enhanced scheme for relaying data to the base station from

the sensor nodes next to the base station. The goal is to improve the resilience of

these nodes to communication failures in data collection without requiring them

to transmit their data multiple times. Experimental results show that compared

with a baseline greedy construction approach and the original relay scheme, the

proposed techniques of overlay construction and relay enhancement significantly

improve the robustness and accuracy of sensor data collection through the rings

overlay.

Next, we investigate the use of contention-free time division multiple access

(TDMA) protocols for sensor data collection. To collect sensor data using TDMA
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protocols, sensor nodes need to be assigned appropriate time slots for transmit-

ting and receiving data. We design an efficient distributed scheduling algorithm

for constructing TDMA schedules for sensor data collection through multi-path

routing structures. The objective of our scheduling algorithm is to reduce both

the message complexity and running time of the scheduling process as much as

possible. We also develop a method for deriving a lower bound on the short-

est possible length of the data collection schedule that can be built for a given

routing structure. The lower bound estimation offers a method to evaluate the

time efficiency of data collection schedules produced by scheduling algorithms.

Experimental results show that our proposed scheduling algorithm substantially

reduces the number of messages transmitted during the scheduling process and

has much shorter running time compared to an existing algorithm. The length

of the data collection schedule produced by our algorithm is normally within 1.5

times of the lower bound estimate across a wide range of network settings.

Finally, we propose a distributed method to construct multi-path routing

structures for TDMA-based sensor data collection and develop an enhanced

scheme for collecting sensor data. Our proposed method for constructing multi-

path routing structures keeps the number of messages that each node transmits

and receives in a round of data collection within a given limit in order to achieve

a required level of energy consumption for communication. The enhanced scheme

for data collection exploits overhearing to improve the robustness of data collec-

tion without sacrificing the latency of data collection and violating the required

level of energy efficiency for communication. We analyze the control parameter

setting in the enhanced data collection scheme for maximizing the benefits of

overhearing. Experimental results show that our proposed methods achieve sig-

nificantly better trade-offs among the robustness, latency and energy efficiency

of data collection.
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Chapter 1

Introduction

Recent advances in micro-electro-mechanical technology has enabled mass pro-

duction of tiny sensor nodes with processing, sensing and wireless communication

capabilities [HC02,NKA+05,PSC05,LSB08]. These sensor nodes are able to ac-

quire information related to physical phenomena, manipulate the acquired data

and then communicate with other sensor nodes or base stations through wireless

media. Due to the low-cost and small size nature of wireless sensor nodes, their

sensing, processing, communication and energy supply components are subject

to capacity constraints. Thus, the capabilities of a single sensor node are rather

limited compared to traditional wireless devices such as cellular phones or PDAs.

Nevertheless, a group of wireless sensor nodes can collaborate with each other

and form a wireless sensor network to accomplish complex data collection and

processing tasks.

An essential advantage of wireless sensor networks is the simplicity and low

cost of deployment. Tiny sensor nodes are usually just a few cubic centimeters

in size [KKP00, KAH+04, PSC05] and can be easily deployed in different places.

They can acquire and send sensing data to a base station without the need

to install wired connections or other network infrastructures. Wireless sensor

networks open opportunities for novel applications in agriculture, transportation

and many other industries. Several useful applications of sensor networks have

been studied for habitat monitoring [SOP+04, HBC+09], structure monitoring

[XRC+04, PFKC08], health care [SGW01, GGW+06], environment monitoring

1



1.1. Quality measurements of sensor data collection

[HM06], surveillance [HKS+04], and object tracking [YS03,YG10].

1.1 Quality measurements of sensor data collec-

tion

Sensor data collection is an operation needed in many sensor network applica-

tions. Major quality measurements of sensor network applications on data collec-

tion normally include the energy efficiency, the time efficiency and the robustness

against communication failures. These quality measurements heavily affect the

lifetime of sensor networks, the time latency for collecting sensor data at the base

station and the accuracy of the collected data. Thus, to realize the potentials

of wireless sensor networks in a wide range of different applications, these qual-

ity measurements of sensor data collection must be carefully addressed. In this

section, we elaborate these three quality measurements of sensor data collection

and their relationships.

Energy efficiency of sensor data collection

Sensor nodes usually rely solely on their limited batteries for energy supply.

Their batteries are inconvenient to replace or recharge in many situations. If

sensor nodes are deployed in a harsh environment beyond the reach of network

operators, it may even be infeasible to replace or recharge their batteries. Once

their batteries are exhausted, sensor nodes cannot perform any operation such

as acquiring data, receiving data from other nodes and transmitting data to the

base station. Therefore, energy efficiency is an important quality measurement

of the data collection process.

Communication is usually a dominant source of energy consumption for sen-

sor nodes [NGSA04]. Transmitting data and receiving data both consume energy.

The energy costs for transmitting and receiving one unit of data are similar.

For example, popular low-power radio transceivers for sensor nodes such as the

CC1100 or CC2500 RF transceivers consume about 60 mW when it is transmit-

ting or receiving data [PHC04,MFHH03]. Thus, keeping the energy consumption

for transmitting and receiving data as low as possible is a key to achieve energy

2



1.1. Quality measurements of sensor data collection

efficiency in sensor data collection.

Time efficiency of sensor data collection

The time efficiency of sensor data collection is also of primary importance

in many sensor network applications due to the real time nature of monitoring

applications especially in critical conditions. A significant amount of time latency

in the data collection process is often caused by wireless communication among

sensor nodes since their data transmission rate is limited [PHC04,MFHH03]. In

general, the radio transceiver of a sensor node is able to receive or transmit only

one message at a time. Thus, the time latency of sensor data collection would

generally be shorter if the amount of data that sensor nodes transmit or receive

is reduced. In addition, since low-power wireless communication among sensor

nodes is highly susceptible to interference, the sensor nodes have to coordinate

their transmissions to reduce collisions. The overhead cost of the coordination

process among sensor nodes can be significant especially when the node density

increases [DEA06]. Therefore, reducing the time for coordinating transmissions

of sensor nodes would also help to reduce the latency of data collection.

Robustness of sensor data collection

Low-power wireless communication among sensor nodes is highly susceptible

to failures [GKW+02,WTC03,ZG03,ZHKS04]. Each communication failure may

drop the sensor data contained in the transmission and prevent it from reaching

the base station. The accuracy of the collected data at the base station would be

reduced greatly if a significant amount of sensor data is lost. Thus, the robustness

against communication failures is also an essential quality measurement of the

data collection process.

Coping with communication failures may require repeating the transmission

of the same data multiple times among sensor nodes or transporting the same

data along multiple propagation paths in parallel. Since performing more trans-

missions often introduces larger amounts of energy consumption and time latency,

these methods may negatively affect the energy efficiency and time efficiency of

the data collection process. Therefore, there is usually a trade-off between the

robustness and the other two quality measurements of sensor data collection.

3



1.2. Thesis scope

1.2 Thesis scope

In this thesis, we focus on collecting data acquired by sensor nodes in wireless

sensor networks. Our objective is to develop new techniques for improving the

robustness, energy efficiency and time efficiency of sensor data collection in error-

prone communication environments.

First, we investigate a class of multi-path routing structures called rings over-

lay [NGSA04,CLKB04] that exploits the broadcast nature of wireless communi-

cation for transporting sensor data through multiple interleaving propagation

paths to the base station. In the rings overlay, sensor data are successfully trans-

ported to the base station as long as any one propagation path is failure-free.

Nevertheless, a rings overlay normally does not benefit all sensor nodes in the

network. A casually constructed rings overlay may leave some nodes connected

to the base station through a single propagation path only. In addition, each sen-

sor node next to the base station inherently has only one single-hop propagation

path to the base station in the rings overlay. All the above nodes do not enjoy

the benefit of multi-path routing. The data acquired by these nodes remain to be

transported by single-path routing that is highly susceptible to communication

failures. The robustness of data collection through the rings overlay would be

severely limited when there are a significant number of such nodes. To enhance

the robustness of sensor data collection through the rings overlay, we aim to de-

sign a new approach for constructing the rings overlay to prevent sensor nodes

from having only few propagation paths to the base station. The objective is

to assign sensor nodes to appropriate rings to let them benefit from multi-path

routing as much as possible. Then, we investigate an enhanced scheme for relay-

ing data to the base station from the sensor nodes next to the base station. The

goal is to improve the resilience of these nodes to communication failures in data

collection without requiring them to transmit their data multiple times.

Next, we investigate the use of contention-free time division multiple access

(TDMA) protocols for sensor data collection through multi-path routing struc-

tures. Our study is motivated by the fact that contention-based MAC protocols
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for coordinating communication among sensor nodes often introduce much addi-

tional energy consumption and time latency due to control messages, idle listening

and back off time [DEA06]. In contrast, contention-free TDMA protocols have

the potential to improve the energy efficiency and reduce the time latency of data

collection since communication among sensor nodes can proceed in synchronous

time slots without contention time, collisions or idle listening [GDP05,MLW+09].

To collect sensor data using a TDMA protocol, sensor nodes need to be assigned

appropriate time slots for transmitting and receiving data. We aim to design

an efficient distributed scheduling algorithm for constructing TDMA schedules

for wireless sensor data collection through multi-path routing structures. The

objective of our scheduling algorithm is to reduce both the message complexity

and running time of the scheduling process as much as possible.

Finally, we investigate a multi-path sensor data collection scheme that consid-

ers the energy efficiency for communication, the time latency and the robustness

of data collection altogether. We study a distributed method to construct multi-

path routing structures for TDMA-based sensor data collection. The construction

method aims to keep the number of messages that each sensor node transmits

and receives in a round of data collection within a given limit so as to achieve a

required level of energy efficiency for communication. In addition, we investigate

an enhanced scheme for data collection in which sensor nodes have opportunities

to overhear data from their neighbors other than those in the multi-path routing

structures constructed. The goal of the enhanced scheme is to improve the ro-

bustness of data collection without sacrificing the latency of data collection and

violating the required level of energy efficiency.

1.3 Major contributions

The main contributions of the thesis are summarized as follows:

1. We propose a new distributed approach for organizing sensor nodes into

different rings around the base station to form a rings overlay. The ob-

jective of the proposed approach is to assign sensor nodes to appropriate

5



1.3. Major contributions

rings to let as many nodes benefit from multi-path routing as possible. The

proposed ring assignment approach is fully distributed and does not require

sensor nodes to have global knowledge about the entire network. We also

design and analyze an enhanced scheme for relaying data to the base sta-

tion from the sensor nodes that are one hop away from the base station

in the rings overlay. The goal is to improve the resilience of these nodes

to communication failures without requiring them to transmit their data

multiple times. Experimental results show that compared with a baseline

greedy construction approach and the original relay scheme, the proposed

techniques of overlay construction and relay enhancement significantly im-

prove the robustness and accuracy of sensor data collection through the

rings overlay.

2. We propose a distributed method for constructing multi-path routing struc-

tures for TDMA-based sensor data collection and develop an enhanced data

collection scheme. In the multi-path routing structures constructed by our

method, the number of messages that each node transmits and receives in a

round of data collection is limited so as to achieve a required level of energy

efficiency for communication. In the enhanced data collection scheme, sensor

nodes exploit overhearing to increase the numbers of their data propaga-

tion paths to the base station and improve the robustness of data collection

without sacrificing the latency of data collection and violating the required

level of energy efficiency. We analyze the control parameter setting in the

enhanced data collection scheme for maximizing the benefits of overhearing.

Experimental results show that our proposed methods achieve significantly

better trade-offs among the robustness, latency and energy efficiency of data

collection.

3. We propose an efficient distributed scheduling algorithm for TDMA-based

sensor data collection through multi-path routing structures. We also de-

velop a method for deriving a lower bound on the shortest possible length
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of the data collection schedule that can be built for a given routing struc-

ture. The lower bound estimation offers a method to evaluate the time

efficiency of data collection schedules produced by scheduling algorithms.

Experimental results show that our proposed scheduling algorithm greatly

reduces the number of messages transmitted in the scheduling process and

has much shorter running time as compared to an existing algorithm. The

length of the data collection schedule produced by our algorithm is nor-

mally within 1.5 times of the lower bound estimate across a wide range of

network settings.

1.4 Outline of the thesis

The rest of the thesis is organized as follows. Chapter 2 reviews the related

work on sensor data collection. Chapter 3 presents and evaluates our proposed

techniques for organizing sensor nodes into different rings around the base sta-

tion and the enhanced relay scheme to improve the robustness of sensor data

collection. The next two chapters focus on TDMA-based sensor data collection

through multi-path routing structures. Chapter 4 presents an efficient distributed

scheduling algorithm for TDMA-based sensor data collection through multi-path

routing structures. Chapter 5 investigates the construction of multi-path routing

structures for TDMA-based sensor data collection and an enhanced scheme for

collecting sensor data. Chapter 5 is presented after Chapter 4 because the tech-

niques and experiments described in Chapter 5 have some dependency on the

scheduling algorithm of Chapter 4. Finally, Chapter 6 summarizes the research

contributions and concludes the thesis.
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Chapter 2

Background and related work

In this chapter, we review the existing literature related to various aspects of data

collection in wireless sensor networks. Wireless communication failures among

sensor nodes and existing methods to overcome communication failures are dis-

cussed in Section 2.1. In Section 2.2, we discuss the routing methods for sensor

data collection. In Section 2.4, we summarize in-network data processing and

aggregation techniques for conserving energy in sensor data collection. Section

2.5 discusses several MAC protocols for wireless sensor networks. Scheduling

algorithms for sensor data collection are discussed in Section 2.6.

2.1 Communication failures among sensor nodes

A popular transmission medium for wireless communication among sensor nodes

is radio wave [HC02,NKA+05,PSC05,LSB08]. Due to the strict energy constraint,

sensor nodes are often equipped with low-power radio transceivers. These low-

power transceivers are highly susceptible to collisions, interference and noise.

Thus, radio communication among sensor nodes frequently suffers from packet

losses [GKW+02, WTC03, ZG03, ZHKS04]. Figure 2.1, which is taken from an

empirical study [ZG03], shows the packet reception rates at different distances

between a transmitter and a receiver. As seen from these results, the packet

reception rates are relatively high within a certain distance threshold. Beyond

the distance threshold, the packet reception rate drops rapidly with increasing

8



2.1. Communication failures among sensor nodes

transmission distance.

Figure 2.1: Packet reception rates at different distances of transmission [ZG03].

The packet reception rate not only depends on the distance of transmission

but also depends on the communication environment. Figure 2.2, which is also

taken from [ZG03], shows the average packet loss rates among sensor nodes de-

ployed in three different communication environments. In Figure 2.2, the In Door

curve represents the average packet loss rate among sensor nodes deployed inside

a building, the Out Door curve represents the loss rate resulting from a car park

deployment, and the Habitat curve represents the loss rate resulting from a nat-

ural park deployment. Each point (x, y) on these curves means that y proportion

of the communication links experience a loss rate of at least x percent. These

empirical results show that the packet loss rates can be quite different in different

communication environments. For example, in the building deployment, nearly

53% of all the communication links experience a loss probability greater than

10%, and 40% of all the communication links experience a loss probability of at

least 30%. In the natural park deployment, 35% of all the communication links

experience a loss probability greater than 10%, and 24% of all the communication

links experience a loss probability of at least 30%.

The high loss rates of low-power radio communication among sensor nodes sig-

nificantly affect the proportion of sensor data that can be successfully transported

through multi-hop propagation paths. Figure 2.3, which is taken from [YZLZ05],

shows the multi-hop loss rates at different hop-distances in which the packet
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Figure 2.2: Average packet loss rates in different communication environments
[ZG03].

Figure 2.3: The probability that a packet fails to reach hop N as a function of hop
number N when the packet loss rate of one-hop transmission is 30% [YZLZ05].

loss rate of one-hop transmission is kept at 30%. The GRAB curves represent

the probability that a packet fails to reach hop N in a mesh network, and the

disjoint curves represent the probability that a packet fails to reach hop N in

a path-disjoint network. It can be seen that, more than 90% of packets would

fail to reach the destination after 10 hops even though every packet is trans-

mitted through 4 disjoint paths. The above studies show that data collection

in large-scale sensor networks would be severely affected by high probabilities of

communication failures among sensor nodes.

One approach to overcome communication failures among sensor nodes is to

improve the packet reception rate of every individual link along the propagation
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paths from source nodes to destination nodes. Forward error correction codes

have been used in sensor networks [ASSC02, JE06] to recover the packets re-

ceived with a few error bits. In this approach, redundant information is sent

together with sensor data from the senders and this information would be used

to correct possible errors in the data received at the receivers. Several forward

error correction codes such as SECDEC and Manchester code have been proposed

to correct single-bit or double-bit errors in the packets received. The overhead

of these encoding schemes is quite significant in that the amount of redundant

information to be transmitted together with the data would increase the size of

transmitted packets significantly [JE06].

In radio communication, the packet reception rate is strongly related to the

received signal, interference and noise strength [LZZ+06, SKH04]. To measure

the quality of received signal compared to interference and noise, the ratio of the

signal strength over the interference and noise strength (SINR) is used. A higher

SINR at the receiver indicates a better quality of the received radio signal. Sev-

eral studies [SKH04, LZZ+06] have proposed to increase the transmission power

level at the transmitters to improve the SINR at the receivers and hence improve

the packet reception rate. Nevertheless, a higher power level for transmitting

data produces a stronger signal strength and hence the number of transmissions

that can proceed in parallel without collisions would decrease. As a result, in-

creasing the transmission power level may affect both the energy efficiency and

time efficiency of data collection.

The packet reception rate can also be improved by using reliable transport

protocols in which additional control messages and retransmissions are used to

ensure data delivery. Stann and Heidemann [SH03] proposed a reliable transport

protocol using negative acknowledgements called RMST (Reliable Multi-Segment

Transport). Specifically, a receiver can send a negative acknowledgement to a

sender to request for the retransmission of a certain data packet if the receiver

does not receive the data packet within a timeout period. Wan et al. [WCK02]

proposed another reliable transport protocol using negative acknowledgements

called PSFQ (Pump Slowly, Fetch Quickly). In the PSFQ protocol, a negative
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acknowledgement can be sent by a receiver when it receives a data packet with a

higher sequence number than expected. Instead of using negative acknowledge-

ments, Luo and Wu [LW03] proposed to used positive acknowledgements from

the receivers to improve the reliability of multicast transmissions. To avoid us-

ing acknowledgements explicitly, Cao et al. [CHF+06] proposed to let the sender

overhear the transmissions from the receiver to its downstream nodes and use

them as implicit acknowledgements. Liu et al. [LRC+08] pointed out that relying

solely on implicit acknowledgements may significantly increase duplicate data re-

ception and hence they proposed another transport protocol using both implicit

and explicit acknowledgements. Due to the transmission and reception of ac-

knowledgements and data retransmissions, the above reliable transport protocols

usually incur significant overhead costs of time latency and energy consumption.

Thus, they would generally compromise the energy efficiency and time efficiency

of sensor data collection.

Another approach to deal with communication failures in sensor data collec-

tion is to transport data through multiple propagation paths from source nodes

to destination nodes. This approach will be discussed in the next section that

reviews different routing methods for sensor networks.

2.2 Routing methods for sensor networks

2.2.1 Single path routing methods

An simple routing method for sensor networks is the traditional gossip-based

method [KW07]. In this method, a sensor node randomly chooses one of its

neighbors to transmit its data to. The receiving node, in turn, transmits the

received data to one of its neighbors in a similar manner. In the traditional

gossip-based routing method, each sensor node transmits its data to only one of

its neighbors. Thus, sensor data has only one propagation path to the destination

node, limiting the robustness of data delivery. Moreover, the traditional gossip-

based routing method may waste a significant amount of energy since the number

of hops used to deliver the data to the destination node is likely to be much higher
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than the length of the shortest propagation path from the source node to the

destination node. This also increases the time latency of data delivery. To reduce

the hop number of data delivery in the traditional gossip-based routing method,

Dimakis et al. [DSW06] proposed a geographical gossip-based routing method

in which the location information of sensor nodes is used for choosing the next

gossip neighbor that is closer to the destination node. While this method reduces

the hop number of data delivery, it requires some special geographical localization

processes or complex location systems that may not always be available for sensor

nodes with limited capabilities.

Opportunistic routing [BM04,HZ09] is also a routing method for data delivery

from a source node to a destination node. In this method, when a node transmits

its data, the downstream nodes hearing the transmission can elect the best one

to forward the data to the destination node. In this way, a good propagation

path from the source node to the destination node can be established on the

fly. However, opportunistic routing methods often incur a significant amount of

time and energy overheads for electing the best node at each hop to forward each

message.

Directed diffusion [IGE+03] is another routing method that construct the data

propagation path from a source node to a destination node for data collection.

When a destination node wants to collect data, it floods an interest-description

message describing the data that it is interested in over the network (see Figure

2.4(a)). During the propagation of the interest-description message, sensor nodes

record the nodes from which they receive the interest-description message so that

they can forward the data back to the destination node later. These recorded

paths are referred to as the interest gradients (see Figure 2.4(b)). A sensor

node having matching data reports to the destination node through the interest

gradients to identify itself as a source node. Then, among the interest gradients,

the destination node selects one path with good performance in terms of energy

efficiency, time latency, or other quality measurements for collecting data from

the source node (see Figure 2.4(c)).

Tree-based routing is a popular routing method for collecting data acquired
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Figure 2.4: A simplified example of the directed diffusion routing method
[IGE+03].

from many sensor nodes to a base station. Madden et al. [MFHH05, MFHH02]

proposed to construct a routing tree rooted at the base station to collect data

from sensor nodes. To construct the routing tree, the base station first sets its

level to 0 and broadcasts a message including its identifier and its level number

to other nodes within its communication range. On receiving a message, if a sen-

sor node has not been assigned to any level, it sets its level to the level number

contained in the message plus one and selects the sending node of the message as

its parent. Then, the receiving node broadcasts a message with its own identifier

and level number. The routing tree construction completes when all nodes are

assigned levels and have selected their parents. In data collection, each sensor

node first receives data from all of its children and then transmits the received

data together with its own acquired data to its parent. Some other studies have

developed different methods for constructing tree-based routing structures to en-

hance the energy efficiency or the time efficiency of the data collection process.

Ding et al. [DCX03] developed a tree structure rooted at the base station based

on the residual energy of sensor nodes. In this approach, sensor nodes with lower

residual energy normally determine their level numbers and broadcast their mes-

sages after sensor nodes with higher residual energy. As a result, the nodes with

lower residual energy would have higher chances to become leaf nodes in the

routing tree, thereby conserving their energy in data collection since leaf nodes

do not have to receive data from any other nodes in data collection. Dasgupta

et al. [DKN03] presented another heuristic algorithm for constructing tree-based

routing structures for a number of data collection rounds so as to maximize the

minimum residual energy of sensor nodes after each round. Cheng et al. [CLJ06]

investigated the construction of tree-based routing structures for time-constrained
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data collection by limiting the maximum node degree and the height of the rout-

ing tree. Hu et al. [HYJ06] and Choi et al. [CLL+06] proposed other heuristic

algorithms to construct tree-based routing structures such that the total energy

cost for collecting sensor data is minimized and the latency of data collection is

bounded by predetermined values.

Lindsey and Raghavendra [LR02] proposed a chain-based routing method

for collecting data acquired from many sensor nodes to a base station called

PEGASIS (Power-Efficient Gathering in Sensor Information Systems). The chain

construction starts with the node furthest from the base station and inserts one

node into the chain at a time. Each new node selected to be inserted into the

chain is the node closest to the last node that has been added into the chain.

When the chain construction completes, a node is elected as the chain leader.

Sensor nodes forward their acquired data towards the chain leader through their

neighbors along the chain structure. Then, the chain leader sends its locally

acquired data together with data received from other nodes directly to the base

station.

Heinzelman et al. [HCB02] proposed a cluster-based routing method, called

LEACH (Low-Energy Adaptive Clustering Hierarchy), to collect sensor data to

a base station. In this routing method, sensor nodes are organized into clusters

in a distributed manner. Each sensor node elects itself to be a cluster head by

a probability that is calculated according to the node density. Then, the cluster

heads send advertisement messages to invite other nodes to join their clusters. A

sensor node selects its cluster based on the signal strength of the advertisement

messages it receives. In data collection, the sensor nodes in a cluster report

their data directly to the cluster head and the cluster heads forward their locally

acquired data together with the received data directly to the base station. In this

routing method, the cluster heads have to receive data from all the nodes in their

clusters. In addition, due to the possibly long distances from the cluster heads to

the base station, they may need to use higher power levels for transmitting data

to the base station. Therefore, in general, cluster heads would consume much

more energy than other sensor nodes in the network. Several variants of the
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cluster-based routing method have been investigated. Yao et al. [YG02, YG03]

proposed to use additional metrics to elect the cluster heads and the nodes in a

cluster can be multiple hops away from the cluster head. Patterm et al. [PKG04]

proposed another cluster-based routing method in which the cluster heads can

forward data through multi-hop paths to the base station.

2.2.2 Multi-path routing methods

In all the above routing methods for data collection, each piece of sensor data is

transported to the base station through a single propagation path only. However,

single-path routing methods are highly susceptible to communication failures in

that each failure results in the loss of data acquired from one or a group of

sensor nodes. To cope with communication failures in data delivery, several multi-

path routing methods have been proposed. Ganesan et al. [GGSE01] proposed

to construct a set of disjoint alternative paths together with a primary data

propagation path from a source node to a destination node. In data collection,

the source node sends data to the destination node through the primary path. In

addition, the source node also sends keep-alive messages through the alternative

paths to the destination node at low rate for maintaining these alternative paths.

If the primary path fails to deliver data to the destination node due to some

failures, the destination node can select one of the alternative paths as the new

primary path for data delivery. Ye et al. [YZLZ05] proposed to create a mesh

of interleaved paths from a source node to a destination node and forward data

through these paths in parallel. Chatzigiannakis et al. [CDNS06] proposed a

probabilistic broadcasting method to transmit data from a source node to a des-

tination node through multiple propagation paths. Each sensor node rebroadcasts

its received data with a probability calculated based on the angle between the

line from the node to the data’s source and the line from the node to the data’s

destination. Thus, the data received at a sensor node is more likely to be rebroad-

cast if the receiving node is closer to the line from the data’s source to the data’s

destination. Lou and Kwon [LK06] proposed to split data into multiple shares

using a secret sharing method and transport each share along multiple disjoint
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paths to the destination in parallel to improve the robustness of data delivery. In

addition, the security of data delivery is also improved in the sense that the data

would not be compromised even if some data delivery paths are compromised.

The above multi-path approaches have focused on transporting data from one

source node to one destination node. Seah and Tan [ST06] proposed a multi-path

routing method for collecting data from sensor nodes to a number of base stations

in underwater sensor networks. A separate routing structure rooted at each base

station is constructed to collect data from sensor nodes. In data collection, a sen-

sor node can forward its data in parallel to a number of base stations with short

hop-distances away. The base stations are assumed to be connected via high speed

links and have sufficient energy resources. Data from a sensor node is considered to

be delivered successfully to all the base stations if it is successfully received at one

of them. To improve the robustness of data collection from the entire network to a

base station, Nath et al. proposed a class of multi-path routing structures called

rings overlay [NGSA04]. Rings overlay is a class of multi-path routing structures

that makes use of the broadcast nature of wireless communication to increase

the number of propagation paths from the sensor nodes to the base station. In

the rings overlay, sensor nodes are conceptually organized into different rings

around the base station with increasing hop-distance to it. Data collection is

carried out by level-by-level propagation and aggregation. The sensor nodes in

the outermost ring first broadcast their locally acquired data. The sensor nodes

in the next inner ring receive the data and aggregate the received data with their

own acquired data. Then, these nodes broadcast the aggregated data to the nodes

in the further inner ring. This process continues until the aggregated data reach

the base station. Manjhi et al. [MNG05] proposed to use the rings overlay rout-

ing structure and the tree-based routing structure in different regions of a sensor

network. The rings overlay routing structure is used to transport data aggregated

from many sensor nodes or in the high loss rate region to improve the robustness

of data collection. The tree-based routing structure is used to transport data in

the low loss rate region.
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The advantage of the rings overlay is that each piece of data would be for-

warded to the base station through multiple propagation paths while the number

of messages generated during the data collection process remains the same as

that of the tree-based routing structure. Nevertheless, a casually constructed

rings overlay may leave some sensor nodes still having a single or few propaga-

tion paths to the base station, and all the nodes in the ring next to the base

station inherently have only one single-hop propagation path to the base station.

Thus, these nodes are still susceptible to communication failures. In this thesis,

we shall present new approaches for constructing the rings overlay routing struc-

ture and carrying out data collection to remedy these problems and improve the

robustness of sensor data collection.

2.3 Data collection in sensor networks

Collecting data acquired from sensor nodes to a base station is a basic operation

in many sensor network applications. Existing data collection methods in sen-

sor networks can be roughly classified into two groups, i.e., non-aggregate data

collection and aggregate data collection.

Non-aggregate sensor data collection methods [PH08,CDHH06,GZH08] focus

on collecting individual data acquired by sensor nodes to the base station. Chu et

al. [CDHH06] considered a non-aggregate data collection method that guarantees

a fix error bound on the collected data. To reduce the network traffic and energy

consumption of data collection, every sensor node maintains a prediction model

and only forwards the acquired data to the base station if the predicted data

is beyond the required error bound. Paradis and Han [PH08] proposed another

non-aggregate sensor data collection method in which sensor nodes periodically

acquire data and forward their data to a base station. Data acquired by multiple

nodes are put together in a packet to reduce the number of packet transmissions

and the latency of data collection. Gandham et al. [GZH08] developed a schedul-

ing algorithm to minimize the latency of non-aggregate data collection through

a tree-based routing structure.
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Aggregate sensor data collection methods [NGSA04,CLKB04,MFHH02,SBAS04,

LR02, HCB00] focus on computing or monitoring the summaries (e.g., sum, av-

erage and median) of the data acquired from sensor nodes instead of collecting

individual sensor data. During the aggregate data collection process, sensor nodes

can prune excessive data received from other nodes before forwarding data to the

base station in order to conserve their limited energy resources and prolong the

network lifetime. Madden et al. [MFHH02] proposed a data aggregation method

for tree-base routing structures. Lindsey and Raghavendra [LR02] investigated

a data aggregation method for a chain-based routing structure. Heinzelman et

al. [HCB00] considered another data aggregation method for a cluster-based rout-

ing structure. All the above sensor data collection methods are developed for

single-path routing structures. Nath et al. [NGSA04] developed a data aggre-

gation method for a multi-path routing structure to improve the robustness of

data collection. In this thesis, we focus on improving the quality measurements

of aggregate sensor data collection from the entire network to a base station

through multi-path routing structures in an error-prone wireless communication

environment.

2.4 In-network data aggregation

As discuss in Chapter 1, energy efficiency is a major quality measurement of sen-

sor data collection since sensor nodes are usually equipped with limited batteries

and it is not feasible to replace or recharge their batteries in many situations.

Wireless communication is usually the dominant source of energy consumption

for sensor nodes [BCL03, NGSA04, DEO09]. Thus, an important approach to

reduce the energy consumption of sensor nodes and prolong the network lifetime

is to reduce the amount of network traffic in data collection. In many sensor

network applications, data acquired by sensor nodes can be processed and aggre-

gated before sending to the base station to reduce the network traffic. In-network

data aggregation techniques have been proposed to deal with the distributed pro-

cessing of data within the network.
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Madden et al. [MFHH02] proposed aggregation techniques for calculating sim-

ple aggregates such as min, max, sum, count and average. For example, to collect

the average value of the data acquired by sensor nodes at the base station through

a tree-based routing structure, each sensor node can send two values to its par-

ent in the routing tree: one value represents the number of nodes in the subtree

rooted at the node, and one value represents the sum of its locally acquired data

and all the data acquired by its descendants. In this way, every sensor node

would need to send only one message containing two aggregated values to its

parent regardless of its location in the routing tree. On receiving the aggregated

values, the base station can compute the average value of sensor data by dividing

the sum by the number of sensor nodes. Shrivastava et al. [SBAS04] developed

another aggregation technique for calculating median and quantile aggregates.

The proposed aggregation technique makes use of a special data structure called

quantile digest that can represent the distribution of sensor data with a certain

degree of approximation. Using the quantile digest, the distribution of a large

amount of raw sensor data can be summarized in a single message that has much

smaller size compared to the total size of the raw data. The quantile digests

produced by different sensor nodes are aggregated along their propagation to the

base station. The above aggregation techniques can significantly reduce the net-

work traffic in data collection. However, they are sensitive to data duplication in

that the aggregated result produced at the base station would be changed if some

sensor data are accounted for more than once in the data aggregation process.

Thus, these aggregation techniques are only suitable for data collection through

single-path routing structures where each piece of data is sent to the base station

through only one propagation path without duplication.

In multi-path routing structures, each node could have multiple interleaving

propagation paths to the base station. Thus, in the data aggregation process, a

sensor node may receive and have to aggregate the same piece of data more than

once in an arbitrary order. Order- and duplicate-insensitive data representations

and aggregation techniques have been developed to deal with data duplication

and maintain the accuracy of aggregated results [NGSA04, DGGR04]. Nath et
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al. [NGSA04] proposed a digest-based representation of aggregated data called

synopsis. A synopsis is basically a bitmap of certain length. Each piece of sensor

data is mapped to one or multiple bits in the bitmap through a hash function. To

incorporate a piece of sensor data into the synopsis, its mapped bits would be set

to 1. Initially, every node creates a bitmap that incorporates its locally acquired

data. During in-network data aggregation, an intermediate node combines the

bitmaps received from its children together with the bitmap of its locally acquired

data by using the logical bit-wise OR function to produce a new aggregated

bitmap. In this way, duplicate data received from different children are naturally

suppressed. The synopsis representation is order- and duplicate-insensitive in

that it is independent of the order in which sensor data are aggregated and how

many times the same data are aggregated. After the base station receives the

aggregated bitmaps, it is able to produce a variety of aggregation results of sensor

data from the bitmaps.

2.5 MAC protocols for sensor networks

In this section, we shall discuss various Medium Access Control (MAC) protocols

for sensor networks and their potential usage in sensor data collection.

2.5.1 Contention-based MAC protocols

In contention-based MAC protocols for sensor networks, all sensor nodes contend

for the same communication channel to coordinate their transmissions. A basic

contention-based protocol is the Carrier Sensed Multiple Access (CSMA) proto-

col which has two variants: persistent CSMA protocol [Sto05,HSC06], and non-

persistent CSMA protocol [TJB04, DEA06]. In the persistent CSMA protocol,

when a sensor node wants to transmit data, it first listens to the communication

channel to check whether the channel is idle. If the channel is found idle, the

node performs its transmission. Otherwise, if the channel is found busy, the sen-

sor node keeps listening to the channel and transmits its data immediately when

the channel becomes idle. In the non-persistent CSMA protocol, the node also
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Figure 2.5: The hidden terminal problem of the CSMA protocol.

performs its transmission if the channel is found idle. However, if the channel is

found busy, the sensor node waits for some random period before checking the

channel again. The CSMA protocol is able to reduce collisions among sensor

nodes since the contention process described above does not allow two neigh-

boring nodes to perform data transmissions concurrently. However, the CSMA

protocol cannot completely avoid collisions because two sensor nodes that are not

neighbors of each other may still collide with each other in their transmissions.

For example, in Figure 2.5, node b is located within the transmission ranges of

both nodes a and c while nodes a and c are not within the transmission ranges of

each other. During the time when node b is receiving data from node c, node a

may also want to transmit data to node b. Since node a is beyond the transmis-

sion range of node c, a would consider that the channel is idle and transmit data

to b straightaway. Thus, the transmissions from a and c would collide at node b.

As a result, both the transmissions from nodes a and c to node b would fail. This

issue is known as the hidden terminal problem of the CSMA protocol [Sto05].

Besides the hidden terminal problem, the CSMA protocol may also result in

inefficient utilization of the communication channel. For example, in Figure 2.6,

nodes a and c are both located within the transmission range of node b, while

node d is outside the transmission range of node b. When node b is transmitting

data to node a, node c may want to transmit data to node d. Since node c is

within the transmission range of node b, c would consider that the channel is busy

and it has to defer its transmission until the transmission of node b completes.

In fact, the transmission from node c to node d can proceed in parallel with the

transmission from node b to node a without any collision because both the receiv-

ing nodes a and d would only hear the transmission from one transmitter. This

22



2.5. MAC protocols for sensor networks

c
a

b

The transmission range of node b

The transmission range of node c

d

Figure 2.6: The exposed terminal problem of the CSMA protocol.

issue is known as the exposed terminal problem of the CSMA protocol [Sto05].

Several techniques were proposed to remedy the hidden terminal and exposed

terminal problems by using addition handshaking messages between transmitters

and receivers at the cost of higher energy consumption and time latency [Sto05].

Keeping the radio transceivers on all the time in the CSMA protocol would

result in significant energy waste. To conserve energy, Ye et al. [YHE02] proposed

a S-MAC protocol. In this protocol, the radio transceivers of sensor nodes are kept

off most of the time and are only periodically turned on for short periods. In the

short periods when the radio transceivers are awake, sensor nodes can contend

for the communication channel and transmit data or receive data from other

nodes following the traditional CSMA protocol. In order for the sensor nodes

within the communication ranges of each other to communicate, their wake-up

periods need to be synchronized. In this way, the S-MAC protocol can reduce idle

listening and hence the energy consumption of sensor nodes. However, S-MAC

introduces extra latency to every transmission because sensor nodes have to wait

for their wake-up periods in order to receive or transmit data. This extra latency

would add up and become significant for data collection through multiple hops

especially in large-scale sensor networks.

El-Hoiydi et al. [EHD04] proposed another MAC protocol for reducing idle

listening time, called WiseMAC, which is based on the non-persistent CSMA

protocol with preamble sampling technique. Like the S-MAC protocol, in the

WiseMAC protocol, sensor nodes turn on their radio periodically for short periods

to sample the channel. However, in the WiseMAC protocol, the schedules of

sensor nodes are independent. To alert the receivers, a wake-up preamble is

transmitted in front of every data packet. When a node wakes up and finds that
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the medium is busy, it continues to listen until it receives a data packet or until the

medium becomes idle. Although the WiseMAC protocol can effectively reduce

idle listening time, the protocol still suffers from the hidden terminal problem

since WiseMAC is based on the non-persistent CMSA protocol.

2.5.2 Contention-free MAC protocols

Contention-free MAC protocols allow sensor nodes to share the communication

channel by partitioning the channel along either the time domain (Time Division

multiple Access), frequency domain (Frequency Division Multiple Access) or code

domain (Code Division Multiple Access) [MEB06].

Frequency Division Multiple Access (FDMA) protocols [MLG06] divide the

frequency domain into multiple ranges and assigns them to sensor nodes. The

sensor nodes assigned different frequency ranges would be able to perform trans-

missions simultaneously without collisions. However, the hardware components

for switching among different radio frequencies are complex and hard to be em-

bedded into sensor nodes. Thus, FDMA protocols have limited usage in sensor

networks. Code Division Multiple Access (CDMA) protocols [LBPJ04] employ

spread-spectrum technologies and special coding schemes where each sensor node

is assigned a code for separating its transmissions with other simultaneous trans-

missions using coding theory. CDMA protocols avoid the collisions at the cost

of heavy computational processing, large amounts of memory and complex radio

transceivers at sensor nodes. Therefore, CDMA protocols also have limited usage

in sensor networks.

Time Division Multiple Access (TDMA) protocols [AYY02,PC01] divide time

into slots and assign time slots to the sensor nodes for transmitting and receiving

data. The sensor nodes turn on their radio transceivers only in the time slots

when they need to transmit or receive data. Otherwise, the sensor nodes can

turn off their radio transceivers to conserve energy. To avoid collisions, only the

transmissions that do not interfere with each other are assigned to proceed in the

same time slot.

Some sensor node products support TDMA-based protocols. TELOSB [Cro09b]
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and MICAz motes [Cro09a] use the IEEE 802.15.4 protocol which has a “guaran-

tee time slots” service in which time slots are assigned to sensor nodes for their

transmissions. BTNode [BTn07] supports the Bluetooth protocol which is also a

TDMA communication paradigm.

In the next section, we shall discuss some TDMA scheduling algorithms for

assigning time slots to sensor nodes for transmitting and receiving data.

2.6 TDMA scheduling for sensor networks

In an early work, Ramaswami and Parhi [RP89] presented a centralized algo-

rithm and a distributed algorithm for scheduling broadcast transmissions so as

to maximize the number of nodes broadcasting data to their neighbors in each

time slot. Rajendran et al. [ROGLA06] proposed a scheduling method for sensor

networks in which the slot number and the identification of each node are used

to calculate a priority for the node to transmit data to its neighbors in that time

slot. A node transmits its data in a time slot if it has the highest priority for

that time slot compared to its two-hop neighbors to avoid collisions with other

transmissions.

Early work of link scheduling in wireless sensor networks has focused on build-

ing schedules for every pair of neighboring nodes to communicate once. Gandham

et al. [GDP05] introduced a distributed link scheduling algorithm that consists

of two phases. The first phase is to find a valid edge coloring of all links using

(∆ + 1) colors, where ∆ is the maximum degree of the nodes in the network.

Then, the transmission direction of each link is determined in the second phase

to construct a collision-free schedule. It was proved that reversing the trans-

mission directions of all links results in another collision-free schedule. Thus,

two-way communications among nodes are supported with at most 2(∆+1) time

slots. Cheng and Yin [CY07] built a directed graph to represent the network

and proposed a scheduling algorithm that assigns time slots to directed edges

directly. Ma et al. [MLW+09] introduced link scheduling algorithms that assign

consecutive time slots to the links destined at the same node. The resultant link
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schedule guarantees that every node switches to the listening mode only once for

receiving data from all its neighbors. However, the above studies did not consider

in-network data aggregation in scheduling.

To facilitate in-network data aggregation, the child nodes have to be scheduled

for transmission before their parent nodes in the routing structure. In this way,

sensor nodes can aggregate data received from their children before transmitting

the data to their parents. Wu et al. [WLX06] proposed a distributed scheduling

algorithm to assign time slots to the links of a tree-based routing structure rooted

at the base station. The proposed distributed scheduling algorithm is executed

at every sensor node following four constraints: neighboring nodes must have

different transmission slots; nodes that have common parents must have differ-

ent transmission slots; the children of a node must have different transmission

slots from all the neighbors of the node; and the transmission slots of a parent

node must be later than its children in each round of data collection. The first

three constraints are used to avoid collisions during sensor data collection. The

last constraint is used to guarantee that the parent node is able to perform data

aggregation on its own acquired data and the data received from its children.

Based on these four constraints, possible transmission slots of each sensor node

are calculated and sent to their parent nodes. The parent nodes make final as-

signments of transmission slots to their children and inform the children of the

schedules. While this algorithm guarantees that there is no collision in data col-

lection, it may suffer from the exposed terminal problem [Sto05] since it requires

each sensor node to have a transmission slot different from those of all the nodes

within its communication range.

Paradis and Han [PH08] also considered the link scheduling problem for col-

lecting data from sensor nodes to a base station through a tree-based routing

structure. This study exploited in-network processing for collecting raw sensor

data readings. It was assumed that each packet transmitted can accommodate

a certain number of sensor readings. A two-phase algorithm called TIGRA was

proposed to schedule links for data collection. The objective of TIGRA is to

put as many raw data readings as possible into each packet in order to reduce
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the number of packets transmitted and hence reduce the energy consumption of

sensor nodes in data collection. The scheduling problem was formulated as a

graph coloring problem in which two nodes must be assigned different time slots

for their transmissions if the parent of one node is within the transmission range

of the other node. A negotiation-based heuristic was used to solve the scheduling

problem. TIGRA provides a collision-free schedule for sensor data collection and

energy consumption is optimized by grouping raw data readings together in the

packets transmitted. However, since no data aggregation is exploited, the energy

consumption of the nodes closer to the base station would normally be much

higher than that of the nodes further away from the base station because the

nodes closer to the base station would have to forward many data packets from

their descendants to the base station. As a result, the sensor nodes closer to the

base station would deplete their energy sources more rapidly than other nodes.

Many aggregation scheduling algorithms employ a simple greedy strategy to

select the transmission slot of a sensor node as the earliest collision-free time

slot after the transmission slots of all the children of the node [CHZ05,HWV+07,

YLL09, LGP10]. Chen et al. [CHZ05] designed an approximation scheduling al-

gorithm for data collection and aggregation through a tree-based routing struc-

ture. It was also shown that the scheduling problem for data aggregation with

minimum latency through tree-based routing structures is NP-hard. Huang et

al. [HWV+07] proposed a scheduling algorithm for data collection through an

improved tree structure with a latency bound of 23R + ∆ − 18, where R is the

network radius and ∆ is the maximum degree of sensor nodes in the network.

Wan et al. [WSW+09] further improved the tree structure for data collection

and provided scheduling algorithms with lower latency bounds. All the above

scheduling algorithms are centralized in nature. Yu et al. [YLL09] developed a

distributed scheduling algorithm for data collection and aggregation through tree-

based routing structures and proposed a new tree structure to further improve

the latency bound. The same scheduling algorithm was also used by Li et al.

in [LGP10]. Xu et al. [XWM+09] designed a scheduling algorithm for tree-based

routing structures in which the communication range and the interference range
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of sensor nodes are assumed to be different. However, none of the above work

has considered scheduling data collection through multi-path routing structures.

In this thesis, we shall present an efficient distributed algorithm for construct-

ing data collection schedules for multi-path routing structures. We shall also

present new methods for multi-path TDMA-based sensor data collection that

consider the energy efficiency, the time latency and the robustness of data collec-

tion altogether.
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Chapter 3

A robust multi-path routing

structure

As discussed in Chapters 1 and 2, wireless communication among sensor nodes

is prone to failures. Hence, dealing with wireless communication failures is an

important problem that needs to be addressed for supporting a wide variety of

sensor network applications. One approach to address wireless communication

failures in sensor data collection is to use multi-path routing structures. In this

chapter, we investigate the construction of a class of multi-path routing structures

in sensor networks called rings overlay for enhancing the robustness of sensor

data collection. Rings overlay [NGSA04,CLKB04] exploits the broadcast nature

of wireless communication to cope with communication failures.

A rings overlay conceptually organizes sensor nodes into a set of rings around

the base station with increasing hop counts to it. For each node, all of its neigh-

bors in the next inner ring are known as its parents. Sensor data are collected

through level-by-level propagation from the outermost ring to the base station.

For example, Figure 3.1 shows a rings overlay consisting of three rings R1, R2

and R3. To collect data, node f in ring R3 first broadcasts its data to its parents

d and g in ring R2. Then, nodes d and g aggregate their data with the data

received from f , and broadcast to their parents in ring R1. Meanwhile, nodes a

and c in ring R2 also broadcast their data to their parents in ring R1. Finally, the

nodes in ring R1 aggregate their data with the data received from their children,
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Figure 3.1: An example rings overlay.

and broadcast the aggregated data to the base station s.

By exploiting the broadcast nature of wireless communication, the rings over-

lay enables sensor data transportation through multiple interleaving paths from

sensor nodes to the base station. Thus, the data are successfully transported

to the base station as long as any one of these propagation paths is failure-free.

Nevertheless, a rings overlay normally does not benefit all sensor nodes in the

network. First, a casually constructed rings overlay may leave some nodes con-

nected to the base station through a single propagation path only. In Figure 3.1,

for instance, node a has only one propagation path a→ e→ s to the base station.

Second, each node in the ring next to the base station (e.g., nodes b, e, h and i in

ring R1 of Figure 3.1) inherently has only one single-hop propagation path to the

base station. All the above nodes do not enjoy the benefit of multi-path routing.

The data acquired by these nodes remain to be transported by single-path rout-

ing that is highly susceptible to communication failures. The robustness of data

collection through the rings overlay would be severely limited when there are a

significant number of such nodes.

In this chapter, we first develop a new approach for constructing the rings

overlay to prevent sensor nodes from having only few propagation paths to the

base station. The objective is to assign sensor nodes to appropriate rings to let

them benefit from multi-path routing as much as possible. The proposed con-

struction approach is fully distributed and only requires sensor nodes to have local

neighborhood information. Then, we design and analyze an enhanced scheme for
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relaying data to the base station from the sensor nodes in the ring next to the base

station. The goal is to improve the resilience of these nodes to communication

failures in data collection without requiring them to transmit their data multi-

ple times. A wide range of experiments are conducted to evaluate the proposed

techniques. Experimental results show that compared with a baseline greedy

construction approach and the original relay scheme, the proposed techniques of

overlay construction and relay enhancement substantially improve the robustness

of sensor data collection through the rings overlay.

The remainder of this chapter is organized as follows. Section 3.1 introduces

how data are collected and aggregated through the rings overlay as preliminaries.

Section 3.2 presents the proposed approach for constructing the rings overlay.

The enhanced relay scheme for data collection is elaborated in Section 3.3. The

experimental evaluation is described in Section 3.4. Finally, Section 3.5 summa-

rizes the chapter.

3.1 Preliminaries

We consider a wireless sensor network in which sensor nodes periodically sample

local phenomena such as temperature and humidity, and report their acquired

data to a base station. A rings overlay in the sensor network conceptually orga-

nizes the sensor nodes into a set of rings R1, R2, ... around the base station. For

each node v in a ring Ri, all nodes in the next inner ring Ri−1 that are within v’s

radio transmission range are called v’s parents.

To collect sensor data at the base station, sensor nodes are loosely time syn-

chronized to propagate data level-by-level [NGSA04]. The nodes in each ring

Ri listen to the transmissions of the nodes in ring Ri+1, aggregate their locally

acquired data with the data received from their children and then broadcast the

aggregated data to their parents in ring Ri−1. This propagation and aggregation

process continues until the base station receives the aggregated data from the

nodes in ring R1. As shown in Figure 3.2, a round of data collection proceeds in

M time frames if the rings overlay has M rings R1, R2, ..., RM . Each node turns
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Figure 3.2: Sending and receiving schedules of sensor nodes in data collection
through rings overlay.

on its radio for two time frames: one frame for sending data to its parents and

one frame for receiving data from its children. A simple time synchronization

protocol similar to that used by TinyDB [MFHH05,GKS03] can be employed to

let sensor nodes agree on a global time base that allows them to wake up and

transmit or receive data following the schedules based on their levels as shown in

Figure 3.2.1 The length of the time frame can be determined a priori based on

the density of node deployment so that the nodes get enough time to broadcast

their data once in the frame [NGSA04]. Successive rounds of data collection may

be carried out in either a sequential or pipelined manner.

In general, the aggregated data broadcast by the nodes of inner rings in-

clude larger amount of raw sensor data than the aggregated data broadcast by

the nodes of outer rings. To prevent the size of aggregated data from growing

steadily in the propagation process, digest-based representations of aggregated

data such as sketches [CLKB04] and synopses [NGSA04] have been developed

to compactly summarize sensor data during in-network aggregation. These rep-

resentations allow the aggregated data to maintain constant and small size as

they are propagated toward the base station. As a result, the size of the aggre-

gated data transmitted by each node to its parents is the same, irrespective of

1This protocol achieves a typical time synchronization error of about 10ms [MFHH05]. In
general, such imprecision in time synchronization can be tolerated in data collection by letting
the receivers turn on their radios several milliseconds before their receiving frames and keep
awake till several milliseconds after their receiving frames.
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its ring index and the rings overlay structure. In addition, these representations

are order- and duplicate-insensitive in that they are independent of the order in

which sensor data are aggregated and how many times the same data are aggre-

gated. These features enable the base station to produce a variety of aggregation

results with the aggregated data received. The data acquired by a sensor node

are accounted for at the base station in a round of data collection if there exists

at least one failure-free propagation path from the node to the base station. To

facilitate presentation, we shall refer to the probability for the local data acquired

by a sensor node to be successfully delivered to the base station as the success

ratio of the sensor node. Note that the success ratios of different sensor nodes

are inter-related because the nodes of inner rings relay the data acquired by the

nodes of outer rings in the data collection process.

3.2 Assigning sensor nodes to rings

3.2.1 Related work: Baseline greedy approach

A rings overlay is built by assigning sensor nodes to rings based on their hop

counts to the base station. In a simple approach for rings overlay construction

[NGSA04,CLKB04], a message is flooded over the entire network from the base

station and sensor nodes are assigned to rings in a greedy manner. Specifically, the

base station starts by broadcasting a message with label 0, and any node receiving

this message is assigned to ring R1. Then, each node in ring R1 broadcasts a

message with label 1. Any node receiving a label-1 message is assigned to ring

R2, and so on. In general, a sensor node is assigned to ring Ri+1 if it first receives

a message with label i. The construction process completes when all sensor nodes

are assigned to rings. The rings overlay shown in Figure 3.1 is in fact constructed

by this greedy approach. In this example, node a is assigned to ring R2 since

node a first receives a label-1 message from node e. Thus, node a has only a

single data propagation path to the base station: a → e → s. Therefore, the

success ratio of node a is limited since the data acquired by node a would be

successfully delivered to the base station only if both transmissions a → e and
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Figure 3.3: A rings overlay that increases the number of propagation paths from
node a to the base station.

e→ s succeed.

3.2.2 Threshold-based approach

To prevent sensor nodes from having only one propagation path to the base

station, an intuitive strategy is to avoid them from having only a single parent

in the rings overlay. Consider node a in the network of Figure 3.1. If node a is

assigned to ring R3 as shown in Figure 3.3, node a may have two parents c and

d if a is within the radio ranges of c and d, which would increase the number of

propagation paths from node a to the base station, thereby improving a’s success

ratio. Thus, the general idea of our new approach is to create opportunities for

the nodes first receiving label-i messages to be assigned to ring Ri+2 instead of

ring Ri+1 if such assignments increase their number of parents. To do so, the

nodes that first receive a label-i message continue to listen for more messages. A

threshold T is employed to guide the assignment of the nodes to rings. If a node

is able to receive T or more label-i messages, the node is assigned to ring Ri+1

and then, the node broadcasts a label-(i+1) message. A node receiving less than

T label-i messages keeps listening for these label-(i + 1) messages. If the node

receives more label-(i + 1) messages than label-i messages, the node is assigned

to ring Ri+2. Otherwise, it is assigned to ring Ri+1.

To implement the above strategy, our threshold-based construction approach

works in phases. Phase 1 starts by the base station broadcasting a message with
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label 0. Any node receiving this message is assigned to ring R1 immediately.

Each subsequent phase i finalizes the set of sensor nodes in ring Ri. Specifically,

in phase i, all nodes in ring Ri−1 would have broadcast label-(i − 1) messages

since ring Ri−1 has been finalized by the end of phase i−1. All unassigned nodes

that receive these label-(i − 1) messages would be assigned to rings by the end

of phase i. Among these unassigned nodes, the nodes receiving at least T label-

(i − 1) messages are assigned to ring Ri immediately, where T is the threshold

employed in overlay construction. Then, these newly assigned nodes in ring Ri

broadcast label-i messages. The unassigned nodes receiving less than T label-

(i − 1) messages keep listening for these label-i messages until the end of phase

i. Each of these nodes compares the number of label-(i − 1) messages with the

number of label-i messages it receives. If more label-i messages are received than

label-(i− 1) messages, the node is assigned to ring Ri+1. Otherwise, the node is

assigned to ring Ri.

Figure 3.3 shows an example execution of the threshold-based construction

approach with threshold T = 2 on the network of Figure 3.1. In this example, in

phase 2, nodes c and d each receives two label-1 messages from the nodes in ring

R1, reaching the threshold. Therefore, nodes c and d are assigned to ring R2 and

they broadcast label-2 messages. Meanwhile, node a receives only one label-1

message from node e in ring R1, which is less than the threshold. So, node a

keeps listening. By the end of phase 2, node a receives the two label-2 messages

broadcast by nodes c and d, so node a is assigned to ring R3. As a result, node a

has two parents c and d in ring R2. Since nodes c and d each has two parents in

ring R1, node a has a total of 4 propagation paths to the base station. Recall that

the rings overlay constructed by the greedy approach in Figure 3.1 provides node

a with only a single data propagation path to the base station. Therefore, the

rings overlay constructed by the threshold-based approach would increase node

a’s success ratio significantly.

In rings overlay construction, sensor nodes do not need to explicitly identify

or keep track of their children since their relationships are implicitly resolved by

the ring indexes. The ring assignment algorithm executed by each node in the
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threshold-based construction approach is summarized in Algorithm 1. Denote

by n the number of sensor nodes in the network. In the threshold-based overlay

construction, each node broadcasts one message as soon as it is assigned to a ring.

Thus, the total number of broadcast messages, including the broadcast message

from the base station, is n + 1. This message complexity is the same as that

of the baseline greedy construction approach in which each node also broadcasts

one message when it is assigned to a ring. Since the overlay construction process

is executed only once prior to the start of data collection, the associated traffic

and energy overhead, amortized over network lifetime, is minimal. In the data

collection process, sensor nodes listen to the data transmissions from all of their

children simply by following their sending and receiving schedules according to

their ring indexes as shown in Figure 3.2.

We remark that in our proposed threshold-based approach for overlay con-

struction, a sensor node receives label messages in at most two phases before it

is assigned to a ring. After being assigned to a ring, a node may receive label

messages in other phases but this does not affect its ring assignment. If a node

first receives a label-i message, it will be assigned to a ring immediately if i = 0

or by the end of phase i+ 1 (according to lines 3 and 9 of Algorithm 1). A

label-i message can be broadcast in phase i by the nodes receiving at least T

label-(i− 1) messages and assigned to ring Ri. Otherwise, a label-i message can

be broadcast in phase i+ 1 by other nodes assigned to ring Ri. However, label-i

messages cannot be broadcast before phase i or after phase i+ 1 (according to

lines 5, 14, 20 and 23 of Algorithm 1). Thus a sensor node can only receive label

messages in at most two phases before it is assigned to a ring.

The energy consumption of sensor nodes in data collection includes the energy

costs for transmitting data and receiving data. In a round of data collection

through rings overlays, each node transmits data only once irrespective of the

rings overlay structure. Therefore, the same number of transmissions occur in

data collection via the rings overlays constructed by the threshold-based and

greedy approaches. To receive data, the nodes in these rings overlays also remain

awake for the same amount of time (i.e., one time frame) in a round of data
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Algorithm 1: Ring assignment algorithm executed by each node in the
threshold-based approach for overlay construction

1 wait until a message is received;

2 let i be the label of the received message;

3 if i = 0 then

4 assign the local node to ring R1;

5 broadcast a label-1 message in phase 2;

6 else

7 set label-i message counter ci = 1;

8 set label-(i+ 1) message counter ci+1 = 0;

9 while phase i+ 1 has not ended do

10 if a label-i message is received then

11 set ci = ci + 1;

12 if ci ≥ T then

13 assign the local node to ring Ri+1;

14 broadcast a label-(i+ 1) message in phase i+ 1;

15 return;

16 if a label-(i+ 1) message is received then

17 let ci+1 = ci+1 + 1;

18 if ci ≥ ci+1 then

19 assign the local node to ring Ri+1;

20 broadcast a label-(i+ 1) message in phase i+ 2;

21 else

22 assign the local node to ring Ri+2;

23 broadcast a label-(i+ 2) message in phase i+ 2;

24 return;
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collection. The largest child numbers of sensor nodes in the threshold-based

rings overlay are likely to be smaller than those in the greedy rings overlay. This

is because in a rings overlay, the nodes having the largest numbers of children are

generally those located close to the outer boundary of their rings. In the greedy

construction approach, when such a node broadcasts a message, all unassigned

nodes receiving the message become its children. Nevertheless, in the threshold-

based construction approach, not every unassigned node receiving the message

would be assigned to the immediate outer ring. Some of them may be assigned

to the next outer ring if they receive more higher-label messages. Thus, in the

threshold-based rings overlay, the largest child numbers of the nodes are likely

to be smaller (as shall be shown by experimental results in Section 3.4). As a

result, the numbers of transmissions received by these nodes in data collection

also tend to be smaller.

3.2.3 Setting threshold values

The threshold value T is important to determining how sensor nodes are assigned

to rings in our proposed approach. On one hand, when T = 1, each sensor node

would be assigned to a ring immediately when it receives the first message in

overlay construction. Thus, the threshold-based approach degenerates to the

baseline greedy approach described in Section 3.2.1. On the other hand, when T

is larger than the maximum number of neighbors of the sensor nodes, no node

would receive at least T messages with the same label so that the rings overlay

constructed would also be the same as that produced by the greedy approach.

It is intuitive that an effective threshold value should be set proportional to the

node density.

Assume that all sensor nodes have the same transmission range and let r be

their transmission range. Consider a sensor node v that has a communication

range represented by a circular disk of radius r and centered at v. This communi-

cation range normally includes nodes in the same ring as node v as well as in the

inner and outer rings than v in a rings overlay. Since the nodes belonging to the

same ring must be within the transmission ranges of the nodes in the immediate
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Figure 3.4: Estimating the expected number of parents for node v.

inner ring, the width of a ring would not exceed r. For simplicity of the analysis,

we suppose that the width of the ring containing node v is r. As shown in Figure

3.4, we divide v’s communication range by a ring-shaped strip of width r centered

at the base station s. The strip partitions the communication range into three

regions: one region containing node v (region I in Figure 3.4), one region closer

to the base station than v (region II), and one region further away from the base

station than v (region III). We approximate the set of nodes in the same ring as

v by the nodes in region I, and approximate the set of v’s parents in the next

inner ring by the nodes in region II. Then, the expected number of parents for

node v is given by the expected area of region II times the node density.

Denote by d the distance from node v to the base station s, and denote by x

the inner radius of the ring-shaped strip containing node v (see Figure 3.4). It

is obvious that (d − r) ≤ x ≤ d. Let P and Q be the intersection points of the

inner strip boundary and the boundary of v’s communication range. Region II is

the intersection area of sectors vPQ and sPQ. Let θ be the angle of sector vPQ,

and α be the angle of sector sPQ. The areas of sectors vPQ and sPQ are 1
2
θr2

and 1
2
αx2 respectively, and the areas of triangles 4vPQ and 4sPQ are 1

2
r2 sin θ

and 1
2
x2 sinα respectively. Therefore, the area of region II is given by

(
1

2
θr2 − 1

2
r2 sin θ

)
+
(

1

2
αx2 − 1

2
x2 sinα

)
.
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Considering triangle 4vsQ, we have

cos
θ

2
= cos ŝvQ =

r2 + d2 − x2

2rd
,

and

cos
α

2
= cos v̂sQ =

x2 + d2 − r2

2xd
.

Since the inner radius x of the ring-shaped strip containing node v can be any

value between (d− r) and d, the expected area of region II for a node v that has

distance d to the base station is given by

A(d) =
1

r

∫ d

d−r

(
1

2
θr2 − 1

2
r2 sin θ +

1

2
αx2 − 1

2
x2 sinα

)
dx

=
1

r

∫ d

d−r

(
r2 arccos

r2 + d2 − x2

2rd
− r2 sin

θ

2
cos

θ

2

)
dx

+
1

r

∫ d

d−r

(
x2 arccos

x2 + d2 − r2

2xd
− x2 sin

α

2
cos

α

2

)
dx

=
1

r

∫ d

d−r

(
r2 arccos

r2 + d2 − x2

2rd

)
dx

− 1

r

∫ d

d−r

r2 · r2 + d2 − x2

2rd
·

√
4r2d2 − (r2 + d2 − x2)2

2rd

 dx

+
1

r

∫ d

d−r

(
x2 arccos

x2 + d2 − r2

2xd

)
dx

− 1

r

∫ d

d−r

x2 · x2 + d2 − r2

2xd
·

√
4x2d2 − (x2 + d2 − r2)2

2xd

 dx

=
∫ d

d−r

(
r · arccos

r2 + d2 − x2

2rd
+
x2

r
arccos

x2 + d2 − r2

2xd

)
dx

− 1

2r

∫ d

d−r

√
2r2d2 + 2r2x2 + 2x2d2 − x4 − r4 − d4 dx.

It has been shown that the above integrals are incomplete elliptic integrals

which cannot be expressed by elementary functions [AS72]. Thus, we use the

trapezoidal sum method [WR67] to numerically calculate an approximation of

region II’s area and plot A(d) as a function of d in Figure 3.5. As can be seen,

the curve of A(d) flattens as d increases. Denote by ρ the node density in the

communication range of node v. The expected number of nodes in region II is
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then given by A(d) · ρ.
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Figure 3.5: Area A(d) of region II as a function of distance d.

To apply the analytical result to the threshold-based construction approach,

we propose two methods as follows. The first method sets a uniform threshold

at all nodes in the network for constructing the rings overlay. We shall call it the

global threshold-based approach (GT). In large networks, the distance between

most sensor nodes and the base station is much longer than the transmission

range r. When d� r, and hence x� r, both α and sinα approach 0. Therefore,

as shown in Figure 3.5, A(d) is approximated by

A(d) ≈ 1

r

∫ d

d−r

(
1

2
θr2 − 1

2
r2 sin θ

)
dx

=
∫ d

d−r

(
1

2
θr − 1

2
r · sin θ

)
dx

=
∫ d

d−r

(
r · arccos

d− x
r
− d− x

r

√
r2 − (d− x)2

)
dx

=
2

3
r2.

The node density ρ, on the other hand, can be estimated by dividing the total

number of sensor nodes by the area of the sensing field. The analytical threshold

value for the global threshold-based approach is then given by 2
3
r2ρ.

In practice, the exact number of sensor nodes may not be known a priori.

In this case, the node density has to be estimated on the fly. Moreover, it is
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also possible for the node density to differ at different parts of the sensing field

due to reasons such as inadequate control in sensor deployment or node failures.

This motivates us to design a method for each sensor node to calculate its own

threshold value based on local estimates of node density ρ and area A(d). We

shall call it the localized threshold-based approach (LT). In the localized approach,

each sensor node estimates the local node density ρl as the number of neighbors

in its communication range normalized by the area of its communication range.

To do so, each node broadcasts a message to all neighbors in its communication

range and calculates the number of neighbors by counting the number of broad-

cast messages received. To estimate localized A(d), we make use of the messages

sent in overlay construction to approximately estimate the distance between sen-

sor nodes and the base station. Recall that messages sent in overlay construction

are labelled with the ring index of the sending node. Thus, if the first message

received by a sensor node in overlay construction is labelled with i, the shortest

path from the sensor node to the base station is at most i+1 hops. So, we approx-

imate the distance from the node to the base station by
(
i+ 1

2

)
r. Integrating the

above estimates, the threshold value for a sensor node is set to A
((
i+ 1

2

)
r
)
·ρl in

the localized threshold-based approach. The localized threshold setting does not

require sensor nodes to have global knowledge about the node density. Different

sensor nodes may use different threshold values for overlay construction.

3.2.4 Coping with communication failures in assigning sen-

sor nodes to rings

The communication among sensor nodes is subject to failures not only in the

data collection process from sensor nodes to the base station but in overlay con-

struction as well. Due to communication failures, some sensor nodes may not

receive any message in overlay construction and thus would not be assigned to

any ring. Hence, the rings overlay constructed might not span all sensor nodes

in the network, thereby preventing the base station from collecting data from all

sensor nodes.

As elaborated in Section 2.1, the failure rates of single-hop communication
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among sensor nodes can be reduced using methods such as forward error cor-

rection codes [ASSC02,JE06], transmission power control [SKH04,LZZ+06], and

reliable transport protocols [SH03, WCK02, LW03, CHF+06]. Forward error cor-

rection methods send redundant information together with sensor data from the

senders and this information would be used to correct possible errors in the

data received at the receivers. These encoding schemes usually require a signifi-

cant amount of redundant information to be transmitted together with the data.

Transmission power control methods can improve the signal to interference and

noise ratio at the receivers and hence improve the success rates of communication

links. However, adjusting the transmission power levels of sensor nodes is usu-

ally a costly process. The failure rates of single-hop links can also be improved

by using reliable transport protocols in which additional control messages and

retransmissions are used to ensure data delivery. This method usually incurs an

overhead cost due to the transmission and reception of control messages and data

retransmissions.

To reduce the impact of communication failures and control the overhead

cost incurred in overlay construction, we propose to exploit a simple strategy

that repeats the messages broadcast in rings overlay construction for a number

of times. Accordingly, each sensor node should set its threshold value to the ex-

pected number of parents from which it successfully receives messages in overlay

construction. This can be done by adjusting the threshold calculation. In the

global threshold-based approach, the threshold value can be scaled by an esti-

mated probability that a node successfully receives at least one of the duplicate

messages broadcast by a neighbor. In the localized threshold-based approach,

the same duplicate transmission can be employed when sensor nodes broadcast

to their neighbors for estimating the local node density. The local node density is

then calculated based on the number of neighbors from which broadcast messages

are successfully received.
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3.3. Relay enhancement for data collection

3.3 Relay enhancement for data collection

3.3.1 Enhanced relay scheme

In the original relay scheme described in Section 3.1, the nodes in the ring next

to the base station (i.e., ring R1) transmit their data directly to the base station

only once. A possible approach for improving the success ratios of the nodes

in ring R1 is to create additional time frames in a round of data collection for

these nodes to repeatedly transmit their data to the base station [NGSA04]. This

approach, however, implies that the nodes in ring R1 have to turn on their radios

for more time frames than the nodes in other rings. As a result, their batteries

would be depleted more rapidly than others. When the nodes in ring R1 run out

of energy, none of the nodes in any other rings can transport their data to the

base station. Therefore, the network lifetime would be reduced remarkably. In

this section, we present an enhanced relay scheme to improve the success ratios

of the nodes in ring R1 without requiring them to transmit their data multiple

times in a round of data collection.

A round of data collection in our enhanced relay scheme proceeds in M + 1

time frames, where M is the number of rings in the overlay. Figure 3.6 shows

the sending and receiving schedules for the sensor nodes of different rings. In

each frame i of the enhanced relay scheme where 1 ≤ i ≤ M − 2, the nodes in

rings RM−i+1 still broadcast data to their parents in ring RM−i and the nodes

in ring RM−i wake up to receive the data, similar to the original relay scheme.

The last three frames M − 1, M and M + 1 of the enhanced relay scheme are

different from the original relay scheme. Specifically, the nodes in ring R1 are

partitioned into two proportions β and (1 − β), where 0 < β < 1. In frame

M − 1, the nodes in the β proportion of ring R1 wake up to receive the data sent

by the nodes in ring R2. Then, these nodes aggregate the received data with the

locally acquired data and broadcast the aggregated data in frame M to the base

station as well as the nodes in the (1 − β) proportion of ring R1. The purpose

is to create multiple propagation paths from the nodes in the β proportion to

the base station through the nodes in the (1 − β) proportion of ring R1. The
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Figure 3.6: Sending and receiving schedules of sensor nodes in the enhanced relay
scheme.

nodes in the (1 − β) proportion of ring R1 turn off their radios in frame M − 1

and do not listen to the transmissions of the nodes in ring R2. In frame M , they

wake up to receive the data sent by the nodes in the β proportion of ring R1.

Finally, the nodes in the (1 − β) proportion of ring R1 aggregate their locally

acquired data with the data received from the nodes in the β proportion of ring

R1 and send the resultant aggregated data to the base station in frame M + 1.

In this enhanced relay scheme, each sensor node in ring R1 still turns on its radio

for only two time frames in a round of data collection: one frame for receiving

data and one frame for sending data, similar to the nodes in all the other rings.

Since each node in ring R1 still transmits data only once in each round of data

collection, the enhanced relay scheme keeps the same number of transmissions

as the original relay scheme. The enhanced relay scheme can be applied to the

nodes in ring R1 of the rings overlays constructed by both the greedy approach

and the threshold-based approaches.

Figure 3.7 illustrates the enhanced relay scheme with the example network

of Figure 3.1. Suppose that among the nodes in ring R1 of this network, nodes

e, h are in the β proportion and nodes b, i are in the (1 − β) proportion. In the

enhanced relay scheme, in addition to transmitting its data to the base station s,

node e also transmits its data to nodes b and i. Similarly, node h also transmits
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Figure 3.7: An example of relay enhancement.

its data to node b in addition to the base station s. As a result, nodes e and h

in the β proportion have two and one additional data propagation paths to the

base station respectively, besides the direct single-hop path to the base station.

Thus, the success ratios of nodes e and h would increase.

As seen from Figure 3.7, while the enhanced relay scheme creates multiple

propagation paths for the nodes in the β proportion of ring R1, the nodes in the

(1 − β) proportion of ring R1 continue to have a single propagation path to the

base station. In fact, the nodes in the (1−β) proportion would never benefit from

multi-path routing if the partitioning of the nodes in ring R1 is fixed. In order

to benefit all nodes in ring R1, the nodes in the β and (1 − β) proportions are

rotated by letting each node randomly determine whether it is in the β or (1−β)

proportion in every round of data collection. Specifically, each node in ring R1

autonomously assigns itself to the β proportion with β probability and to the

(1− β) proportion with (1− β) probability. In this way, the partitioning of the

nodes in ring R1 is done in a fully distributed manner without any communication

among the nodes.

Figure 3.7 also shows that in addition to the nodes in ring R1, the enhanced

relay scheme also affects the transportation of data acquired by the nodes in ring

R2. On one hand, the nodes in the (1 − β) proportion of ring R1 turn off their

radios when the nodes in the β proportion of ring R1 listen to the transmissions

of the nodes in ring R2. Hence, compared to the original relay scheme, the

enhanced relay scheme reduces the number of parents in ring R1 that listen for
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the transmissions from the nodes in ring R2. On the other hand, the nodes in the

β proportion of ring R1 now have multiple propagation paths to the base station.

These nodes would have higher chances of relaying the data received from the

nodes in ring R2 to the base station, compared to the original relay scheme.

To better understand the enhanced relay scheme, we develop an analytical

model to examine the impact of β value on the robustness of data collection.

3.3.2 Analyzing the enhanced relay scheme

Assume that the communication range of a node v is a circular disk of radius r

and centered at v, where r is the transmission range of sensor nodes. Suppose

that any node that can communicate directly with the base station (i.e., within

transmission range r from the base station) is assigned to ring R1. Denote the

circular disk of radius r and centered at the base station by S. Assume that

sensor nodes are uniformly distributed in S. Then, for any node v in ring R1 or

R2, the number of its neighbors in ring R1 is proportional to the overlapping area

between its communication range and S. If v itself is in ring R1 (v is inside S, see

Figure 3.8(a)), the minimum possible overlapping area is 2 ·
(
πr2

3
−
√
3r2

4

)
. This

happens when v approaches the boundary of S as shown in Figure 3.8(b). Thus,

for the nodes in ring R1, their minimum number of neighbors in R1 is given by

the number of nodes in an area of 2 ·
(
πr2

3
−
√
3r2

4

)
, which we shall denote by u.

If node v is in ring R2 (v is outside S, see Figure 3.8(c)), the maximum possible

overlapping area is also 2 ·
(
πr2

3
−
√
3r2

4

)
. This again happens when v approaches

the boundary of S as shown in Figure 3.8(d). Therefore, for any node in ring R2,

its number of parents in ring R1 cannot exceed u. Denote by l the link loss rate.

Our analysis is carried out based on β, u and l.

First, we analyze the improvement of the enhanced relay scheme in the success

ratios of the nodes in ring R1. In the enhanced relay scheme, each node in the

(1 − β) proportion of ring R1 has one single-hop propagation path to the base

station. Hence, its success ratio is 1−l. Each node in the β proportion of ring R1,

besides sending data to the base station directly, also sends data to its neighbors

in the (1−β) proportion of R1. Since the node has a minimum of u neighbors in
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Figure 3.8: Overlapping area between the communication range of a node v and
the circle S of radius r and centered at the base station.

ring R1, there are at least (1− β) · u neighbors in the (1− β) proportion of R1.

Therefore, the node has one single-hop propagation path and at least (1− β) · u
two-hop propagation paths to the base station. The loss rate of the single-hop

path is l, and the loss rate of each two-hop path is 1− (1− l)2 = 2l− l2. Since all

these paths are disjoint, the success ratio of a node in the β proportion of ring

R1 is at least 1 − l(2l − l2)(1−β)u. Due to rotation, each node in ring R1 has β

probability to be in the β proportion and (1− β) probability to be in the (1− β)

proportion in any round of data collection. Therefore, the expected success ratio

of the nodes in ring R1 is given by

(1− l) · (1− β) +
(
1− l(2l − l2)(1−β)u

)
· β.

Figure 3.9 plots the analytical results for the expected success ratio of the

nodes in ring R1 at link loss rates 30%, 50% and 80%. We vary β from 1 down

to 0.1 to compare our enhanced relay scheme (0 < β < 1) against the original

relay scheme (β = 1)2, and vary u to explore a variety of node density. As can be

seen, the success ratio of the nodes in ring R1 at β = 1 is lower than that at any

β value between 0 and 1. This is because our enhanced relay scheme makes the

nodes in the β proportion benefit from multi-path routing which improves their

success ratios. At link loss rates 30% and 50%, the success ratio of the nodes in

2When β = 1, the enhanced relay scheme degenerates to the original relay scheme.
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(a) Link loss rate = 30%

2
6

10
14

18
22

26

0.10.20.30.40.50.60.70.80.91

 0

 0.2

 0.4

 0.6

 0.8

 1

u
β

S
u

cc
es

s
ra

ti
o

(b) Link loss rate = 50%
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(c) Link loss rate = 80%

Figure 3.9: Analytical results on the expected success ratio of the sensor nodes
in ring R1.
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Figure 3.10: Analytical model for the nodes in ring R2 in the enhanced relay
scheme.

ring R1 increases rapidly when β decreases from 1 to around 0.8, below which

the success ratio gradually goes down with decreasing β value. The performance

trend is similar for the link loss rate of 80% except that the peak success ratio is

reached at β value around 0.7. These trends demonstrate two impacts of β value:

first, the (1 − β) proportion of ring R1 expands with decreasing β value so that

each node in the β proportion of ring R1 benefits more significantly from multi-

path routing; second, the β proportion of ring R1 shrinks with decreasing β value

so that fewer nodes benefit from multi-path routing. At large β values, the first

impact dominates whereas at small β values, the second impact dominates. The

results in Figure 3.9 indicate that the enhanced relay scheme always improves

the expected success ratio of the nodes in ring R1 compared to the original relay

scheme. Setting β = 0.8 achieves near optimal success ratios for the nodes in

ring R1 across wide ranges of node density and link loss rate.

Now, we analyze the success ratios of the nodes in ring R2 under the enhanced

relay scheme. As shown in Figure 3.10, let a be a node in ring R2 that have t

parents in ring R1, where 0 < t ≤ u. Among these parents, a subset of β · t
nodes are expected to be in the β proportion of ring R1 and hence listen to the

transmissions of node a in the enhanced relay scheme. Denote this subset of β · t
nodes by A. Then, the probability for node a’s data to be successfully delivered
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to exactly m nodes in A is given by

P (m) =

(
m

β · t

)
· (1− l)m · lβ·t−m.

In the enhanced relay scheme, the nodes in A send data to the base station

directly as well as to the nodes in the (1− β) proportion of ring R1. If m nodes

in A receive the data sent by node a, the probability for node a’s data to be

successfully delivered from these nodes to the base station directly is 1− lm. On

the other hand, each node in A has at least (1 − β) · u neighbors in the (1 − β)

proportion of ring R1. We conservatively assume that all nodes in A have a

common set of (1− β) · u neighbors in the (1− β) proportion of R1. Denote this

set of (1 − β) · u nodes by B. If m nodes in A receive the data sent by node

a and broadcast data to the nodes in B, the probability for each node in B to

successfully receive node a’s data is 1− lm. Note that the nodes in B send data

to the base station directly. Therefore, the probability for node a’s data to be

delivered to the base station through any given node in B is (1 − lm) · (1 − l).
Since there are (1 − β) · u nodes in B, the probability for node a’s data to be

successfully delivered to the base station through the nodes in B is

1− (1− (1− lm) · (1− l))(1−β)·u

=1− (l + lm − lm+1)(1−β)·u.

Taking into account the probability for node a’s data to be delivered from the

nodes in A to the base station directly, if m nodes in A receive the data sent by

node a, the probability for node a’s data to be successfully delivered to the base

station is

1− lm · (l + lm − lm+1)(1−β)·u.

Considering all possible m values, the expected success ratio of node a is given

by
β·t∑
m=1

P (m) ·
(
1− lm · (l + lm − lm+1)(1−β)·u

)
.

Figure 3.11 plots the analytical results for the expected success ratio of a
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(a) Link loss rate = 30%
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(b) Link loss rate = 50%
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(c) Link loss rate = 80%

Figure 3.11: Analytical results on the expected success ratio of a sensor node in
ring R2 that has t = 0.5 · u parents in ring R1.
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Figure 3.12: Difference between the expected success ratio of a sensor node in
ring R2 at β = 1.0 and β = 0.8.
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3.3. Relay enhancement for data collection

node in ring R2 that has t = 0.5 · u parents in ring R1 at link loss rates 30%,

50% and 80%. It is seen that when β decreases from 1 to 0.8, the enhanced relay

scheme generally improves the success ratio of the node in ring R2 compared to

the original relay scheme. This is because if the node in ring R2 has more than

a handful number of parents (u > 4 and hence t > 2), in the enhanced relay

scheme with β = 0.8, there are still a significant number of sensor nodes in the

β proportion of ring R1 listening to the transmissions of the node in ring R2.

Since the enhanced relay scheme increases the success ratios of the nodes in the

β proportion of ring R1, the success ratio of the node in ring R2 also improves.

If the sensor node in ring R2 has very few parents (u ≤ 4 and hence t ≤ 2),

the enhanced relay scheme with β = 0.8 may slightly reduce the success ratio

of the node in ring R2, but the reduction is marginal even in the worst case as

seen from Figure 3.11. When β continues to decrease from 0.8 to 0.1, the success

ratio of the node in ring R2 goes down steadily due to fewer parents in ring R1.

To further investigate, we compute the difference between the success ratios of a

node in ring R2 at β = 0.8 and β = 1 for a wide range combinations of t and u

values. Figure 3.12 plots the results at link loss rates 30%, 50% and 80%. As seen

from these figures, the success ratio at β = 0.8 is almost always higher than that

at β = 1 and the improvement is more substantial when t � u, i.e., the node

in ring R2 has much smaller number of parents than the number of neighbors

that the nodes in ring R1 have. The results in Figures 3.11 and 3.12 show that

the enhanced relay scheme with β = 0.8 almost always improves the expected

success ratio of the nodes in ring R2 compared to the original relay scheme over

wide ranges of node density and link loss rate.

We remark that the success ratios of sensor nodes in different rings are inter-

related because the nodes of inner rings relay the data acquired by the nodes

of outer rings in data collection. Since the enhanced relay scheme improves the

success ratios of the nodes in rings R1 and R2, it is expected to improve the

success ratios of the nodes in other outer rings as well. This shall be verified by

the experimental results in Section 3.4.3.
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3.4 Performance evaluation

3.4.1 Experimental setup

Simulation experiments were conducted to evaluate our proposed techniques for

enhancing the robustness of sensor data collection through the rings overlay.

We implemented the proposed techniques using the Prowler simulator [IfSIS,

SVML03]. Prowler is a generic wireless sensor network simulator targeted at the

Berkeley MICA motes running TinyOS [HSW+00]. Its MAC layer consists of

a simple Carrier Sense Multiple Access (CSMA) protocol. In this protocol, a

node that has a packet to transmit waits for a random period before polling the

channel. If the channel is found idle, the node transmits the packet. If the channel

is found busy, the node waits for a random back-off interval before polling the

channel again. Communication among sensor nodes in the construction process

of rings overlays as well as in the data collection process is carried out using the

default CSMA protocol in Prowler.

The radio propagation model in Prowler incorporates the signal attenuation,

the fading effect and the time-varying nature of the signal strength. In particular,

the received signal strength at a receiving node is calculated by the following

probabilistic function:

Prx(d) =
Ptx

1 + dη
(1 + α(d))(1 + λ(t)),

where Ptx is the transmitting power of a transmitter, d is the distance from the

transmitter to the receiving node, η is the attenuation parameter, α(d) and λ(t)

are random variables of normal distributions N(0, σα) and N(0, σλ), respectively.

We use the default settings in the Prowler simulator for these parameters: Ptx =

1.0, η = 2.2, σα = 0.45, σλ = 0.02.

When a node receives a signal from a transmitter, the signal strength from

all other transmitters in the network is used to evaluate the signal to interference

and noise ratio (SINR) at the receiving node. SINR indicates how obtrusive the

noise and interference are. In the Prowler simulator, a transmission is receivable
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if the SINR is above a default threshold value of 2.0. Under the above model, the

transmission range of sensor nodes is about 30 m. The successful bit reception

rate is calculated based on the SINR using the analytical model for MICA motes

in [ZK04]. Specifically, the bit reception rate is given by:

1− 1

2
e−

γ
2

1
0.64 ,

where γ is the SINR. The packet reception rate is then estimated based on the

bit reception rate according to the model presented in [ZK04].

Both square sensing fields and rectangular sensing fields were employed in our

experiments. Sensor nodes were deployed at random in the field and the base

station was placed at the center of the field. In the default settings, 400 sensor

nodes were deployed in a square field of 150 m×150 m or in a rectangular field of

75 m×300 m. Besides the default settings, we also vary the sensing field size and

node density over wide ranges in Sections 3.4.4 and 3.4.5 respectively to investi-

gate their impacts on our proposed approaches. In both overlay construction and

data collection, message losses were randomly determined based on the packet

reception rates calculated.

In overlay construction, we employed duplicate message transmission as de-

scribed in Section 3.2.4 to cope with communication failures: each message was

broadcast twice. We note that the number of message duplications in overlay

construction can be adjusted by the users to adapt with different network con-

ditions. For example, if the failure rate of communication links among sensor

nodes is very high, the users can set the number of duplicate messages in overlay

construction to larger values to ensure that sensor nodes are assigned to rings.

On constructing the rings overlay, we simulated 1000 rounds of data collection.

For simplicity, we assumed that the sizes of the aggregated data transmitted by

sensor nodes to their parents in a round of data collection fit into one packet

by means of digest-based representations [NGSA04,CLKB04]. The robustness of

data collection was measured by the mean proportion of nodes whose acquired

data reach the base station in a round of data collection. For each experimental

setting, we plot the average results of 40 randomly generated node placements
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Table 3.1: Simulation parameter settings.

Parameter Value

Transmitting power level Ptx 1.0
Attenuation parameter η 2.2
Variance parameter σα 0.45
Variance parameter σλ 0.02
SINR threshold for reception 2.0
Energy consumption for transmitting one byte 0.025 mJ
Energy consumption for receiving one byte 0.019 mJ

and the 99% confidence interval of the results. We also compared the energy

consumption of sensor nodes in data collection through different rings overlays.

We focused on the energy consumption of transmitting and receiving data as

the energy cost of computation at sensor nodes is insignificant compared to that

of wireless communication [NGSA04]. The energy consumption was modeled

according to power measurements of MICA motes reported in [PHC04]. Specif-

ically, the energy consumed by a sensor node for transmitting and receiving one

byte is 0.025mJ and 0.019mJ, respectively. Table 3.1 summarizes the parameter

settings used in our experiments.

3.4.2 Performance of threshold-based approaches

Figure 3.13 shows the robustness of data collection resulting from different overlay

construction approaches and different sensing fields. Here, Greedy represents

the baseline greedy approach [NGSA04, CLKB04], GT(x) represents the global

threshold-based approach setting a uniform threshold value x at all sensor nodes,

and LT represents the localized threshold-based approach.

As seen from Figure 3.13(a), for a square sensing field of 150 m × 150 m,

the greedy approach leads to robustness of only 63%. The robustness resulting

from the global threshold-based approach increases rapidly with the threshold

value up to 3 and the robustness reaches 93% at the threshold value of 3. Fig-

ure 3.13(b) shows similar performance trends for a rectangular sensing field of

75 m× 300 m. The robustness resulting from the greedy approach is merely 58%
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while the robustness resulting from the global threshold-based approach increases

with the threshold value up to 3 where the robustness reaches 92%. This shows

the effectiveness of guiding overlay construction with a threshold on the number

of parents for each node. The robustness of the global threshold-based approach

gradually decreases with increasing threshold value beyond 3. This is because

at a large threshold value T , sensor nodes are less likely to receive at least T

messages with the same label from their neighbors during overlay construction.

This reduces the chance for the nodes first receiving a label-i message to receive

T label-i messages so as to be assigned to ring Ri+1 immediately and broadcast

label-(i + 1) messages. So, it in turn reduces the number of label-(i + 1) mes-

sages that can be received by the nodes receiving less than T label-i messages.

Therefore, the nodes first receiving label-i messages are less likely to be assigned

to ring Ri+2 and more likely to be assigned to ring Ri+1 eventually. As a result,

the threshold-based approach with large threshold values has less impact on the

rings overlay constructed. Note that compared to the baseline greedy approach,

the global threshold-based approach can only improve the robustness of data

collection, irrespective of the threshold value used.

In addition to the aforementioned default packet loss model that is derived

from the bit reception rate, we also tested a simpler loss model that assigns

the same loss probability to every receivable transmission. Similar performance

trends are also observed from Figures 3.14(a) and 3.14(b) under the simple loss

model with different loss probabilities. The global threshold-based approach is

able to substantially improve the robustness of data collection over the baseline

greedy approach. Based on the analysis in Sections 3.2.3 and 3.2.4, the analytical

threshold value is 2
3
r2ρ scaled by the expected probability p that a node success-

fully receives at least one of the duplicate messages broadcast by a neighbor. Due

to the irregularity nature of the radio propagation model in the Prowler simu-

lator, the transmission range of sensor nodes is not a perfect circular disk and

the packet reception rate may not be the same along all transmission directions.

Figure 3.15 shows the mean packet reception rate as a function of transmission
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Figure 3.13: Robustness of data collection for different overlay construction ap-
proaches under the default loss model. Error bars indicate the 99% confidence
intervals of the results.

distance under the default packet loss model and the simple loss model follow-

ing the radio propagation model in the Prowler simulator. As can be seen, the

packet reception rate gradually reduces when the transmission distance increases.

Based on the results shown in Figure 3.15, if a neighbor broadcasts a message

twice, p can be approximated by
∑30
i=1 (1− l2i ) ·

π·i2−π·(i−1)2
π·302 , where li is the mean

loss rate at transmission distance i meters. Under the default loss model, p is

0.29. Under the simple loss model with loss probabilities 30%, 50% and 80%, p

are 0.40, 0.32 and 0.14, respectively. Therefore, the analytical threshold value is

about 2
3
r2ρ ·0.29 ≈ 3.1 under the default loss model, and the analytical threshold

values are 4.3, 3.4, and 1.6 under the simple loss model with loss probabilities

30%, 50% and 80% respectively. They are very close to the experimental optimal
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threshold values shown in Figures 3.13 and 3.14. This validates our analysis of

threshold setting.

Figures 3.13 and 3.14 also show that the localized threshold-based approach

outperforms the baseline greedy approach significantly. The robustness of the

localized threshold-based approach is close to the highest achievable robust-

ness of the global threshold-based approach. It demonstrates that the localized

threshold-based approach is effective in setting threshold values in a distributed

manner without a prior knowledge of node density and link loss rate.

To examine the impact of overlay construction on the accuracy of data col-

lected at the base station, we implemented two types of synopsis representation

to summarize sensor data in in-network aggregation for collecting COUNT and

SUM aggregates at the base station [NGSA04]. Each synopsis representation

consists of twenty 32-bit synopses which takes around 14 bytes after compres-

sion [NGSA04]. In our experiments, the default message payload size was set at

29 bytes following that in TinyOS [LLH02]. Thus, the synopsis representation fits

into one message. The data acquired by the sensor nodes were randomly assigned

from a uniform distribution between 1 and 100. For each round of data collec-

tion, let A be the aggregate computed from the synopsis representation received

at the base station and E be the exact aggregate computed using raw sensor data

acquired by all nodes. Then, the relative error is given by e = |A−E|
E

. To measure

the accuracy of data collection, we computed the mean and root mean square

(RMS) of the relative errors over the 1000 rounds of data collection simulated.

Table 3.2 shows the accuracy of different data collection approaches for the

default square sensing field of 150 m×150 m under the default loss model. As can

be seen, the threshold-based approaches are able to reduce mean and RMS errors

of data collection by about half compared to the baseline greedy approach. In

addition, we also computed the approximation error of synopsis representation,

which refers to the relative error of the aggregate computed from the synopsis

representation that incorporates raw sensor data acquired by all nodes. Ap-

proximation error represents a lower bound on the error of synopsis-based data

collection (i.e., the relative error in the absence of communication failures). Table
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Figure 3.14: Robustness of data collection for different overlay construction ap-
proaches under the simple loss model. Error bars indicate the 99% confidence
intervals of the results.
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Figure 3.15: Mean packet reception rate under the default loss model and the
simple loss model.

Table 3.2: Accuracy of data collection through rings overlays in the default square
sensing field.

Mean Error RMS Error

Approach Robustness COUNT SUM COUNT SUM

Greedy 63% 0.362 0.335 0.383 0.359
LT 91% 0.151 0.140 0.182 0.175
GT(3)3 93% 0.146 0.139 0.178 0.174
Approximation error of
synopsis representation 100% 0.141 0.138 0.171 0.169

3.2 shows that the relative errors resulting from the threshold-based approaches

are very close to the lower bound. Similar performance trends also are observed

from the results for the default rectangular sensing field as shown in Table 3.3.

Table 3.4 shows the 95th percentile of the child numbers of sensor nodes in

different rings overlays for the default square sensing field. As explained in Section

3.2.2, the largest child numbers of sensor nodes resulting from the threshold-based

construction approaches tend to be smaller than those of the greedy construction

approach. Note that each node transmits data only once in a round of data

collection, irrespective of the rings overlay structure. Therefore, as shown in Table

3.4, the threshold-based approaches reduce the total transmitting and receiving

3As presented earlier, 3 is the analytical threshold value of the global threshold-based ap-
proach for this experimental setting.
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Table 3.3: Accuracy of data collection through rings overlays in the default rect-
angular sensing field.

Mean Error RMS Error

Approach Robustness COUNT SUM COUNT SUM

Greedy 58% 0.413 0.387 0.431 0.409
LT 90% 0.166 0.152 0.198 0.184
GT(3) 92% 0.146 0.138 0.177 0.174
Approximation error of
synopsis representation 100% 0.141 0.138 0.171 0.169

Table 3.4: Energy consumption of data collection through rings overlays in the
default square sensing field.

Approach

95th percentile Total transmitting and
of the child numbers receiving energy consumption of the node

of sensor nodes with the 95th percentile child number
per round of data collection (mJ)

Greedy 16.5 18.96
GT(3) 14.0 16.30
LT 13.0 15.23

energy consumption of the nodes with largest child numbers in data collection.

The performance trends for the default rectangular sensing field are similar as

shown in Table 3.5.

3.4.3 Performance of relay enhancement for data collec-

tion

To investigate the performance of relay enhancement, we varied its algorithm pa-

rameter β from 0 to 1 in the experiments. Figures 3.16(a) and 3.16(b) show the

performance results for applying relay enhancement to rings overlays constructed

by the global threshold-based approach (with the analytical threshold value) and

the localized threshold-based approach in the default square sensing field, respec-

tively. In these figures, the mean success ratios of the nodes in ring R1, ring R2

and other outer rings are plotted separately. The success ratio of each node was

measured by the proportion of rounds in which the local data acquired by the
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Table 3.5: Energy consumption of data collection through rings overlays in the
default rectangular sensing field.

Approach

95th percentile Total transmitting and
of the child numbers receiving energy consumption of the node

of sensor nodes with the 95th percentile child number
per round of data collection (mJ)

Greedy 15.6 17.99
GT(3) 13.4 15.66
LT 12.5 14.7

node were successfully delivered to the base station among the 1000 rounds of

data collection simulated. We report in Figure 3.16 only the experimental results

for the default square sensing field as the performance trends for the rectangular

sensing field are similar.

When β = 1, the enhanced relay scheme degenerates to the original relay

scheme in which the nodes in ring R1 do not benefit from multi-path routing.

Thus, the success ratios of the nodes in ring R1 are limited. As seen from Figures

3.16(a) and 3.16(b), when β decreases from 1 to 0.8, the mean success ratio of the

nodes in ring R1 improves substantially from about 72% to over 86%. When β

continues to decrease below 0.7, the mean success ratio gradually decreases with

β. When β = 0, again, none of the nodes in ring R1 benefits from multi-path

routing. Therefore, the success ratios of the nodes in ring R1 are the same at

β = 0 and β = 1.

For the nodes in ring R2, their mean success ratio improves slightly when β

decreases from 1 to 0.8. When β is below 0.8, the mean success ratio gradually

decreases with β. When β = 0, none of the nodes in ring R1 listen to the

transmissions of the nodes in ring R2. Thus, the success ratios of the nodes in

ring R2 and hence any outer ring further away from the base station become 0.

Figures 3.16(a) and 3.16(b) also show that the success ratios of the nodes in rings

other than R1 and R2 are hardly affected by β value unless β is small (below 0.4).

This is because these nodes normally have multiple ancestors in ring R2, so they

are not significantly affected by the enhanced relay scheme.

The performance results shown in Figures 3.16(a) and 3.16(b) verify that the
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Figure 3.16: Performance of relay enhancement with different β values on the
rings overlays constructed by the threshold-based approaches in the default square
sensing field.

Table 3.6: Performance of relay enhancement with β = 0.8.

Approach Robustness
Standard deviation of

success ratios

GT(3) 93% 0.17
GT(3) + Relay Enhancement 94% 0.15
LT 91% 0.20
LT + Relay Enhancement 92% 0.18
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Table 3.7: Energy consumption in relay enhancement with β = 0.8.

Approach

Mean number of Total transmitting and receiving
transmissions that energy consumption
R1 nodes listens to per R1 node per round

of data collection (mJ)

GT(3) 10.2 12.57
GT(3) + Relay Enhancement 10.1 12.46
LT 10.2 12.57
LT + Relay Enhancement 10.1 12.46

enhanced relay scheme with β = 0.8 improves the success ratios of the nodes in

rings R1 and R2. Such improvement allows the data acquired by these nodes to

have much fairer chances to contribute to the aggregates collected by the base

station compared to the data acquired by other nodes. Table 3.6 summarizes

the robustness of data collection and the standard deviation of the success ratios

of individual sensor nodes for different approaches. It can be seen that relay

enhancement not only improves the robustness of data collection, but also reduces

the standard deviation of nodes’ success ratios. Table 3.7 shows the mean number

of transmissions that a node in ring R1 listens to in the original and enhanced

relay schemes. As can be seen, the number remains similar in the two relay

schemes. Note that in the enhanced relay scheme, each node in ring R1 still

transmits data only once in a round of data collection. Thus, the enhanced relay

scheme keeps the energy consumption of the nodes in ring R1 for transmitting

and receiving data in data collection similar to that in the original relay scheme.

3.4.4 Impact of network size

To examine the impact of network size, we kept the average node density at

4/225 node per square meter and varied the sensing field size. Square sensing

field size was increased from 50 m × 50 m to 500 m × 500 m, and rectangu-

lar sensing field size was increased from 75 m × 100 m to 75 m × 1900 m. We

evaluated the robustness of data collection through rings overlays constructed

by the baseline greedy approach, the global threshold-based approach (with
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the analytical threshold value), the localized threshold-based approach, and the

threshold-based approaches integrated with relay enhancement. In addition, two

tree-based approaches are also included for comparison: the standard TAG ap-

proach [MFHH02] that uses tree-based routing structures, and a modified TAG

approach (called TAG4) that repeatedly transmits each message four times in

data collection to improve robustness. Figures 3.17(a) and 3.17(b) show the per-

formance results of different data collection approaches in different sensing fields.

As seen from Figure 3.17(a), in a sensing field of 50 m×50 m, most nodes are

within two hops from the base station, so the threshold-based approaches perform

similarly to the greedy approach. When the size of the sensing field increases,

the robustness resulting from the greedy construction approach decreases steadily.

This indicates that in larger networks, the greedy construction approach leads to

a higher proportion of sensor nodes having few propagation paths to the base sta-

tion. In contrast, the robustness resulting from the threshold-based construction

approaches remain quite stable with increasing size of sensing field. This implies

that even sensor nodes far away from the base station in large networks have suffi-

cient numbers of propagation paths to the base station when the threshold-based

construction approaches are used. Therefore, the threshold-based approaches

substantially outperform the greedy approach in term of robustness. Moreover,

the proposed relay enhancement further improves the robustness of data collec-

tion through rings overlays constructed by the threshold-based approaches. The

improvement is generally more significant for smaller networks in which a higher

proportion of sensor nodes are in ring R1. Figure 3.17(b) shows that when the

rectangular sensing field stretches from 75 m× 100 m to 75 m× 1900 m, the ro-

bustness resulting from the threshold-based approaches is quite stable, but the

robustness resulting from the greedy approach decreases rapidly. Similar to the

performance trends observed in Figure 3.17(a), the threshold-based approaches

consistently outperform the greedy construction approach over different network

sizes.
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Figure 3.17: Robustness of data collection for different sizes of sensing field. Error
bars indicate the 99% confidence intervals of the results.
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Figure 3.18: RMS errors of collecting SUM aggregates for different sizes of sensing
field. Error bars indicate the 99% confidence intervals of the results.
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The standard TAG approach is the least robust against communication fail-

ures among all approaches tested. This is because in tree-based routing struc-

tures, each transmission failure drops the data acquired by sensor nodes in an

entire subtree. As a result, only a small fraction of sensor data reach the base

station. The robustness of TAG decreases rapidly with increasing size of sensing

field. The TAG4 approach considerably improves the robustness of data collec-

tion over TAG, but it is still far worse than any approach that uses rings overlays

except for very small networks in which the routing tree has just few levels. Note

that the improved robustness of TAG4 is achieved at the cost of letting all sensor

nodes repeat their transmissions by four times.

Figure 3.18(a) shows the RMS errors of collecting SUM aggregates for different

data collection approaches in square sensing fields. Following the performance

trends of robustness, the RMS errors of data collection through rings overlays are

almost always significantly lower than those of tree-based data collection. Among

all approaches tested, threshold-based overlay construction integrated with relay

enhancement produces the best accuracy of data collection throughout a wide

range of network size. Similar performance trends are also observed in Figure

3.18(b) for rectangular sensing fields.

3.4.5 Impact of node density

To examine the impact of node density, we varied the number of nodes in the

network from 200 to 900 while keeping the square sensing field at 150 m× 150 m

and the rectangular sensing field at 75 m × 300 m. Figures 3.19(a) and 3.19(b)

show the performance results of different data collection approaches in different

sensing fields.

As expected, the robustness of data collection through rings overlays increases

with node density due to increasing number of propagation paths in the rings

overlay. When the network is sparse, the robustness improves rapidly with more

nodes deployed. When the network becomes sufficiently dense, most nodes have

many propagation paths to the base station. Thus, further increasing node den-

sity does not improve the robustness of data collection significantly. Both Figures
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Figure 3.19: Robustness of data collection for different node densities. Error bars
indicate the 99% confidence intervals of the results.
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Figure 3.20: RMS errors of collecting SUM aggregates for different node densities.
Error bars indicate the 99% confidence intervals of the results.

3.19(a) and 3.19(b) show that the threshold-based approaches lead to substan-

tially higher robustness of data collection than the baseline greedy approach even

if the network is very dense. The proposed relay enhancement further improves

the robustness on top of the threshold-based approaches. The robustness of tree-

based approaches, on the other hand, is mainly determined by the height of the

routing tree. Given the size of sensing field, the tree height is largely independent

of node density. As a result, TAG and TAG4 are not able to take advantage of

higher node density to improve the robustness of data collection.
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3.5. Summary

Figures 3.20(a) and 3.20(b) show the RMS errors of collecting SUM aggre-

gates for different data collection approaches. The performance trends of RMS

error are consistent with those of robustness. Rings overlays result in much more

accurate data collection than tree-based routing structures. Threshold-based ap-

proaches for overlay construction greatly reduce the RMS errors of data collection

compared to the baseline greedy approach over a wide range of node density.

3.5 Summary

In this chapter, we have presented two new techniques for improving the robust-

ness of sensor data collection through the rings overlay: a distributed approach

for constructing the rings overlay, and an enhanced relay scheme for data col-

lection. The proposed construction approach is guided by a threshold on the

number of parents for each node in order to prevent sensor nodes from having

few propagation paths to the base station in the rings overlay. We have ana-

lyzed the threshold setting and developed a localized method for sensor nodes to

calculate their threshold values based on local neighborhood information. The

enhanced relay scheme allows the sensor nodes in the ring next to the base station

to benefit from multi-path routing without requiring these sensor nodes to repeat

their data transmissions. Experimental results show that the proposed approach

for overlay construction and the enhanced relay scheme significantly improve the

robustness and accuracy of sensor data collection through the rings overlay.
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Chapter 4

Efficient data collection

scheduling

In Chapter 3, we have focused on improving the robustness of data collection in

wireless sensor networks by exploiting the broadcast nature of wireless commu-

nication to transport sensor data through multiple propagation paths toward the

base station. Besides the robustness against communication failures, both en-

ergy efficiency and time efficiency are also of primary importance in sensor data

collection due to the limited energy supplies of sensor nodes and the real-time

nature of sensor network applications. As discussed in Chapter 2, the energy

efficiency and time efficiency of sensor data collection are heavily dependent on

MAC layer protocols used to carry out wireless communication among sensor

nodes. Contention-based MAC protocols for coordinating communication among

sensor nodes often introduce significant amounts of energy cost and time latency

due to control messages, idle listening and back off periods [DEA06]. In contrast,

contention-free time division multiple access (TDMA) protocols have the poten-

tial to reduce the energy consumption and the latency of sensor data collection

since communication among sensor nodes can proceed in synchronous time slots

without contention, collisions or idle listening [GDP05,MLW+09].

To collect sensor data using a TDMA protocol, sensor nodes need to be as-

signed appropriate time slots for transmitting and receiving data prior to the data

collection process. Recently, there have been several studies on TDMA scheduling
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for sensor data collection through single-path routing structures [YLL09,LGP10].

Nevertheless, as discussed in Chapter 3, single-path routing structures are highly

susceptible to communication failures since a failure would result in the loss of

data acquired by sensor nodes in an entire subtree. Little work has studied TDMA

scheduling for sensor data collection through multi-path routing structures.

In this chapter, we design a distributed scheduling algorithm for constructing

TDMA schedules for sensor data collection through multi-path routing struc-

tures. The objective of our scheduling algorithm is to reduce both the message

complexity and running time of the scheduling process as much as possible. Ex-

perimental results confirm that our proposed algorithm significantly reduces the

number of messages transmitted during the scheduling process and the running

time compared to existing scheduling algorithms. Our proposed scheduling al-

gorithm is generic and is applicable to any single-path and multi-path routing

structures. In addition, we develop a method for deriving a lower bound on the

shortest possible latency of data collection through a given routing structure.

The lower bound latency estimation offers a practical method to evaluate the

efficiency of data collection schedules produced by scheduling algorithms.

The remainder of this chapter is organized as follows. Section 4.1 introduces

some preliminaries on collecting sensor data through multi-path routing struc-

tures and the requirements of a valid schedule for data collection. Our distributed

scheduling algorithm for data collection is described in Section 4.2 and the lower

bound latency analysis is presented in Section 4.3. Experimental evaluation is

described in Section 4.4. Finally, Section 4.5 summarizes the chapter.

4.1 Preliminaries

As in Chapter 3, we consider a wireless sensor network consisting of a set of

sensor nodes and a base station. The sensor nodes periodically sample local

phenomena such as temperature and humidity, and report their acquired data

to the base station through a multi-path routing structure using a TDMA MAC

protocol. Conceptually, the multi-path routing structure is a directed acyclic
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graph rooted at the base station, in which each node has multiple parents and

multiple children, and each edge represents a communication link from one child

node to one parent node. The nodes within the communication range of a sensor

node, including its parents and its children, are called the neighbors of the node.

For ease of presentation, we shall refer to the nodes within the communication

range of a sensor node that are neither its parents nor its children as the plain

neighbors of the node.

We assume that in each round of data collection, the aggregated result of

the data acquired by all sensor nodes is to be collected at the base station as

in Chapter 3. To do so, each node first receives data from all of its children

and aggregates the received data with its own locally acquired data. After that,

the node transmits the aggregated data to all of its parents by broadcast. This

propagation and aggregation process starts from the nodes with no children in

the multi-path routing structure and proceeds until the base station receives data

from all of its children. As described in Chapter 3, digest-based representations

of aggregated data [CLKB04, NGSA04] can be used to compactly summarize

sensor data during in-network aggregation and let the aggregated data maintain

constant and small size as they are propagated toward the base station. Thus,

we assume that the sizes of the messages transmitted by all sensor nodes to their

parents are the same, irrespective of the routing structure.

During the data collection process with TDMA, time is divided into slots and

the duration of a time slot allows a sensor node to transmit exactly one message

to its parents by broadcast. To construct a TDMA schedule for data collection,

each sensor node needs to be assigned with one time slot for transmitting its

aggregated data to its parents and a set of time slots for receiving data from its

children. The length of a schedule indicates the latency of data collection.

Due to interference, each sensor node can only successfully receive a message

without collisions if there is exactly one node within its communication range per-

forming data transmission at a time [WLX06, GDP05, GZH06, YLL09, LGP10].

If transmission slots are assigned to sensor nodes such that parent nodes can
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Figure 4.1: Conflicting nodes of a node u.

receive data from all of their children without collisions, then the correspond-

ing data collection schedule is considered as a valid schedule. In a multi-path

routing structure, two sensor nodes are called conflicting with each other if any

parent of either node is within the communication range of the other so that

their transmissions would collide at that parent. Specifically, for each sensor

node, all the children and plain neighbors of its parents conflict with the node

due to collisions at the node’s parents (see Figure 4.1(a)). In addition, all the

children of a node’s plain neighbors conflict with the node due to collisions at

these plain neighbors (see Figure 4.1(b)). Thus, a node’s conflicting set includes

all children and all plain neighbors of the node’s parents, and all children of the

node’s plain neighbors. In a valid data collection schedule, each node must be

assigned a transmission slot different from those of all nodes in its conflicting set.

In addition, to allow for in-network data aggregation, the transmission slot of

each node must be scheduled after the transmission slots of all of its children.

4.2 Constructing data collection schedules

In this section, we present a distributed algorithm to efficiently construct a valid

schedule for data collection through a multi-path routing structure. In our algo-

rithm, each sensor node selects its own transmission slot in a distributed manner.

For ease of presentation, we shall refer to sensor nodes that have selected their
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transmission slots as scheduled nodes and those that are yet to select their trans-

mission slots as unscheduled nodes. When a node selects its transmission slot,

we say that the node makes its schedule. A sensor node is ready to make its

schedule when it knows the transmission slots of all of its children. Thus, parent

nodes always make their schedules after their children do. This is to ensure that

each parent node will select a transmission time slot later than those of all of its

children in order to facilitate in-network aggregation.

In our algorithm, each node u maintains two sets of transmission slots of other

nodes: R(u) records the transmission slots of its children; and L(u) records the

transmission slots of other nodes conflicting with it. Upon learning the transmis-

sion slots of all of its children in R(u), node u employs a simple greedy strategy

to select its transmission slot S[u] as the earliest time slot that is later than all

the slots in R(u) and different from all the slots in L(u). After node u makes its

schedule, all of its parents and other nodes conflicting with u are informed of u’s

transmission slot S[u].

It is important to remark that the above greedy slot assignment strategy only

guarantees that when a sensor node u makes its schedule, its selected transmission

slot S[u] is different from all transmission slots recorded in L(u) at that time.

This does not necessarily guarantee that at the end of the scheduling process,

S[u] is different from the transmission slots of all the nodes conflicting with u.

In fact, if two nodes conflicting with each other make their schedules at the same

time, they may not know the slot assignment of each other immediately due to

the latency of message exchange between them. As a result, they may select

the same time slot for their transmissions which would cause collisions in data

collection. Therefore, to guarantee that the produced schedule is valid, when a

sensor node is choosing its transmission slot, it is imperative to prevent all the

nodes conflicting with it from selecting their transmission slots concurrently.
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4.2.1 Related work

Most of the existing TDMA scheduling algorithms are centralized and sequential

in nature [WLX06,HCB00,CHZ05,HWV+07,WSW+09]. To assure that conflict-

ing nodes do not make their schedules concurrently, a distributed coordination

scheme among conflicting nodes has been presented in [YLL09]. In this scheme,

when a sensor node is ready to make its schedule, it asks for permissions from all

the unscheduled nodes conflicting with it by sending requests to them and wait-

ing for their responses. The responses can be either permissions or denials. If

the node receives denial responses from some unscheduled nodes conflicting with

it, it has to wait until these nodes have made their schedules and then it asks for

permissions from the rest of the unscheduled conflicting nodes again. A sensor

node completes the above coordination process and makes its schedule only when

it receives permissions from all the unscheduled nodes conflicting with it. As a

result, this coordination scheme may incur significant overheads for the commu-

nication between conflicting nodes. In contrast to the above coordination scheme,

we propose to resolve the relative scheduling order among conflicting nodes prior

to the scheduling process so that conflicting nodes do not need to compete with

each other when making their schedules. With a predetermined scheduling order,

sensor nodes simply wait for their turns to make their schedules and then inform

their conflicting nodes about their transmission slots. In the following, Section

4.2.2 elaborates how to resolve the scheduling order for sensor nodes, and Section

4.2.3 presents our distributed scheduling algorithm.

4.2.2 Scheduling order for sensor nodes

We determine the scheduling order of sensor nodes by exploiting the topology

of the routing structure. Since the routing structure is a directed acyclic graph,

every sensor node has a number of cycle-free data propagation paths to the base

station. Each of these data propagation paths has a finite hop-length. We define

the maximum hop-length of all data propagation paths of a sensor node as its

rank. It is obvious that the rank of a node is always lower than the ranks of all

79



4.2. Constructing data collection schedules

s

ed

b c

rank 0

a

rank 1rank 2

rank 4rank 3rank 4

child-parent links

Base station

Figure 4.2: The ranks of sensor nodes in a sample multi-path routing structure.

of its children by at least 1. In our scheduling order, we let the nodes having

higher ranks to make their schedules before the nodes having lower ranks so as to

ensure that child nodes make their schedules before their parents do. This also

resolves the scheduling order of conflicting nodes having different ranks. The

scheduling order of conflicting nodes having the same ranks is resolved by their

identifiers. The nodes with greater identifiers are to make their schedules before

their conflicting nodes having smaller identifiers.

The ranks of sensor nodes are computed in a distributed manner as follows.

First, the base station sets its rank to 0 and broadcasts a rank message containing

its rank and its identifier to all the nodes within its communication range. When

a sensor node has received all of its parents’ ranks, it picks the maximum rank m

received from its parents and sets its rank to m + 1. Then, the node broadcasts

a rank message containing its rank and its identifier to all the nodes within its

communication range.

Figure 4.2 shows an example multi-path routing structure and the ranks of

sensor nodes computed using the above method. In this figure, solid arrows rep-

resent the communication links from children to parents in the routing structure.

In this example, node e has only one parent that is the base station s at rank 0,

so e is assigned rank 1. Node d has two parents including the base station s at

rank 0 and node e at rank 1, so d is assigned rank 2. Similarly, node b has two

parents including node e at rank 1 and node d at rank 2, so b is assigned rank

3. Node c has two parents e and b at ranks 1 and 3 respectively, so c is assigned

rank 4. Node a has two parents d and b at ranks 2 and 3 respectively, so a is
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assigned rank 4.

In addition to computing its rank, each sensor node u also needs to initialize

a conflicting list W(u). The function of the conflicting list W(u) is to record

the ranks and the identifiers of all unscheduled nodes conflicting with u so as to

allow node u to determine its turn to make schedule in the scheduling process.

Initially, W(u) should consist of all children and plain neighbors of u’s parents

and all children of u’s plain neighbors. To initialize conflicting lists, when a par-

ent node receives rank messages from its children, the parent node records their

ranks and identifiers in its child list, and when a node receives rank messages

from its plain neighbors, the node records their ranks and identifiers in its plain

neighbor list. After a node gets the ranks of all of its children and plain neigh-

bors, it broadcasts a message containing its own identifier, its child list and its

plain neighbor list to all the nodes within its communication range. A node u

initializes its conflicting list W(u) by combining the child lists received from its

plain neighbors with the child lists and the plain neighbor lists received from its

parents. When node u completes initializing its conflicting listW(u), it proceeds

to execute the scheduling process as described in the next section.

4.2.3 Distributed scheduling algorithm

In the scheduling process, the nodes recorded in the conflicting list W(u) of

each node u are gradually removed from the list when they have made their

schedules. Each node u assigns its transmission slot when all of u’s children have

made their schedules and u has the highest rank compared to all nodes in W(u)

and has the greatest identifier compared to all nodes in W(u) having the same

rank as u. After a node u makes its schedule, its parents and the unscheduled

nodes conflicting with it are informed of u’s transmission slot through three types

of messages: report-transmit (rt), interfere-through-parent (itp) and interfere-

through-neighbor (itn). These messages have the form of 〈t, s, u,S[u]〉 where t

is the type of the message (t’s value is either rt, itp or itn), s is the identifier

of the message sender, u is node u’s identifier, and S[u] is the transmission slot

assigned to u. The rt message is sent by node u to its neighbors, itp messages
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are sent by u’s parents to their children and plain neighbors, and itn messages

are sent by u’s plain neighbors to their children.

After making its schedule, node u broadcasts a message 〈rt, u, u,S[u]〉 to all

the nodes within its communication range. When a parent p of u receives the

message 〈rt, u, u,S[u]〉, node p records S[u] as a transmission slot of its children

in set R(p). Then, node p broadcasts a message 〈itp, p, u,S[u]〉 to all the nodes

within its communication range. When a child or a plain neighbor v of p receives

the message 〈itp, p, u,S[u]〉, node v records S[u] as a transmission slot of its

conflicting nodes in set L(v) if node v has not yet made its schedule. Then, node

v removes u from its conflicting listW(v) since node u has made its schedule. On

the other hand, when an unscheduled plain neighbor w of u receives the message

〈rt, u, u,S[u]〉, node w broadcasts a message 〈itn, w, u,S[u]〉 to all the nodes

within its communication range. When a child node v of w receives the message

〈itn, w, u,S[u]〉, node v records S[u] as a transmission slot of its conflicting nodes

in set L(v) if node v has not made its schedule. Then, node v removes u from its

conflicting list W(v).

The pseudo code of our distributed scheduling algorithm is summarized in

Algorithm 2. The correctness of our distributed scheduling algorithm is proved

by the following theorem.

Theorem 1. Algorithm 2 produces a valid TDMA schedule for data collection.

Proof. First, we shall prove that all sensor nodes shall be scheduled following

Algorithm 2. Assume on the contrary that there exist some nodes which are

never scheduled. Among all these unscheduled nodes, there must be one or more

nodes which have the highest rank. Let k be this highest rank. Since the ranks

of child nodes are always greater than the ranks of their parents, the children of

these unscheduled nodes with rank k must have been scheduled. Among these

unscheduled nodes having rank k, let x be the node having the greatest identi-

fier. Initially, W(x) contains all the nodes conflicting with node x. During the

scheduling process, when other nodes conflicting with x makes their schedules,

they are removed from W(x). Therefore, if x has the greatest identifier among

all unscheduled nodes having rank k, x must also be the node having the greatest
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Algorithm 2: Distributed scheduling algorithm executed at a sensor node
u.

1 R(u), L(u) ← ∅;
2 while u has not made its schedule do

3 let msg be a message u receives;

4 switch msg do

5 case 〈rt, v, v,S[v]〉, where v is a child of u:

6 R(u) ← R(u) ∪ {S[v]};
7 broadcast a message 〈itp, u, v,S[v]〉 to all nodes within u’s

communication range;

8 case 〈rt, v, v,S[v]〉, where v is a plain neighbor of u:

9 broadcast a message 〈itn, u, v,S[v]〉 to all nodes within u’s

communication range;

10 case 〈itp, w, v,S[v]〉, where w is a parent or plain neighbor of u:

11 L(u) ← L(u) ∪ {S[v]};
12 remove v from W(u);

13 case 〈itn, w, v,S[v]〉, where w is a parent of u:

14 L(u) ← L(u) ∪ {S[v]};
15 remove v from W(u);

16 if all the children of u have made their schedules and u has the highest

rank compared to all nodes in W(u) and u has the greatest identifier

compared to all nodes in W(u) having the same rank as u then

17 if R(u) = ∅ then

18 S[u]← 0;

19 else

20 S[u]← maxs∈R(u) s+ 1;

21 while L(u) contains a slot equal to S[u] do

22 S[u]← S[u] + 1;

23 broadcast a message 〈rt, u, u,S[u]〉 to all nodes within u’s

communication range.
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Figure 4.3: Analyzing the earliest possible transmission slot of node u.

identifier among the nodes having rank k in W(x). Thus, node x satisfies all the

conditions in line 16 of Algorithm 2 and should proceed to make its schedule.

This contradicts to the assumption that node x is never scheduled. Hence, it

follows that all nodes shall be scheduled following Algorithm 2.

In addition, it is guaranteed that conflicting nodes never make their schedules

at the same time due to the conditions in line 16 of Algorithm 2. As a result, when

a node u selects its transmission slot as the earliest time slot that is later than the

transmission slots of its children in set R(u) and different from the transmission

slots of its conflicting nodes in set L(u) (lines 17 to 22 of Algorithm 2), it is

guaranteed that there is no collision at u’s parents. It follows that Algorithm 2

always produces valid schedules for data collection.

In our proposed scheduling algorithm, we assume symmetric communication

links among sensor nodes. Nevertheless, our scheduling algorithm would not suf-

fer from asymmetric communication due to existing reliable transport protocols

that are capable of overcoming the impact of asymmetric wireless communication

links in sensor networks [LRC+08, TW07]. Using such transport protocols, our

scheduling algorithm would still be able to produce collision-free data collection

schedules even in the case that some communication links among sensor nodes

are asymmetric.

84



4.3. Lower bound latency analysis

4.3 Lower bound latency analysis

In this section, we present a method to estimate a lower bound on the shortest

possible length of the data collection schedule that can be built for a given routing

structure. Our estimation method calculates the earliest possible transmission

slot of every sensor node based on its descendants that conflict with each other.

Consider a sensor node u and its descendants as shown in Figure 4.3. All the

children of u conflict with each other. Thus, they must have different transmission

slots in a valid data collection schedule. In addition, u’s transmission slot must

be later than all of its children’s transmission slots. Let c1, c2, . . . , cl be the

list of u’s children, where l is the number of u’s children, and let E(ci) be the

earliest possible transmission slot of ci. Without loss of generality, assume that

E(c1) ≥ E(c2) ≥ . . . ≥ E(cl). Let E(u) be the earliest possible transmission slot

of node u. Since the transmission slots of u’s children are different from each

other, E(u) must be at least max {E(c1) + 1, E(c2) + 2, . . . , E(cl) + l}.
The above estimation method can be extended to include some of u’s grand-

children in the calculation as follows. Let c be a child of u. Denote by N(u, c) the

set of u’s children which are also c’s plain neighbors, plus c and all of c’s children

as shown in Figure 4.3. Note that every child of u that is also a plain neighbor

of c conflicts with all of c’s children. In addition, all of c’s children conflict with

each other. Therefore, all the nodes in N(u, c) conflict with each other and must

have different transmission slots in a valid data collection schedule. Since all of

these nodes are u’s descendants, their transmission slots must all be earlier than

u’s transmission slot. Thus, the earliest possible transmission slot of u can be

derived from the earliest possible transmission slots of the nodes in N(u, c) in a

similar manner as described above.

We further generalize the estimation method to include other descendants

of node u in estimating u’s earliest possible transmission slot. Let d1, d2, d3, . . .

be the list of all u’s descendants in descending order of their estimated earliest

possible transmission slots, i.e., E(d1) ≥ E(d2) ≥ E(d3) ≥ . . .. Starting from

d1, we scan all the descendants in the list to construct a subset N(u) of u’s

descendants such that all nodes in N(u) must have different transmission slots
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Algorithm 3: Estimating a lower bound on the latency of data collection.

1 foreach node u do

2 if node u has no children in the routing structure then

3 E(u) ← 0;

4 while there exist some nodes v whose earliest possible transmission slots

E(v) are not calculated do

5 pick a node u whose E(u) is not calculated but for every descendant

node c of u, E(c) is already calculated;

6 let d1, d2, d3, . . . be the list of all u’s descendants such that

E(d1) ≥ E(d2) ≥ E(d3) ≥ . . .;

7 let N(u)← {d1};
8 foreach i > 1 do

9 if di conflicts with or is a descendant of all the existing nodes in

N(u) then

10 N(u) ← N(u) ∪ {di};
11 let di1 , di2 , di3 , . . . , di|N(u)| be the list of nodes in the constructed set

N(u) where i1 ≤ i2 ≤ i3 ≤ . . . ≤ i|N(u)|;

12 E(u) ← max
{
E(di1) + 1, E(di2) + 2, . . . , E(di|N(u)|) + |N(u)|

}
;

13 return E(s) where s is the base station;

from each other in a valid data collection schedule. Specifically, each node di (i ≥
1) is added to N(u) if di conflicts with or is a descendant of all the existing nodes

in N(u). As a result, all the nodes in the constructed set N(u) must have different

transmission slots in a valid data collection schedule. Since N(u) is a subset of u’s

descendants, u’s transmission slot must be later than the transmission slots of all

nodes in N(u). Let di1 , di2 , di3 , . . . , di|N(u)| be the list of nodes in the constructed

set N(u) where i1 ≤ i2 ≤ i3 ≤ . . . ≤ i|N(u)|. Then, E(u) must be greater than or

equal to max
{
E(di1) + 1, E(di2) + 2, . . . , E(di|N(u)|) + |N(u)|

}
.

Algorithm 3 shows the pseudo code of our algorithm for estimating a lower

bound on the latency of data collection for a given routing structure.

The algorithm starts by setting the nodes having no children in the routing

structure with the earliest possible transmission slot 0. Then, the earliest possible
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Figure 4.4: The earliest possible transmission slots of sensor nodes in a sample
routing structure.

transmission slots of other nodes are calculated in a topological order based on the

generalized estimation method discussed above. When the calculation completes,

the base station’s earliest possible transmission slot represents the earliest possible

time for the base station to receive data from all of its children and it is used as

the lower bound estimation on the latency of data collection.

Figure 4.4 shows an example routing structure and the earliest possible trans-

mission slots of sensor nodes calculated using the above algorithm. In this figure,

solid arrows represent the communication links from children to parents and dot-

ted lines represent other neighboring relations among sensor nodes in the routing

structure. In this example, nodes a, b and c do not have any children so their

earliest possible transmission slots are set to 0. Node d has only one descendant a

whose earliest possible transmission slot is 0, so the earliest possible transmission

slot of d is 1. Similarly, node g has only one descendant c whose earliest possible

transmission slot is 0, so the earliest possible transmission slot of g is 1. Node

e has two descendants a and b and they conflict with each other (since they are

e’s children), so both a and b are added to the set N(e). Nodes a and b have

the same earliest possible transmission slot 0, so e’s earliest possible transmission

slot is calculated as E(e) = max {0 + 1, 0 + 2} = 2. Similarly, node f has two

conflicting descendants b and c that both have the same earliest possible trans-

mission slot 0. So f ’s earliest possible transmission slot is 2. As a result, the

descendants of the base station s in descending order of their estimated earliest

possible transmission slots are: e, f, d, g, a, b, c. In this list, the first four nodes
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e, f, d, g conflict with each other since they are all children of the base station s.

Thus, these four nodes are all added to the set N(s). Among the last three nodes

a, b, c in the base station’s descendant list, node a does not conflict with node g

since a and g do not have any common neighbor, and node c does not conflict

with node d since c and d do not have any common neighbor. So nodes a and c

are not added to the set N(s). Node b is a child of both nodes e and f , and b also

conflicts with d and g since b’s parents are neighbors of either d or g. Therefore,

node b is added to the set N(s). After considering all the descendants of the base

station s, we get N(s) = {e, f, d, g, b}. The earliest possible transmission slots of

the nodes in N(s) are {2, 2, 1, 1, 0}. Thus, the earliest possible transmission slot

of the base station s is calculated as E(s) = max {2 + 1, 2 + 2, 1 + 3, 1 + 4, 0 + 5}
= 5. So, the lower bound estimation on the latency of data collection through

the routing structure in Figure 4.4 is 5 time slots.

Note that our lower bound estimation includes only some constraints that are

necessary for constructing a valid data collection schedule. Thus, the calculated

lower bound is a super lower bound and may not be achievable by any real valid

schedule. We shall use the calculated lower bound as a yardstick of the latency

of data collection in performance evaluation.

4.4 Performance evaluation

4.4.1 Experimental setup

We conducted simulation experiments to evaluate the proposed scheduling algo-

rithm for data collection. We implemented our proposed scheduling algorithm

using the same Prowler simulator as described in Section 3.4 of Chapter 3.

We compared the performance of our scheduling algorithm with the scheduling

algorithm proposed by Yu et al. [YLL09]. To the best of our knowledge, Yu’s

algorithm is the state-of-the-art distributed scheduling algorithm for single-path

routing structures. Yu’s algorithm is selected to compare with our algorithm

because Yu’s algorithm is also designed for data collection with in-network ag-

gregation. Moreover, as elaborated in the Section 2.6, existing research work on
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TDMA scheduling prior to Yu’s algorithm are mostly centralized in nature or

focus on different problems such as data delivery from one source node to one

destination node, or raw data collection. Yu’s algorithm consists of two phases:

constructing a single-path routing structure, and scheduling sensor nodes for

data collection. These two phases are independent. For comparison purpose, we

implemented the scheduling process in Yu’s algorithm on the multi-path routing

structures constructed in our simulated networks. For both our algorithm and

Yu’s algorithm, communication among sensor nodes in the scheduling process

(i.e., during the execution of the scheduling algorithm) is carried out using the

default CSMA protocol in Prowler. Simple acknowledgments and retransmissions

are used to guarantee message delivery in scheduling process [LW03].

In multi-path routing structures, the parent numbers of sensor nodes directly

affect the sizes of sensor nodes’ conflicting sets and thus the length of data collec-

tion schedules. To construct the multi-path routing structures for scheduling, for

each node placement, sensor nodes were first assigned ring indexes using the lo-

calized threshold-based ring assignment approach described in Chapter 3. Then,

every node randomly selected some neighbors in its next inner ring as its par-

ents, subject to a maximum allowable number of parents, to form a multi-path

routing structure. We tested different maximum allowable numbers of parents in

forming multi-path routing structures for evaluating the scheduling algorithms

under different redundancy levels of routing.

As in Chapter 3, both square sensing fields and rectangular sensing fields

were employed in our experiments. Sensor nodes were deployed at random in the

field and the base station was placed at the center of the field. In the default

settings, 400 sensor nodes were deployed in a square field of 150 m × 150 m or

in a rectangular field of 75 m× 300 m. Besides the default settings, we also vary

the sensing field size and node density over wide ranges in Sections 4.4.3 and

4.4.4 respectively to investigate their impacts on our proposed scheduling algo-

rithm. For each experimental setting, we simulated 40 randomly generated node

placements and plot the average results of these simulation runs for performance

comparison together with the 99% confidence interval of the results.
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4.4.2 Impact of the maximal allowable number of sensor

nodes’ parents

First, we evaluate the performance of the scheduling algorithms under different

redundancy levels of routing by varying the maximum allowable number of par-

ents for each sensor node from 1 to 10 in constructing the multi-path routing

structures. Figures 4.5 and 4.6 show the performance results for the default

square and rectangular sensing fields, respectively. We also used Algorithm 3 de-

scribed in Section 4.3 to estimate lower bounds on the latency of data collection

for the multi-path routing structures constructed and plot the results together

with the actual data collection latency resulting from the scheduling algorithms

in Figures 4.5(a) and 4.6(a).

As seen from Figures 4.5(a) and 4.6(a), the latency of data collection result-

ing from both our scheduling algorithm and Yu’s algorithm increases when the

maximum allowable number of parents for every sensor node increases from 1

to 10. This is because when sensor nodes have more children, the sizes of their

conflicting sets increase. Thus, fewer sensor nodes can transmit their data in

parallel, and the length of the data collection schedule produced is increased.

Figures 4.5(a) and 4.6(a) also show that the latency of data collection resulting

from our algorithm is very close to that of Yu’s algorithm across different re-

dundancy levels of routing. In addition, compared with the lower bound latency

estimation, the latency of data collection resulting from our algorithm is within a

small constant factor of 1.5 times of the lower bound latency when the maximum

allowable number of parents for each sensor node is beyond 2. When each sensor

node has at most 1 or 2 parents in the routing structure, the latency of data

collection resulting from our algorithm is slightly longer than 1.5 times of the

lower bound.

Figures 4.5(b) and 4.6(b) show the average number of messages that each node

transmits during the scheduling process. As can be seen, the average number of

messages that a node transmits during the scheduling process increases with the

maximum allowable number of parents for each sensor node. This is because

when sensor nodes have more children, the sizes of their conflicting sets increase.
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Figure 4.5: Performance of different scheduling algorithms in the default square
sensing field. Error bars indicate the 99% confidence intervals of the results.
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Figure 4.6: Performance of different scheduling algorithms in the default rect-
angular sensing field. Error bars indicate the 99% confidence intervals of the
results.
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Thus, in general, more messages are transmitted by a node to inform the nodes

conflicting with it about its schedule. Comparing the two scheduling algorithms,

the number of messages transmitted in Yu’s algorithm is about 3 times that of

our algorithm. This is because in Yu’s scheduling algorithm, each sensor node

may need to coordinate with the unscheduled nodes conflicting with it multiple

times before it is able to make its schedule.

Figures 4.5(c) and 4.6(c) show the running times of different scheduling al-

gorithms. As can be seen, the running time of our algorithm is normally less

than one-third that of Yu’s algorithm. This trend is in line with that of message

complexity shown in Figures 4.5(b) and 4.6(b) because when more messages are

generated in the scheduling process, the time to complete the scheduling process

would generally be longer. The results of Figures 4.5 and 4.6 show that our

scheduling algorithm is effective in reducing the message complexity and running

time of the scheduling process.

4.4.3 Impact of network size

To examine the impact of network size on the performance of the scheduling

algorithms, we kept the average node density at 4/225 node per square meter

and increased the square sensing field size from 50 m × 50 m to 500 m × 500 m,

and increased the rectangular sensing field size from 75 m × 100 m to 75 m × 1900

m. In these experiments, we kept the maximum allowable number of parents for

each sensor node at 5 in constructing the multi-path routing structures. Figures

4.7 and 4.8 show the performance results for square and rectangular sensing fields,

respectively.

As seen from Figures 4.7(a) and 4.8(a), the latency of data collection resulting

from our scheduling algorithm is consistently very close to that of Yu’s algorithm

over a wide range of sensing field sizes. In addition, the latency of data collection

resulting from our algorithm is within the same constant factor of 1.5 times of

the lower bound latency estimation across different sensing field sizes.

Figures 4.7(b) and 4.8(b) show the average number of messages that each node

transmits during the scheduling process. As can be seen, the number of messages
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Figure 4.7: Performance of different scheduling algorithms for different square
sensing fields. Error bars indicate the 99% confidence intervals of the results.
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Figure 4.8: Performance of different scheduling algorithms for different rectangu-
lar sensing fields. Error bars indicate the 99% confidence intervals of the results.
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transmitted in Yu’s algorithm is 3 to 4 times that of our algorithm. Figures

4.7(c) and 4.8(c) show the running times of different scheduling algorithms. The

running time of Yu’s algorithm increases very fast with increasing sensing field

size. In contrast, the running time of our algorithm increases much slower when

the sensing field size increases, and it is consistently shorter than one-third that

of Yu’s algorithm.

4.4.4 Impact of node density

To examine the impact of node density on the performance of the scheduling

algorithms, we varied the number of nodes in the network from 200 to 900 while

keeping the square sensing field size at 150 m × 150 m and the rectangular sensing

field size at 75 m × 300 m. In these experiments, we kept the maximum allowable

number of parents for each sensor node at 5 in constructing the multi-path routing

structures.

As shown in Figures 4.9(a) and 4.10(a), the latency of data collection resulting

from both our scheduling algorithm and Yu’s algorithm increases when the node

density increases. This is because the sizes of the conflicting sets of sensor nodes

generally increase with node density. The results in Figures 4.9(a) and 4.10(a)

also show that the latency of data collection resulting from our algorithm is

similar to that of Yu’s algorithm across different node densities. In addition, the

latency of data collection of our scheduling algorithm is normally within 1.5 times

of the lower bound latency estimation.

Figures 4.9(b) and 4.10(b) show that the average number of messages that

each node transmits during the scheduling process also increases with node den-

sity due to larger conflicting sets of sensor nodes. The number of messages trans-

mitted in Yu’s algorithm increases very fast with increasing node density and is

normally 3 to 4 times that of our algorithm. Figures 4.9(c) and 4.10(c) show the

running times of different scheduling algorithms. As can be seen, the running

time of our algorithm can be less than one-sixth that of Yu’s algorithm at high

node densities. These results show again the effectiveness of our scheduling al-

gorithm in reducing the message complexity and running time of the scheduling
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Figure 4.9: Performance of different scheduling algorithms with different node
densities in the default square sensing field. Error bars indicate the 99% confi-
dence intervals of the results.
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Figure 4.10: Performance of different scheduling algorithms with different node
densities in the default rectangular sensing field. Error bars indicate the 99%
confidence intervals of the results.
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process.

4.5 Summary

In this chapter, we have presented a distributed scheduling algorithm for sensor

data collection through multi-path routing structures. The scheduling algorithm

reduces the coordination overhead among conflicting nodes by resolving their rel-

ative scheduling order prior to the scheduling process. We have also developed

a method for deriving a lower bound on the shortest possible latency of data

collection through a given routing structure. Experimental results show that

our proposed scheduling algorithm substantially reduces the number of messages

transmitted during the scheduling process and has considerably shorter running

time compared to an existing scheduling algorithm. The latency of data collec-

tion resulting from our algorithm is very close to that of the existing scheduling

algorithm and is normally within a small constant factor of 1.5 times of the lower

bound latency estimation across wide ranges of network sizes and node densities.
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Chapter 5

An efficient data collection

scheme

In Chapter 3, we have focused on improving the robustness of sensor data col-

lection by exploiting the broadcast nature of wireless communication to trans-

port sensor data through multiple propagation paths toward the base station.

A distributed scheduling algorithm has been presented in Chapter 4 for con-

structing TDMA schedules for sensor data collection through multi-path routing

structures. TDMA protocols help to improve the energy efficiency and latency

of sensor data collection since communication among sensor nodes can proceed

without contention, collisions or idle listening [GDP05,MLW+09]. However, there

are trade-offs among the robustness, energy efficiency and latency of sensor data

collection through multi-path routing structures. On one hand, a higher level of

routing redundancy increases the number of data propagation paths and thus im-

proves the robustness of sensor data collection. But on the other hand, a higher

level of routing redundancy results in sensor nodes receiving more messages and

consuming more energy in data collection. In addition, as have been shown in

Section 4.4.2, a higher level of routing redundancy also leads to larger conflicting

sets of sensor nodes, thereby increasing the length of data collection schedules.

In this chapter, we design an efficient multi-path data collection scheme that

considers the energy efficiency, the latency and the robustness of data collection

altogether. First, we propose a distributed method for constructing multi-path

100



5.1. Preliminaries

routing structures for sensor data collection. As in the rings overlays in Chapter

3, each sensor node in our proposed multi-path routing structures transmits data

only once to all of its parents in a round of data collection by broadcast. To

achieve a required level of energy efficiency for communication in data collection,

our proposed construction method keeps the number of messages that each sensor

node receives in a round of data collection within a given limit. After the routing

structure is constructed, the TDMA scheduling algorithm presented in Chapter 4

is used to produce a data collection schedule in which each sensor node is assigned

one time slot for transmitting its data to all of its parents in the multi-path routing

structure by broadcast. Then, we develop an enhanced scheme for data collection

in which sensor nodes have opportunities to overhear data from other neighbors in

addition to receiving data from their children in the multi-path routing structure.

By following the same transmission schedule as in the original data collection

scheme, the enhanced scheme is able to improve the robustness of data collection

without sacrificing the latency of data collection and violating the required level of

energy efficiency for communication. We analyze the control parameter setting in

the enhanced data collection scheme for maximizing its benefits. Experimental

results show that our proposed methods achieve significantly better trade-offs

among the robustness, latency and energy efficiency of data collection.

The remainder of this chapter is organized as follows. Section 5.1 introduces

some preliminaries. Section 5.2 elaborates the distributed method for construct-

ing multi-path routing structures that satisfy a required level of energy efficiency

for communication. Section 5.3 presents and analyzes the enhanced scheme for

data collection. Experimental evaluation is described in Section 5.4. Finally, Sec-

tion 5.5 summarizes the chapter. Related work on multi-path routing methods

has been discussed in Section 2.2.2.

5.1 Preliminaries

As in Chapters 3 and 4, we consider a wireless sensor network in which an aggre-

gated result of the data acquired by sensor nodes is to be collected at the base
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station. To cope with communication failures, a multi-path routing structure

rooted at the base station is to be constructed for data collection and aggrega-

tion. Conceptually, the multi-path routing structure is a directed acyclic graph

in which each node has multiple parents and multiple children. The nodes within

the communication range of a sensor node, including its parents and its children,

are called the neighbors of the node.

In a round of data collection, each node first receives data from all of its chil-

dren and aggregates the received data with its own locally acquired data. Then,

the node transmits the aggregated data to all of its parents by broadcast. This

data propagation and aggregation process starts from the nodes with no children

in the multi-path routing structure and proceeds until the base station receives

data from all of its children. Communication among sensor nodes in the data

collection process is coordinated by a TDMA protocol as described in Chapter

4, where time is divided into slots of equal length and the duration of a time

slot allows a sensor node to transmit exactly one message. In a TDMA schedule,

each sensor node is assigned one transmission time slot for its transmission to

its parents by broadcast and a set of receiving time slots for receiving data from

its children. To avoid collisions, only the nodes that do not conflict with each

other are allowed to be scheduled in the same time slot. In addition, to allow

for in-network aggregation, the transmission slot of each node must be scheduled

after the transmission slots of all of its children.

Since the energy cost of computation is insignificant compared to the energy

cost of wireless communication [MFHH02,NGSA04], the energy consumption of a

sensor node in data collection is primarily determined by the number of messages

it transmits and receives. Note that in a round of data collection, each sensor

node transmits only one message to its parents by broadcast, irrespective of its

hop-distance to the base station and the routing structure. Therefore, we take

the number of messages that sensor nodes receive (or equivalently, the number

of their receiving slots in the data collection schedule) as a measure of energy

efficiency for communication. To achieve a required level of energy efficiency

for communication, sensor nodes must limit their numbers of receiving slots in
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the data collection schedule. Since the lifetime of a wireless sensor network is

largely determined by the most energy-consuming node [BAS05], we assume a

maximum allowable number (denoted by m) of receiving slots for every sensor

node in the data collection schedule. Our objective is to construct a multi-path

routing structure and its corresponding data collection schedule in which every

sensor node receives data from at most m other nodes, such that the latency of

data collection is reduced and the robustness of data collection is improved as

much as possible.

5.2 Constructing multi-path routing structures

A natural method to construct a multi-path routing structure over a sensor net-

work is to calculate the hop-distance from every sensor node to the base sta-

tion and let each node transmit its data to the nodes at shorter hop-distances

[CLKB04,NGSA04]. In Chapter 3, we have investigated different approaches for

organizing sensor nodes into rings around the base station, including a greedy

approach and a threshold-based approach. In this chapter, we exploit these ring

assignment approaches and use the resultant ring indexes of sensor nodes as their

hop-distances to the base station for constructing multi-path routing structures.

According to the hop-distances of sensor nodes, a simple method for constructing

a multi-path routing structure is for each node to select all of its neighbors that

have shorter hop-distances than it as its parents. However, this method does not

guarantee that the child number of each sensor node (and hence the number of

its receiving slots in the data collection schedule constructed later) is within a

given bound m.

To ensure that each sensor node receives data from at most m other nodes, we

propose to make parent selections through request-reply interactions between sen-

sor nodes. Specifically, on identifying the neighbors with shorter hop-distances,

a node sends parent-selection requests to them one at a time. On receiving such

a request, if the neighbor has fewer than m children, it accepts the request by
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Figure 5.1: An example multi-path routing structure and its data collection sched-
ule.

sending an acceptance response to the requesting node. Otherwise, if the neigh-

bor already has m children, it denies the request by sending a denial response

to the requesting node. Unlike sensor nodes, the base station accepts all the

parent-selection requests from the nodes at hop-distance 1 because the base sta-

tion normally has much more powerful energy supply than sensor nodes so that

it does not need to limit its number of receiving slots. We shall take the number

of parent-selection requests sent by each sensor node as a control parameter in

the construction of multi-path routing structures.

Figure 5.1(a) shows a sample network in which nodes a, d, g, h, i, j are at hop-

distance 2 and nodes b, c, e, f are at hop-distance 1. Suppose that m = 2 and

each sensor node at hop-distance 2 sends two parent-selection requests to their

neighbors at hop-distance 1 in the following order: i→ e, d→ c, g → f , h→ b,

a → e, i → c, j → f , g → b, a → f , j → c, d → f , h → c. Initially, the sensor

nodes at hop-distance 1 do not have any children. Thus, the first eight requests

i → e, d → c, g → f , h → b, a → e, i → c, j → f , g → b are all accepted

and nodes e, c, f, b each gets two children. After that, the next four requests
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a→ f , j → c, d→ f , h→ c are denied since nodes f and c have already reached

the limit of m = 2 children. Suppose that each node at hop-distance 1 sends

one parent-selection request to the base station. Then, all these parent-selection

requests are accepted by the base station. Figure 5.1(b) shows the resultant

routing structure, in which solid arrows represent the communication links from

children to parents and dotted lines represent other neighboring relations among

sensor nodes.

In Chapter 4, we have presented a distributed scheduling algorithm for data

collection that greedily assigns to each node the earliest collision-free time slot

for its transmission. The scheduling process starts by assigning transmission

slots to the sensor nodes that have no children. Subsequently, each remaining

node is scheduled after all of its children have been assigned transmission slots.

Suppose that the scheduling algorithm assigns transmission slots to the sensor

nodes in the multi-path routing structure of Figure 5.1(b) in the following order:

a, h, d, i, j, g, b, c, e, f . First, node a is assigned slot 0 for its transmission. Since

node h does not conflict with a, node h is also assigned slot 0 for its transmission.

Node d conflicts with h since d has a parent c that is also a neighbor of h. Thus,

the earliest collision-free transmission slot for d is slot 1. Node i conflicts with

both a and d since i and a have a common parent e, and i and d have a common

parent c. Hence, the earliest collision-free transmission slot for node i is slot 2.

Similarly, node j is assigned to slot 3 because it conflicts with nodes a, d and i;

node g is assigned to slot 4 because it conflicts with nodes a, d, i and j. Node b

must transmit data later than its children g and h, so it is assigned to slot 5. Node

c must transmit data later than its children d and i. In addition, node c conflicts

with nodes j, g and b. Therefore, the earliest collision-free transmission slot for

c is slot 6. Similarly, nodes e and f are assigned to slots 7 and 8, respectively.

Figure 5.1(c) shows the resultant schedule for data collection. The length of the

schedule is 9 time slots.
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5.3 Enhanced data collection scheme

In the above method for constructing routing structures, parent-selection requests

are denied when the parent candidates have reached the limit m on their child

numbers. As a result, there may exist some sensor nodes having few or even no

parents at all in the constructed routing structure (e.g., nodes a, d, h, j in Figure

5.1(b)). The robustness of data collection would be limited when the number

of such nodes is significant. On the other hand, there may also exist sensor

nodes that receive fewer than m parent-selection requests because they have

fewer than m neighbors with longer hop-distances (e.g., all nodes at hop-distance

2 in Figure 5.1(b) do not have any neighbors with longer hop-distances). These

nodes would have fewer than m children in the constructed routing structure.

Thus, their allowable energy budgets for receiving data are not fully utilized in

data collection.

In this section, we propose an enhanced scheme for data collection in which

sensor nodes are allowed to overhear data from other neighbors in addition to

receiving data from their children if their child numbers are below the limit m in

the constructed routing structure. Following the original transmission schedule

constructed, each sensor node exploits as many additional receiving slots as pos-

sible for overhearing data from its neighbors provided that its total number of

receiving slots does not exceed the limit m. Overhearing creates additional prop-

agation paths for transporting sensor data to the base station, thereby increasing

the robustness of data collection against communication failures. Meanwhile,

since the original transmission schedule is followed, these additional propagation

paths do not sacrifice the latency of data collection. As opposed to our enhanced

scheme, we shall refer to the original scheme in which data are only propagated

from children to parents in the constructed routing structure as the plain scheme

for data collection.
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5.3.1 Selecting overhearing slots

Due to interference, a sensor node can overhear data from a neighbor in a time

slot only if this neighbor is the only node within its communication range trans-

mitting data in that time slot. In addition, the receiving node can only forward

the overheard data to its parents in the same round of data collection if the over-

hearing time slots are earlier than its own transmission time slot in the schedule.

Given a data collection schedule, for each sensor node, we define the transmission

slots of its neighbors that satisfy the above two conditions as its feasible over-

hearing slots. To develop the enhanced scheme for data collection, each node first

identifies its feasible overhearing slots and then selects as many feasible overhear-

ing slots as possible for receiving data from its neighbors provided that its total

number of receiving slots does not exceed the limit m.

For example, in the routing structure and data collection schedule of Figures

5.1(b) and 5.1(c), node i has three neighbors a, d, f and their respective trans-

mission slots are 0, 1, 8. They are the only neighbors of i transmitting data in

their respective transmission time slots. Also note that node i transmits data in

slot 2. Thus, i’s feasible overhearing slots include slots 0 and 1. Since the limit

m = 2 and node i has not got any receiving slot in the schedule, node i can select

both slots 0 and 1 as its overhearing slots. Similarly, node j has one feasible

overhearing slot 1, so it can select slot 1 as its overhearing slot. Node g has two

feasible overhearing slots 0 and 3, so both slots can be selected as its overhearing

slots. Figures 5.2(a) and 5.2(b) show the data propagation paths in the enhanced

data collection scheme and the resultant data collection schedule respectively. In

Figure 5.2(a), white arrows represent data propagations due to overhearing and

black arrows represent data propagations from children to parents in the original

routing structure.

As can be seen, in the original data collection schedule of Figure 5.1, nodes a,

d, j and h each has only a single propagation path to the base station. In contrast,

in the enhanced scheme, as shown in Figure 5.2, the numbers of propagation

paths from nodes a, d, j and h to the base station are increased substantially

due to overhearing. Thus, the robustness of data collection would be improved
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Figure 5.2: An example schedule in the enhanced data collection scheme.

considerably. Since the original assignment of transmission time slots to sensor

nodes and the limit m are kept unchanged, the improvement in robustness of the

enhanced scheme is achieved without sacrificing the length of the data collection

schedule (i.e., latency) or violating the limit on the number of receiving slots for

each node (i.e., energy efficiency for communication).

When the feasible overhearing slots of a sensor node together with its receiving

slots already assigned in the schedule exceed the limit m, the node can choose

only a subset of the feasible slots for overhearing. In this case, to improve the

robustness of data collection as much as possible, we propose to let sensor nodes

overhear transmissions from the neighbors having the least numbers of parents

in the original routing structure. This is because neighbors with fewer parents

would benefit more significantly from overhearing for improving the robustness

of data collection.

To implement the enhanced scheme, two minor modifications need to be made

to the scheduling algorithm presented in Chapter 4. First, to locally identify the

feasible overhearing slots, each sensor node needs to learn the transmission slots

of all its neighbors. Thus, after each node determines its transmission time slot,

it must announce its transmission time slot to all of its neighbors. So, in the

algorithm of Chapter 4, when a node broadcasts an rt message to announce its

transmission slot, all the neighbors of the node should record the transmission slot

on receiving the rt message. Second, when a node announces its transmission slot

in an rt message, a value representing its number of parents should be included

in the rt message. The purpose is for each node to learn the parent numbers of
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its neighbors for prioritizing the feasible overhearing slots in selection.

5.3.2 Setting the number of parent-selection requests

It is obvious that the number of feasible overhearing slots in the enhanced data

collection scheme depends on the node density because the number of feasible

overhearing slots of any node is limited by its number of neighbors. In addi-

tion, the number of feasible overhearing slots depends on the parent numbers of

sensor nodes in the routing structure constructed, which in turn is affected by

the number of parent-selection requests sent by sensor nodes in the construction

process. If sensor nodes send more parent-selection requests, they would gen-

erally have more parents in the constructed routing structure. So, there would

be more conflicting node pairs in scheduling due to interference among sensor

nodes. As a result, the data collection schedule built is expected to be longer and

there would be fewer nodes transmitting data in each time slot. Thus, the num-

ber of feasible overhearing slots of a sensor node would increase. On the other

hand, if sensor nodes have more parents in the routing structure constructed,

the child numbers of sensor nodes would generally be larger as well. Hence, the

numbers of overhearing slots they can choose would be smaller due to the limit

m on their total numbers of receiving slots. Therefore, an unnecessarily large

number of parent-selection requests would not further increase the total number

of receiving slots used by sensor nodes in the enhanced data collection scheme

and improve the robustness of data collection. In contrast, it only increases the

latency of data collection due to longer schedules. In this section, we develop

a mathematical model to analyze the impact of the node density and the num-

ber of parent-selection requests on the total number of a node’s children and its

neighbors that it can overhear.

Analyzing the expected number of parents of a node

Suppose that each sensor node sends parent-selection requests to k randomly

selected neighbors with shorter hop-distances to the base station. We start by
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calculating the expected number of parents of a sensor node in the routing struc-

ture constructed.

Let r be the transmission range of sensor nodes. For simplicity, we approx-

imate the hop-distance of a node by d l
r
e hops, where l is the distance from the

node to the base station s. That is, the hop-distance of a node is i if the distance

from the node to the base station is between (i− 1) · r and i · r. So, all nodes of

hop-distance i are located in the ring-shaped strip centered at the base station s

with inner radius (i− 1) · r and outer radius i · r. We shall refer to this strip as

the i-hop ring. Now consider a node u at distance hu away from the base station

s. Assume that u is in the i-hop ring, i.e., i = dhu
r
e, and u has a communication

range represented by a circular disk of radius r centered at u. As shown in Figure

5.3, the i-hop ring divides u’s communication range into three regions: one region

closer to the base station than u (region I in Figure 5.3), one region containing

node u (region II in Figure 5.3), and one region further away from the base station

than u (region III in Figure 5.3). The nodes in region I are u’s neighbors that

have shorter hop-distances than u and are u’s parent candidates. Assuming that

sensor nodes are uniformly distributed over the network, the expected number

of u’s neighbors with shorter hop-distances is then given by the area of region I

times the node density.

Note that region I is the intersection between two sectors sY Z and uY Z,
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where Y, Z are the intersection points of two circular disks centered at the base

station s and node u with radius d = (i− 1) · r and r, respectively. Considering

triangle 4Y su, we have

cos Ŷ us =
r2 + h2u − d2

2rhu
,

and

cos Ŷ su =
d2 + h2u − r2

2dhu
.

Thus,

Ŷ uZ = 2 · Ŷ us = 2 · arccos
r2 + h2u − d2

2rhu
,

and

Ŷ sZ = 2 · Ŷ su = 2 · arccos
d2 + h2u − r2

2dhu
.

The areas of sectors uY Z and sY Z are given by 1
2
r2 · Ŷ uZ and 1

2
d2 · Ŷ sZ re-

spectively, and the areas of triangles 4uY Z and 4sY Z are 1
2
r2 · sin Ŷ uZ and

1
2
d2 · sin Ŷ sZ respectively. Therefore, the area of region I can be derived as the

following function A(hu) of the distance hu from node u to the base station s:

A(hu) =
r2

2

(
Ŷ uZ − sin Ŷ uZ

)
+
d2

2

(
Ŷ sZ − sin Ŷ sZ

)
=
r2

2

(
2 · arccos

r2 + h2u − d2

2rhu
− sin

(
2 · arccos

r2 + h2u − d2

2rhu

))

+
d2

2

(
2 · arccos

d2 + h2u − r2

2dhu
− sin

(
2 · arccos

d2 + h2u − r2

2dhu

))
.

Let ρ be the node density. Then, the number of u’s parent candidates is

given by A(hu) · ρ. If A(hu) · ρ > k, node u randomly selects k parent candi-

dates and sends parent-select requests to them. If A(hu) · ρ ≤ k, node u sends

parent-selection requests to all A(hu) · ρ parent candidates. Denote by p(hu) the

probability that node u sends a parent-selection request to a particular parent
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candidate in region I. We have

p(hu) =


k

A(hu)·ρ , if A(hu) · ρ > k,

1, if A(hu) · ρ ≤ k.

Now consider a parent candidate v at hop-distance (i − 1) in region I. The

nodes that may send parent-selection requests to v are those in v’s communication

range and have longer hop-distances than v, i.e., the nodes located in the portion

of v’s communication range that is in the i-hop ring (as shown by region IV in

Figure 5.3). To calculate the expected number of parent-selection requests that

node v receives, let PQ be an arc centered at the base station s that is within

region IV (see Figure 5.3). Suppose that the radius of arc PQ is h, i.e., the

distance of any point on arc PQ to the base station s is h. Then, all nodes on

arc PQ have the same expected number of parent candidates A(h) · ρ. Hence,

each of them has the same probability p(h) to send a parent-selection request to

node v. The number of nodes on arc PQ depends on the length of arc PQ. Note

that P̂ sQ = 2 · P̂ sv. Considering triangle 4Psv, we have

cos P̂ sv =
h2 + h2v − r2

2hhv
,

where hv is the distance from node v to the base station s. Then, the length of

arc PQ is given by

P̂ sQ · h = 2 · P̂ sv · h = 2h · arccos
h2 + hv

2 − r2

2hhv
.

Since arc PQ is within region IV, the possible range of its radius h is from

(i− 1) · r to (hv + r). Therefore, the expected number of nodes in region IV that

send parent-selection requests to v is given by

f(hv) =
∫ hv+r

(i−1)·r
p(h) · ρ · 2h · arccos

h2 + hv
2 − r2

2hhv
dh.

Due to the limit m on its number of receiving slots, node v can only accept
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up to m parent-selection requests. Thus, the expected probability that node v

accepts the parent-selection request from a node in region IV is given by

q(hv) =


m

f(hv)
, if f(hv) > m,

1, if f(hv) ≤ m.

Recall that the probability that node u sends a parent-selection request to

node v is p(hu). Thus, the probability that u sends a parent-selection request to

v and v accepts the request (i.e., v becomes a parent of u in the routing structure)

is p(hu) · q(hv). To calculate the expected number of u’s parents, consider the

arc P ′Q′ centered at the base station s with radius hv that is within region I (see

Figure 5.3). All nodes on arc P ′Q′ have the same probability p(hu) · q(hv) to

become u’s parent. The number of nodes on arc P ′Q′ depends on the length of

arc P ′Q′. Note that ̂P ′sQ′ = 2 · P̂ ′su. Considering triangle 4P ′su, we have

cos P̂ ′su =
h2u + h2v − r2

2huhv
.

Therefore, the length of arc P ′Q′ is

̂P ′sQ′ · hv = 2 · P̂ ′su · hv = 2hv · arccos
h2u + h2v − r2

2huhv
.

Since arc P ′Q′ is within region I, the possible range of its radius hv is from (hu−r)
to (i− 1) · r. Therefore, the expected number of u’s parents is given by

fp(hu) =
∫ (i−1)·r

hu−r
p(hu)q(hv) · ρ · 2hv · arccos

h2u + h2v − r2

2huhv
dhv.

Analyzing the number of a node’s children and its neighbors that it

can overhear in a valid data collection schedule

Now we analyze the total number of node u’s children and u’s neighbors that it

can overhear in a valid data collections schedule. We focus on the neighbors of u

at the same or longer hop-distances than u, i.e., the nodes in regions II and III

shown in Figure 5.3.
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Consider a node n1 in region II or region III. We first calculate the probability

for node n1 to conflict with other neighbors of u in scheduling. Let n2 be another

neighbor of u, which can be located in region I, II or III. Let hn1 and hn2 be

the distances from nodes n1 and n2 to the base station s respectively. If n1 is

in region III (i.e., hn1 ≥ i · r), n1 is at hop-distance (i + 1) and it may be a

child of u. Following the earlier analysis, the probability that n1 is a child of

u is given by p(hn1) · q(hu). In this case, n1 certainly conflicts with all other

neighbors of u including n2. Similarly, if n2 is in region III (i.e., hn2 ≥ i · r), n2

has a probability of p(hn2) · q(hu) to be a child of u, in which case n2 conflicts

with all other neighbors of u including n1. If neither node n1 nor node n2 is a

child of u, whether n1 conflicts with n2 depends on whether any parent of n1 is

inside the communication range of n2 and whether any parent of n2 is inside the

communication range of n1. If n1 is in region II (i.e., n1 is at hop-distance i), as

shown in Figure 5.4(a), the parents of n1 in n2’s communication range are those

within region X, which is the intersection area among the communication ranges

of n1, n2 and the (i− 1)-hop ring. Since n1 has a total number of fp(hn1) parents

distributed in a region of area A(hn1), the expected number of n1’s parents within

n2’s communication range, denoted by fx(n1, n2), can be approximated by

fx(n1, n2) =
SX

A(hn1)
· fp(hn1),
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where SX is the area of region X. Similarly, if n1 is in region III (i.e., n1 is

at hop-distance (i + 1)), as shown in Figure 5.4(b), the parents of n1 in n2’s

communication range are those within region W , which is the intersection area

among the communication ranges of n1, n2 and the i-hop ring. Since n1 has a

total number of fp(hn1) parents distributed in a region of area A(hn1), fx(n1, n2)

can be approximated by

fx(n1, n2) =
SW

A(hn1)
· fp(hn1),

where SW is the area of region W . The expected number of n2’s parents within

n1’s communication range, denoted by fx(n2, n1), can be calculated in a similar

way. If n1 or n2 has at least one parent in the communication range of the other,

they must conflict with each other. Otherwise, the probability that they conflict

with each other can be approximated by the expected number of parents of one

node in the communication range of the other. Therefore, the probability that

n1 conflicts with n2 is given by

pc(n1, n2) =



1, if either n1 or n2 is a child of u,

1, if n1 and n2 are not u’s children and

fx(n1, n2) ≥ 1 or fx(n2, n1) ≥ 1,

1− (1− fx(n1, n2)) · (1− fx(n2, n1)), otherwise.

We integrate pc(n1, n2) over all possible positions (xn2 , yn2) of n2 in the com-

munication range of u to calculate the expected number of u’s neighbors that

conflict with n1:

C(n1) =
∫∫

u’s communication range

ρ · pc(n1, n2) dxn2 dyn2 .

If n1 conflicts with an overwhelming number of u’s neighbors, n1 is most

likely to be assigned a transmission slot different from all other neighbors of u

by the scheduling algorithm. The expected number of u’s neighbors is ρπr2. On
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computing C(n1), we compare dC(n1)e against a threshold value ρπr2. If dC(n1)e
is not less than ρπr2, we consider n1 to have a transmission slot different from

all other neighbors of u. In this case, n1 can either be a child of u or a neighbor

that u can overhear. Integrating the results over all possible positions of n1 in

regions II and III, we obtain the total number of u’s children and u’s neighbors

that it can overhear.

Numerical results

Using the above theoretical analysis, we shall investigate the expected number

of a node’s children and neighbors that it can overhear in a valid data collection

schedule across a wide range of network settings. In the following numerical re-

sults, we varied the node density (i.e., ρπr2, the number of a node’s neighbors), k

(the number of parent-selection requests sent by a node), and m (the maximum

allowable number of receiving slots of sensor nodes) across wide ranges of values.

Figures 5.5 to 5.8 plot the total number of u’s children and u’s neighbors that it

can overhear as a function of i (the hop-distance of node u) and k for different

node densities and m. As expected, the total number of a node’s children and

neighbors that it can overhear generally increases with k.

The numerical results shown in Figures 5.5 to 5.8 indicate that when k de-

creases from m down to 3, the total number of a node’s children and its neighbors

that it can overhear would not be reduced much. When k is smaller than 3, this

number decreases sharply with k. Recall that a large k generally leads to more

parents for sensor nodes and hence more conflicting node pairs in scheduling and

longer data collection schedules. Therefore, to maximize the robustness of data

collection without unnecessarily increasing the latency of data collection, we pro-

pose to let each node send k = 3 parent-selection requests if m ≥ 3 and send

k = m parent-selection requests if m < 3 in constructing the multi-path routing

structure. This analytical result is used as a design guide line for our enhanced

data collection scheme and shall be verified by the experimental results in Section

5.4.
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Figure 5.5: Total number of u’s children and u’s neighbors that it can overhear.
m is set at 0.2ρπr2.
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Figure 5.6: Total number of u’s children and u’s neighbors that it can overhear.
m is set at 0.3ρπr2.
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Figure 5.7: Total number of u’s children and u’s neighbors that it can overhear.
m is set at 0.4ρπr2.

119



5.3. Enhanced data collection scheme

2
3

4
5

6
7

8
9
10 1

2
3

4
5

 0

 1

 2

 3

 4

 5

To
ta

l n
um

be
r o

f u
’s

 c
hi

ld
re

n 
an

d 
 u

’s
 n

ei
gh

bo
rs

 th
at

 it
 c

an
 o

ve
rh

ea
r

i
k

(a) ρπr2 = 10

2
3

4
5

6
7

8
9
10 1 2 3 4 5 6 7 8 9 10

 0

 2

 4

 6

 8

 10

To
ta

l n
um

be
r o

f u
’s

 c
hi

ld
re

n 
an

d 
 u

’s
 n

ei
gh

bo
rs

 th
at

 it
 c

an
 o

ve
rh

ea
r

i
k

(b) ρπr2 = 20

2
3

4
5

6
7

8
9
10 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

 0

 2

 4

 6

 8

 10

 12

 14

To
ta

l n
um

be
r o

f u
’s

 c
hi

ld
re

n 
an

d 
 u

’s
 n

ei
gh

bo
rs

 th
at

 it
 c

an
 o

ve
rh

ea
r

i
k

(c) ρπr2 = 30

Figure 5.8: Total number of u’s children and u’s neighbors that it can overhear.
m is set at 0.5ρπr2.
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5.4 Performance evaluation

5.4.1 Experimental setup

We conducted simulation experiments to evaluate our proposed methods for con-

structing multi-path routing structures and collecting sensor data. We imple-

mented the proposed methods for constructing multi-path routing structures and

collecting sensor data using the same Prowler simulator as described in Section

3.4 of Chapter 3. Communication among sensor nodes in the construction pro-

cesses of routing structures and data collection schedules is carried out using the

default CSMA protocol in Prowler. As in Chapter 4, simple acknowledgments

and retransmissions are used to guarantee message delivery in the scheduling

process [LW03].

Both square and rectangular sensing fields were employed in our experiments.

Sensor nodes were deployed at random in the field and the base station was placed

at the center of the field. In the default settings, 400 sensor nodes were deployed

in a square field of 150 m×150 m or in a rectangular field of 75 m×300 m. Besides

the default settings, we also vary the node density and sensing field size over wide

ranges in Sections 5.4.4 and 5.4.5 respectively to investigate their impacts on our

proposed methods.

We made use of the distributed scheduling algorithm presented in Chapter 4

for constructing data collection schedules. On constructing the schedule, we sim-

ulated 1000 rounds of data collection to evaluate the robustness of data collection.

As in Chapter 3, for simplicity, we assumed that the sizes of the aggregated data

transmitted by sensor nodes to their parents in a round of data collection fit into

one packet by means of digest-based representations [NGSA04,CLKB04]. The ro-

bustness of data collection was measured by the mean proportion of nodes whose

acquired data reach the base station in a round of data collection. For compari-

son purpose, we also implemented a baseline scheme for constructing multi-path

routing structures and collecting sensor data. In the baseline scheme, there is

no limit on the number of receiving slots of sensor nodes (i.e., m is infinite).

Each node simply chooses all neighbors that have longer hop-distances than it
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as its children. For each experimental setting, we simulated 40 randomly gener-

ated node placements and plot the average results of these simulation runs for

performance comparison together with the 99% confidence interval of the results.

5.4.2 Performance of the greedy and the threshold-based

approaches for assigning hop-distances

Recall that we exploit the ring assignment methods presented in Chapter 3 to

determine the hop-distances of sensor nodes for constructing multi-path routing

structures. We first compare the localized threshold-based approach and the

greedy approach of Chapter 3 for hop-distance assignment. In this experiment,

we use the plain data collection scheme in which data are only propagated from

children to parents in the constructed routing structure and no overhearing is

exploited.

Figure 5.9(a) shows the robustness of data collection resulting from differ-

ent hop-distance assignment approaches for the default square sensing field of

150 m× 150 m. Here, Greedy represents the greedy approach and LT represents

the localized threshold-based approach for hop-distance assignment. In this ex-

periment, we varied the maximum allowable number of receiving slots m from

1 to 10. As can be seen, the LT approach for hop-distance assignment leads

to significantly higher robustness of data collection as compared to the greedy

approach, which is consistent with the performance trends of the experimental

results in Section 3.4. For example, when the maximum allowable number of

receiving slots is 4, the LT approach leads to a robustness of about 67% while

the greedy approach results in a robustness of less than 25%. This is because

in the LT approach, sensor nodes are less likely to have few neighbors of shorter

hop-distances due to the use of a threshold value. So, the LT approach reduces

the chance for sensor nodes to have few parents in the constructed routing struc-

ture and thus improves the robustness of data collection. Meanwhile, due to the

increase in the parent numbers of sensor nodes (see Figure 5.9(b)), the LT ap-

proach introduces more conflicting node pairs for scheduling. Therefore, as shown

in Figure 5.9(c), the LT approach for hop-distance assignment generally leads to
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Figure 5.9: Performance of different hop-distance assignment approaches for the
default square sensing field. Error bars indicate the 99% confidence intervals of
the results.
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Figure 5.10: Performance of different hop-distance assignment approaches for the
default rectangular sensing field. Error bars indicate the 99% confidence intervals
of the results.
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slightly longer latency of data collection as compared to the greedy approach.

The results in Figures 5.9(a) and 5.9(c) show that at similar latency of data

collection, the LT approach can significantly improve the robustness as well as the

energy efficiency of data collection as compared to the greedy approach for hop-

distance assignment. For example, the LT approach with m = 4 and the greedy

approach with m = 8 offer similar latency of data collection (Figure 5.9(c)). The

LT approach with m = 4 leads to much higher robustness of data collection than

the greedy approach with m = 8 (Figure 5.9(a)). In addition, a smaller m value

implies a higher level of energy efficiency for communication of the data collection

process. Thus, the LT approach with m = 4 is more energy efficient than the

greedy approach with m = 8.

Similarly, to achieve a certain level of robustness, the LT approach can offer

higher energy efficiency with shorter latency of data collection as compared to

the greedy approach. For example, the LT approach with m = 3 and the greedy

approach with m = 7 both achieve a robustness of about 45%. The LT approach

with m = 3 is more energy efficient than the greedy approach with m = 7 and

also has slightly shorter latency of data collection than the greedy approach with

m = 7.

Overall, the LT approach for hop-distance assignment achieves much better

trade-offs among the latency, robustness and energy efficiency of data collection

compared to the greedy approach. Similar performance trends are also observed

from the results for the default rectangular sensing field as shown in Figures

5.10(a), 5.10(b) and 5.10(c). Therefore, in the following experiments, we employ

the LT approach for hop-distance assignment in the construction of multi-path

routing structures.

5.4.3 Performance of the proposed data collection schemes

Now, we compare our proposed plain and enhanced data collection schemes and

the baseline scheme. In this experiment, we varied the maximum allowable num-

ber of receiving slots m from 1 to 10 and set k (the number of parent-selection

requests sent by each node) equal to m.
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Figure 5.11(a) shows the latency of data collection resulting from different

data collection schemes for the default square sensing field. As expected, the

latency of data collection resulting from the enhanced scheme is identical to that

of the plain scheme since the enhanced scheme follows the same transmission

schedule as the plain scheme. The plain and enhanced schemes consistently lead

to shorter latency of data collection compared to the baseline scheme. This

is because in the baseline scheme, sensor nodes do not limit their numbers of

children, which would lead to more conflicting node pairs in scheduling. The

improvement of our proposed schemes in the latency of data collection is more

significant when m is smaller because the child numbers of sensor nodes decerase

with m.

Figure 5.11(b) shows the robustness of data collection for different data col-

lection schemes for the default square sensing field. When m = 1, each node

can have at most one child in the routing structures constructed by our proposed

schemes. Each node sends k = m = 1 parent-selection request to a parent can-

didate. If the parent-selection request sent by a node is denied by the parent

candidate, this node together with all of its descendants would be disconnected

from the base station. Thus, the robustness of data collection resulting from our

schemes is low. In addition, when m = 1, there is little opportunity for nodes

to overhear from their neighbors. Therefore, the plain and enhanced schemes

have similar robustness of data collection. When m increases, the robustness

of data collection resulting from our schemes increases rapidly. Figure 5.11(b)

shows that the enhanced scheme significantly improves the robustness of data

collection compared to the plain scheme. This demonstrates that letting sensor

nodes overhear data from their neighbors effectively increases the chance for sen-

sor data to be successfully delivered to the base station. When m goes beyond

5, the enhanced scheme even outperforms the baseline scheme in the robustness

of data collection.

To achieve the same level of robustness, the enhanced scheme can reduce the

latency of data collection. For example, the enhanced scheme at m = 5 achieves a

similar level of robustness to the baseline scheme and has about 10% lower latency
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Figure 5.11: Performance of different data collection schemes for the default
square sensing field. Error bars indicate the 99% confidence intervals of the
results.

of data collection than the baseline scheme. Moreover, the baseline scheme which

does not limit the child numbers of sensor nodes leads to a maximum number

of about 16 receiving slots for sensor nodes in the data collection schedule. In

contrast, in our schemes, the maximum number of receiving slots of sensor nodes

is limited by m. Thus, the enhanced scheme at m = 5 can reduce the maximum

energy consumption of sensor nodes in receiving data by (16−5)
16

= 69%. Since each

node has only one transmission slot in the schedule, the energy consumption

of each node in transmitting data is the same in all the schemes. Therefore,

the enhanced scheme at m = 5 can substantially reduce the maximum energy
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Figure 5.12: Performance of different data collection schemes for the default
rectangular sensing field. Error bars indicate the 99% confidence intervals of the
results.

consumption of sensor nodes in transmitting and receiving data compared to the

baseline scheme. When m increases to 10, our enhanced scheme still reduces

the maximum energy consumption of sensor nodes in receiving data by (16−10)
16

=

38% and has similar latency of data collection compared to the baseline scheme.

In this case, the enhanced scheme outperforms the baseline scheme by 10% in

the robustness of data collection. These results demonstrate that our enhanced

scheme with k = m achieves better trade-offs among the robustness, latency and

energy efficiency of data collection as compared to the baseline scheme. Similar

performance trends are also observed from the results for the default rectangular
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sensing field as shown in Figure 5.12.

The results in Figures 5.11 and 5.12 have shown the performance of the en-

hanced scheme with k = m. To evaluate the impact of different k values, we

varied k from 1 to m and plotted the performance of the enhanced scheme for

different m values in Figures 5.13 and 5.14. The results in Figures 5.13(a) and

5.14(a) show that when k decreases from m to 3, the average number of receiv-

ing slots of sensor nodes (including the receiving slots to hear from children and

the receiving slots to overhear from neighbors) remain quite stable. When k

continues to decrease below 3, the average number of receiving slots decreases

remarkably. This performance trend is consistent with the analytical results as

shown in Figures 5.5 to 5.8. Since the number of propagation paths from sensor

nodes to the base station decreases with decreasing number of receiving slots of

sensor nodes, as shown in Figures 5.13(b) and 5.14(b), the robustness of data

collection follows the same trend as the average number of receiving slots: the

robustness remains almost unchanged when k decreases from m to 3 and drops

rapidly when k continues to decrease below 3. Figures 5.13(c) and 5.14(c) show

that the latency of data collection generally decreases with decreasing k values.

This is because a smaller k value results in fewer parents of sensor nodes in the

constructed routing structure and thus fewer conflicting node pairs in scheduling.

Overall, setting k = 3 in the enhanced scheme is able to produce high robustness

without introducing unnecessarily long latency of data collection.

Figures 5.15 and 5.16 compare the performance of the enhanced scheme with

k set at 3 if m ≥ 3 and set at m if m < 3 against other schemes. As seen from

Figure 5.15(a), when m increases, the latency of data collection resulting from the

plain scheme and the enhanced scheme with k = m steadily increases from about

30 to 92 time slots in the default square sensing field. In contrast, when m goes

beyond 3, the latency of data collection resulting from the enhanced scheme with

k = min(m, 3) becomes stable at only 78 time slots. Figure 5.15(b) shows that

the enhanced scheme with k = min(m, 3) achieves a similar level of robustness

as compared to the enhanced scheme with k = m. Under the same m value,

the enhanced scheme with k = min(m, 3) also has the same maximum energy
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Figure 5.13: Performance of the enhanced data collection scheme with different k
values for the default square sensing field. Error bars indicate the 99% confidence
intervals of the results.
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Figure 5.14: Performance of the enhanced data collection scheme with different
k values for the default rectangular sensing field. Error bars indicate the 99%
confidence intervals of the results.
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Figure 5.15: Performance of the enhanced data collection scheme with k =
min(m, 3) for the default square sensing field. Error bars indicate the 99% con-
fidence intervals of the results.

consumption of sensor nodes for communication as the enhanced scheme with

k = m. These results show that the enhanced scheme with k = min(m, 3) achieves

even better trade-offs among the robustness, latency and energy efficiency of data

collection compared to the enhanced scheme with k = m. Similar performance

trends are also observed from the results for the default rectangular sensing field

as shown in Figure 5.16.

5.4.4 Impact of node density

To examine the impact of node density, we increased the number of sensor nodes

in the network from 200 to 900 while keeping the square sensing field size at
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Figure 5.16: Performance of the enhanced data collection scheme with k =
min(m, 3) for the default rectangular sensing field. Error bars indicate the 99%
confidence intervals of the results.

150 m × 150 m and the rectangular sensing field size at 75 m × 300 m. In this

way, the average node degree increases from 12.7 to 57.7 for the square sensing

field, and increases from 12.3 to 55.4 for the rectangular sensing field. In these

experiments, m was set at 10. Figures 5.17 and 5.18 compare the performance

of the baseline scheme, the plain scheme with k = m and the enhanced scheme

with k = min(m, 3) = 3.

As shown in Figures 5.17(a) and 5.18(a), when the node density increases,

the latency of data collection resulting from the enhanced scheme with k = 3

increases much slower than the other two schemes and is consistently shorter

than the other two schemes. On the other hand, the latency performance of the
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intervals of the results.
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Figure 5.18: Performance of different data collection schemes at different node
densities in the rectangular sensing field. Error bars indicate the 99% confidence
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baseline scheme is always the worst among the three schemes.

Figures 5.17(b) and 5.18(b) show that the robustness of data collection in-

creases with node density for all the three schemes. At low node densities, the en-

hanced scheme with k = 3 significantly improves the robustness of data collection

compared to the other two schemes. This again demonstrates the effectiveness

of overhearing in the enhanced scheme. At high node densities, the robustness

resulting from all the three schemes becomes similar because in either scheme,

the sensor nodes have sufficiently large numbers of propagation paths to the base

station.

Figures 5.17(c) and 5.18(c) show that in the baseline scheme, the maximum

number of receiving slots of sensor nodes increases rapidly with node density. In

contrast, the maximum number of receiving slots of sensor nodes in our proposed

schemes is kept constant at m = 10.

The results in Figures 5.17 and 5.18 demonstrate that our enhanced scheme

with k = 3 effectively improves the robustness and energy efficiency of data

collection and reduces the latency of data collection compared to the baseline

scheme across a wide range of node densities.

5.4.5 Impact of network size

To examine the impact of network size, we kept the average node density at

4/225 node per square meter and varied the sensing field size. The square sensing

field size was varied from 50 m × 50 m to 500 m × 500 m, and the rectangular

sensing field size was varied from 75 m × 100 m to 75 m × 1900 m. In these

experiments, m was set at 10. Figures 5.19 and 5.20 compare the performance

of the baseline scheme, the plain scheme with k = m and the enhanced scheme

with k = min(m, 3) = 3.

As seen from Figures 5.19(a) and 5.20(a), the latency of data collection in-

creases with network size for all three schemes. The enhance scheme with k = 3

consistently results in lower latency of data collection than the other two schemes.

Figures 5.19(b) and 5.20(b) show that the robustness resulting from the enhanced

scheme is consistently higher than that of the other two schemes, which implies
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the effectiveness of overhearing in the enhanced scheme. Figures 5.19(c) and

5.20(c) show that the maximum number of receiving slots of sensor nodes in the

baseline scheme is normally above 15 across different network sizes while the max-

imum number of receiving slots of sensor nodes in our proposed schemes is only

m = 10. These results again demonstrate that our proposed enhanced scheme

with k = 3 can considerably improve the robustness and energy efficiency of data

collection and reduce the latency of data collection compared to the baseline

scheme across a wide range of network sizes.

5.5 Summary

In this chapter, we have presented a distributed method for constructing multi-

path routing structures and developed an enhanced scheme for sensor data col-

lection. The proposed method for constructing multi-path routing structures

achieves a required level of energy efficiency for communication by limiting the

number of receiving slots of sensor nodes. The enhanced data collection scheme

exploits the broadcast nature of wireless communication so that sensor nodes can

overhear data from their neighbors in order to improve the robustness of data

collection. Experimental results show that our proposed methods achieve better

trade-offs among the robustness, latency and energy efficiency of data collection.
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Chapter 6

Conclusion

In this thesis, we have focused on collecting data acquired by sensor nodes in

wireless sensor networks through multi-path routing structures. Multi-path rout-

ing is an important approach for robust sensor data collection against failures in

wireless communication among sensor nodes. The robustness of data collection

directly affects the accuracy of the collected data. In addition to improving the

robustness of sensor data collection, we have also considered two other quality

measurements of sensor data collection: energy efficiency and time efficiency. En-

ergy efficiency is critical to many sensor network applications since the energy

supplies of sensor nodes are limited. It may not be feasible to replace or recharge

the energy supplies of sensor nodes in many situations especially when sensor

nodes are deployed in harsh environments beyond the reach of network operators.

Time efficiency is also of primary importance to many sensor network applications

due to the real-time nature of monitoring applications. These quality measure-

ments of robustness, energy efficiency and time efficiency are inter-related in that

improving one quality measurement may affect other quality measurements at

the same time.

In this thesis, we have developed several new techniques for improving the

robustness, energy efficiency and latency of sensor data collection in error-prone

communication environments. In this chapter, we summarize our contributions

and discuss some directions for future research.
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6.1. Our proposed methods and contributions

6.1 Our proposed methods and contributions

Our proposed methods and contributions in this thesis are summarized as follows:

1. To improve the robustness of data collection against communication fail-

ures, we have designed a distributed approach for organizing sensor nodes

into different rings around the base station to construct a rings overlay.

Rings overlay is a class of multi-path routing structures that makes use of

the broadcast nature of wireless communication for transporting sensor data

through multiple interleaving propagation paths to the base station. The

objective of our proposed approach is to assign sensor nodes to appropriate

rings to prevent sensor nodes from having only few propagation paths to

the base station and let as many nodes benefit from multi-path routing as

possible. The proposed ring assignment approach is fully distributed and

does not require sensor nodes to have global knowledge about the entire

network. We have also designed and analyzed an enhanced scheme for re-

laying data to the base station from the sensor nodes that are one hop away

from the base station. The goal is to improve the resilience of these nodes

to communication failures without requiring them to transmit their data

multiple times. Experimental results show that compared with a baseline

greedy construction approach and the original relay scheme, the proposed

techniques of overlay construction and relay enhancement significantly im-

prove the robustness and accuracy of sensor data collection through the

rings overlay.

2. We have proposed a multi-path sensor data collection scheme that considers

the energy efficiency for communication, the time efficiency and the robust-

ness of data collection altogether. The proposed scheme consists of a dis-

tributed method for constructing multi-path routing structures for TDMA-

based sensor data collection and an enhanced data collection scheme. Our

proposed method constructs multi-path routing structures in which the

number of messages that each node transmits and receives in a round of

data collection is kept within a given limit in order to achieve a required
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level of energy consumption for communication. In the enhanced data col-

lection scheme, sensor nodes exploit overhearing to receive data from their

neighbors other than those in the multi-path routing structures constructed,

thereby increasing the numbers of data propagation paths from sensor nodes

to the base station. The goal of the enhanced scheme is to improve the ro-

bustness of data collection without sacrificing the latency of data collection

and violating the required level of energy efficiency. We have analyzed the

control parameter setting in the enhanced data collection scheme for maxi-

mizing the benefits of overhearing. Experimental results show that our pro-

posed methods achieve significantly better trade-offs among the robustness,

latency and energy efficiency of data collection.

3. We have proposed an efficient distributed scheduling algorithm for TDMA-

based sensor data collection through multi-path routing structures. Our

proposed scheduling algorithm is designed to reduce the message complexity

and the running time of the scheduling process as much as possible. We have

also developed a method for deriving a lower bound on the shortest possi-

ble latency of data collection through a given routing structure. The lower

bound latency estimation offers a practical method to evaluate the time

efficiency of data collection schedules produced by scheduling algorithms.

Experimental results show that our proposed scheduling algorithm greatly

reduces the number of messages transmitted in the scheduling process and

has much shorter running time as compared to an existing algorithm. The

length of the data collection schedule produced by our algorithm is nor-

mally within 1.5 times of the lower bound estimate across a wide range of

network settings.

6.2 Future research directions

Efficient sensor data collection in error-prone communication environments has

increasingly become an important issue in wireless sensor networks. There are

opportunities for more research on improving various quality measurements of
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data collection in large-scale sensor networks. In this section, we discuss some

interesting directions for future research.

1. Various aggregation techniques [NGSA04, SBAS04] have been developed

for reducing network traffic and improving the energy efficiency of sensor

data collection. However, most of these techniques are able to support

only simple aggregates such as average or median and simple types of data

such as single numerical values. Designing and analyzing new aggregation

techniques to support more complex types of aggregates and new types of

data such as multi-dimensional location information would be an interesting

research direction.

2. Time efficiency is an important quality measurement of data collection due

to the real-time nature of monitoring applications. As shown in Sections

4.4 and 5.4, the latency of data collection increases rapidly with the size of

the network. In order to meet a strict latency requirement of sensor data

collection in large-scale networks, the networks may have to be partitioned

into smaller parts and multiple base stations would need to be deployed to

collect data from different parts of the networks. However, due to many

constraints relating to the costs of deploying and maintaining a base sta-

tion, the number of base stations deployed in a sensor network should be

minimized. There has not been much work on sensor network partitioning

for guaranteeing a required time latency of data collection. In addition, the

locations of base stations must be carefully selected since they also strongly

affect the time efficiency of sensor data collection.

3. In addition to coping with communication failures, sensor network applica-

tions would also need to deal with hardware failures of sensor nodes. When

node failures occur in TDMA-based data collection, both the multi-path

routing structure and the schedules of sensor nodes would need to be ad-

justed together. In addition, security services would have to be designed to

alert network operators when node failures occur at some critical parts of

the network. These are both important and practical requirements of many
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sensor network applications. More research on these issues would be very

useful.

4. Beside the periodic data collection scenario discussed in our thesis, there

exists another data collection scenario in which different sensor nodes can

report data at different rates to the base station. For example, in an ap-

proximate data collection, a sensor node would report data to the base

station in a round of data collection only if its acquired data is significantly

different from the data it acquired in the previous round. Thus, the data

reporting rates of different sensor nodes may be different. To support this

data collection scenario, we would need to design flexible data collection

schedules that support different traffic requirements. This is an interesting

research direction that deserves more work in the future.

5. In Chapter 5, we separate the scheduling and overhearing slot assignment

processes from the construction of routing structures in order to make the

scheduling algorithm and the enhanced data collection scheme independent

of the underlying routing structures. As a result, our proposed data col-

lection scheduling algorithm and enhanced data collection scheme can be

applied to any existing multi-path or single-path routing structures. On the

other hand, a joint optimization on the construction of routing structures to-

gether with the scheduling and overhearing slot assignment processes might

further improve the performance of the resultant data collection scheme. It

would be an interesting future direction to investigate the possible benefit

and cost of such joint optimization.
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List of publications

During the thesis research, I have published the following articles:

1. H. V. Luu and X. Tang. “On the Construction of Rings Overlay for Robust

Data Collection in Wireless Sensor Networks.” In Proceedings of the 2010

IEEE Wireless Communications and Networking Conference (WCNC), 6

pages, Sydney, Australia, April 2010.

2. H. V. Luu and X. Tang. “An Enhanced Relay Scheme for Robust Data

Collection through Rings Overlay in Wireless Sensor Networks.” In Pro-

ceedings of the 2010 IEEE Wireless Communications and Networking Con-

ference (WCNC), 6 pages, Sydney, Australia, April 2010.

3. H. V. Luu and X. Tang. “An Efficient Scheduling Algorithm for Data

Collection through Multi-path Routing Structures in Wireless Sensor Net-

works.” In Proceedings of the 6th International Conference on Mobile Ad-

hoc and Sensor Networks (MSN), pp. 68-73, Hangzhou, China, December

2010.

4. H. V. Luu and X. Tang. “An Efficient Multi-Path Data Collection Scheme

in Wireless Sensor Networks.” In Proceedings of the 31st IEEE Interna-

tional Conference on Distributed Computing Systems (ICDCS) Workshops,

pp. 198-207, Minneapolis, MN, USA, June 2011.
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appear in International Journal of Sensor Networks.
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