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Abstract

Plasma spraying has been widely used to apply coatings on complex engineering

components due to its high deposition rate and wide choice of materials. However,

the complexity of the components shape leads to the deficiency of the plasma

spraying process. In addition, the coating profile continues to change, which will

affect the subsequent spraying. Hitherto, the desired coating profiles need to be

optimized, mostly by costly and extensive trial and error tests donebyhighly-trained

manpower. A deposition model thus is desirable to predict the continuously

changing profiles on complex surfaces. By this means, the cost and effort of the

spraying test will be reduced significantly.

Curved surface or even more complex component surface can be considered to

comprise of multiple flat surfaces. A semi-empirical methodology to predict the

deposit formation on curved substrates has been developed in this thesis. The

methodology is developed by three vital steps:

• Computational fluid dynamics (CFD) analysis to obtain the spatial distribution

of particles and their corresponding in-flight parameters.

• Droplet splatting behavior analysis to establish correlations for spread factor,

aspect ratio and elongation factor with respect to the impact velocity and impact

angle.

• Modeling of deposit growth with time, with the data acquired in the particles

parameters simulation and the correlations for splat morphologies.

In the CFD analysis using FLUENT V6.03©, the spraying process is modeled as a

three-dimensional steady state plasma plume by the volumetric heating of the arc

gas in the torch. Solutions of the plasma flow velocity and temperature fields are

firstly obtained. Particles are introduced into and interact with the plasma flow

by a one-way coupling method. The heat and momentum equations are solved
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to obtain the spatial distributions of the particles and their corresponding in-flight

parameters, including velocity, temperature, size andmass flow rate. SprayWatch©

on-line diagnostics system is used to measure the particles velocity and flight angle

for the freestreamcase (withno substrate inclusion). The simulated results captured

by a plane at the distance 80 mm agree well with the SprayWatch© measurements.

The particle parameters from simulation are used in the deposition code, while

the SprayWatch©measurements are used for selection of droplet parameters in the

simulation of droplet splatting behavior. The effect of substrate inclusion and shape

on the particle in-flight behavior is also investigated. It is found that the substrate

inclusion and shape (concave or convex) significantly influence the plasma flow

fields in the vicinity of the substrate The particles parameters remain relatively

unaffected if their size is larger than a threshold value (10 𝜇m).

The analysis of droplet splatting behavior is divided into two aspects:

• A droplet impacts onto the flat substrate under normal impact.

• A droplet impacts onto the curved substrate at different impact angles.

Individual splats are captured by the substrates with the help of a shutter system

to avoid excessive particles impacting onto the substrate. The substrate is thin

stainless steel sheets with a mean arithmetic surface roughness Ra of 0.2 𝜇m. The

curved substrate is formed by wrapping the substrate sheet around a cylindrical

surface. Before spraying, the substrate sheets are preheated at 873 K in order to

capture relatively regular splats. After spraying, the curved substrate is flattened for

characterization. The splats are characterized by scanning electronic microscopy

(SEM) for flat substrate and optical microscope for curved substrate. The splat 3D

profiles are measured by using the confocal imaging profiler.

Simulations are also carried out by Flow-3D®, a Volume of Fluid (VOF) featured CFD

package to complement the experimentalwork. Spread factor and aspect ratio of the

simulation results fall in the rangeof their experimental counterparts, whichvalidate

the numerical models. Formulae of spread factor, aspect ratio and elongation

factors are derived to simplify the splat geometries, with respect to the impact
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velocity and impact angle. Combining the simulation and experiments, droplet

splattingbehavior suchas fringeelevation, jettingand fingeringareanalyzed. Jetting

is found to occur at the early stage of the impacting, while fingers occurs after the

droplet flattening ceases.

Having obtained the correlations of splat shapeswith the impact velocity and impact

angles, together with the particle parameters from the FLUENT© simulation, the

deposition code is implemented to predict the deposit growth procedure. The

deposit profile is updated at preset time steps, which makes the simulation more

realistic, since thedeposit profile affects the impact angleof individual particles. The

impact angle is determined by the profile surface normal at the impact point. The

prediction reasonably mimic the deposit growth with time. Good agreement of the

peak deposit thickness is found between the simulation and SprayWatch© images.
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Chapter 1

Introduction

1.1 Background

Plasma spraying is a technique by which finely-divided metallic or non-metallic

(typically ceramic) materials are deposited in a molten or semi-molten state

on a prepared substrate. The application of this process, is to impart desired

properties to the industrial components and parts working under severe conditions.

Conventionally, it is used to produce coatings easily and flexibly with excellent

wear- and corrosion-[1 and 2], thermal-[3] or fracture-[4] resistance. Apart from

the fundamental specification of increasing the life-cycle (i.e. ensuring minimal

rates of change in both shape and constitution) of material surface, there is also

a list of additional requirements - economic considerations and environmental

compatibility - that have to be taken into account when designing an industrial

surface-coating process.

The extensive applications of plasma spray coating is attributable to various

advantages:

• It is a rapid and instantaneous fabrication process, i.e., the coatings are formed

within minutes.

• High deposition rates.

• Versatility of the feedstock materials: metal or non-metal such as ceramic and

hydroxyapatite(HA); pure material or mixture (functionally gradedmaterials).

• Vacuum environment can be employed to avoid the oxidation of metallic

feedstock.

Based on the underlying physical and chemical events occurring during the entire

process, plasma spray system can be considered to be comprised of three regimes,

as shown in Fig. 1.1.
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Fig. 1.1 Schematic illustration of plasma spraying process with three
regimes.

These three regimes are interrelated. However, they can be separated for

investigation convenience, together with the process parameters. In regime I

(plasma generation and expansion), a high intensity electric arc is struck between

the cathode and anode to ionize the plasma forming gases to generate a heat source

capable ofmelting anyparticulatematerials. Theplasmagas expands from the torch

into the atmosphere environment or a vacuum chamber. In regime II (plasma and

particle interaction), the feedstock powders are fed into the plasma gas to be heated,

melted and accelerated though heat andmomentum transfer. The powder particles

(molten or semi-molten) eventually impact on the substrate, In regime III (droplet

splatting and deposit formation), with high velocity. Every single particle, usually

considered as a droplet in analytical and numerical investigations, experiences

deforming, spreading, solidifying and some other physical or chemical transition,

to form a splat (lamella). The deposit is built from the accumulation of millions or

evenmore of such lamellas.
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1.2 Motivation of theWork

In the industry, such as aerospace and motor industry, a considerable number of

mechanical parts are not of a simple flat shape, for example, the gas turbine blade.

Fig. 1.2 shows the record-breaking turbine blades used in Irsching power station in

Bavaria (January 2008) and the plasma spraying process to apply coatings on the

blade. Moreover, the requirements for coating on specimen may be different for

various applications. For example, there is a special requirement for the coating

thickness on the turbine blade, i.e., thicker at the leading edge, and reducing

towards the trailing edge. In the deposition procedure, the coating morphology

changes continuously with the spraying, which could be considered as varying

surface for the subsequent particles. All these highlight the necessity of investigation

on spraying complex surfaces.

(a) (b)

Fig. 1.2 (a) The world’s largest gas turbine blades in Irsching power
station in Bavaria (Reference Number: PN200909-06, Siemens photo
newsletter) and (b) the plasma spraying process to apply coatings on the
blade (Reference Number: PN200807-01, Siemens photo newsletter).

Most of the complex industrial components can be considered as a curved shape,

or composed of some simple shapes including curved surface. Therefore it is very

important to investigate the plasma spray parameters with inclusion of curved
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substrates and the resultant coating qualities. The purpose of the work in this

thesis is a systematic investigation on the yttria-stabilized zirconia coating growth

on curved substrates by plasma spray process.

In addition, plasma spraying is a very complicated system including various process

parameters, such as power source, nozzle parameter, feeding stock selection,

injection methods and substrate conditions, etc. These parameters contribute

synergically to the final coating quality, whichmakes the optimization of the plasma

spray difficult in experiments and industry[5 and 6]. Therefore, numericalmodeling

becomes a powerful and effective auxiliary tool to improve plasma spray processes.

The work in this thesis focuses on two different but complementary aspects of

this process – experiments and simulations – to reasonably predict the deposition

formation.
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1.3 Objectives and Organization of the Thesis

Oneof themajor objectives is to develop a simulationmodel for the deposit build-up

on the curved surfaces. The idea originates from the observation fromSprayWatch©

that the particles impact on the continuously varying deposit profile. Therefore, the

model is expected to mimic this procedure recorded by SprayWatch©. Besides, the

model adopts data and correlations from the in-flight particles behavior and splat

formation investigations. Both of these two investigations involve simulations and

experiments, which should be comparable with each other. Last but not least, the

investigations on the particle behavior and the splat formation, although pertinent

to the deposit formation, are standalone subtopic that will yield findings of value

to their individual scenarios. Detailed description of organization of the thesis is

provided in the following paragraphs.

As shown in the flow chart in Fig. 1.3, the thesis is composed of six chapters,

including Chapter 1: “Introduction” and Chapter 6: “Conclusions and Future

Work”. The main body of the thesis is divided into four chapters – Chapter 2:

“Literature Review”, Chapter 3: “Experiments on the Plasma Spray Process”,

Chapter 4: “SimulationMethodologies” and Chapter 5: “Results and Discussion”.

These chapters are in the same organization based on the three sub-topics: “plasma

field and in-flight particle behavior”, “droplet impact behavior” and “deposit

formation”.

The three sub-topics basically is the spray process flow, which is also the work flow

of the research work. Due to the close interconnection between regime I and II,

investigations on theplasma field and in-flight particles behavior are one subtopic of

the thesis. One of the prerequisites of the deposit formation is the droplet impacting

parameters, including particles distribution in space, mass flow rate, velocity,

temperature and size. An in-depth investigation is done on the droplet splatting

behavior on the substrate, which is the elementary procedure for deposit formation.

The droplet splatting behavior on the flat substrate in the case of normal impact is

one constituent of the second sub-topic. The purpose is to correlate the impacting

parameters with different droplet splatting phenomena and splat shapes. The third
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organization.igx

Chapter 2
Literature Review

Chapter 5 
Results and Discussion

Chapter 4
Simulaiton Methodologies

Chapter 6
Conclusion and Future Work

Chapter 1
Introduction

Plasma Field and In-flight 
Particle Behavior

Droplet Impact Behavior

Deposit Formation

Chapter 3
Experiments on the Plasma 

Spray Process

Fig. 1.3 Thesisorganizationchart, showing relationshipsbetweenchapters.

sub-topic is the deposit formation. Based on the investigation of the previous two

sub-topics, a deposit growth model is developed to simulate the plasma spray

deposition by stationary torch in the real world.

Chapter 2 reviews the relatedknowledgeand researches. For abetterunderstanding

of the thermal spray, the first section of this chapter reviews the plasma facilities and

consumables, followed by the reviews on the three sub-topics. In each subtopic,

simulation and experimental work are included.

Chapter 3 describes the methods and procedures to carry out the plasma spray

experiments. The experiments are not merely for phenomena observation,

but provide input data for simulation and validate the simulation results. The

observations are presented to give intuitive pictures:
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• Experimental diagnostics have been applied by using SprayWatch© to inspect

the in-flight particle parameters in the freestream.

• Single splats of different shapes on the flat substrate are captured by flat

substrates and curved substrates.

• Deposits are obtained by spraying YSZ particles onto different positions of a

curved substrate. SparyWatch© is employed to capture the spraying procedure.

Chapter 4 expatiates themodelingmethodologies to develop the simulations on the

three sub-topics.

• A computational fluid model is developed by using FLUENT© to simulate

a plasma field. One-way coupling scheme is used to calculate the particle

dispersion in the plasma field. The heat transfer physics is included to predict

the particle temperature.

• Computational fluid dynamics (CFD) model is developed by using Flow-3D®

to investigate the splatting phenomena which is difficult to observe in the

experiments. The model is also modified to simulate the droplet splatting

behavior on curved substrate. The final splat shape is correlated to the droplet

impact parameters, which is the basis for the deposit growthmodeling.

• Based on the splat geometrical parameters obtained from the droplet impact

investigation, a code is written in C++ programming language to simulate the

deposit growth procedure.

Chapter 5 presents the results of the experiments and simulations in Chapter 3

and Chapter 4 respectively. Detailed discussion is employed to reveal control

parameters or mechanisms of the phenomena which occur in the three sub-topics.

Analysis of results from experiments and simulations works as the complementary

method to each other.
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Chapter 2

Literature Review

2.1 Introduction

Plasma spraying is a complicated process involving numerous parameters. As

mentioned in Chapter 1, three different but interrelated regimes are governed by

interdependent parameters. These parameters can be optimized to produce higher

level of performance. A literature review is carried out to understand the three

regimes: plasma generation, plasma-particle interaction and coating formation,

which depict a detailed picture of the plasma spray process.

The literature review is divided into four topics. In the first topic, the atmospheric

plasma spray (APS) system is described including the facilities and powder.

Collections of the thermo-physical properties of the yttria-partially-stabilized

zirconia (YSZ) are summarized in this part. It works as references of the zirconia

properties to be used in the simulation work. In the second topic, modeling

approaches on plasma plume generation and particle in-flight behaviors are

reviewed. Meanwhile, some diagnostic methods used to monitor the plasma spray

process are reviewed, which may provide some hints for the experiment in the

author’swork. In the third topic, droplet impact behavior on solid surface, including

experiment and simulation is briefly reviewed. State-of-the-art researches provide

references for the droplet impact simulation in the work. The last topic, discusses

the deposition formation simulation work done by some researchers, essentially

will provide some insight into the deposition formationmechanisms.
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2.2 Facilities and Powder

A typical configuration of the plasma spraying system is delineated in Fig. 1.1. This

section describes the design and functions of the core components, and the usage

of the consumables.

Power Supply Water Booster Pool

Cooling Water Hoses

Control Console

High Frequency Starter

Powder
Feeder

Plasma Torch
Substrate

G
as

S
up

pl
y

Fig. 2.1 A typical configuration of the plasma spraying system.

2.2.1 Facilities of the plasma spraying system

The core facilities (or components) of the plasma spray system consist of a plasma

torch and a powder feeder.

2.2.1.1 Spray torch

The spray torch is one of the most essential parts of the entire spraying system.

The basic design of plasma spray torches for the various spray processes has been

essentially the same, based on producing a plasma jet by an arc discharge operated

between a stick-type cathode and a nozzle-shaped anode [7]. There are two typical

types of spray torches: radio frequency (RF) torches and direct current (DC) arc

plasma torches. In the current work, DC plasma torch is employed to carry out the

spray process.
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Fig. 2.2 shows a typical DC plasma torch design, taking Praxair and TAFA’s Model

SG-100plasma spray gunas the example, which is also themodel used in the current

work. The cathode is made of thoriated tungsten and a high purity oxygen-free

copper anode as the arc plasma components, and gas injector, powder injector,

nozzle and some other auxiliary components.

Technology
Advanced
technology

Model SG-100 Gun
Praxair and TAFA’s Model SG-
100 plasma spray gun is regarded 
as one of the most flexible and 
durable plasma spray guns on the 
market today. The Model SG-100 
is designed to produce exceptional 
plasma coatings, regardless of 
which system drives it. Operating at 
energy levels up to 80 kW in any of 
three modes -subsonic, Mach I and 
Mach II - the gun is suitable for a 
wide range of applications requiring 
metals, carbides or ceramics. The 
Model SG-100’s unique design 
accepts internal and/or external 
powder injection at a variety of 
injection angles and features 
anodes and cathodes renowned 
for long service life. Internal 
injection provides the most efficient 
spraying condition and generates 
the highest-quality coatings. It also 
ensures maximum powder particle 
entrainment at the point of highest 
energy within the plasma stream by 
injecting the powder closest to the 
highest arc temperatures, providing 
optimum energy transfer and particle 
velocity, which combine to create 
high powder deposition efficiencies. 

The Model SG-100’s small number 
of self-aligning parts makes 
assembly quick and accurate, saving 
on down time. Flexibility, efficiency 
and proven excellence have made 
the Model SG-100 plasma gun an 
industry favorite.

The Model SG-100 can use a variety 
of process gases including argon, 
nitrogen, helium, and hydrogen.  
Using helium as a secondary gas 
greatly extends hardware life, 
reducing operational costs and 
rebuilding time. On average, a 
hardware set can last from 200 to 
300 actual spray hours.

Model SG-100 features:
Self-aligning components
A range of hardware configurations
Internal and/or external        
powder feed

Extended life anodes and cathodes
High deposit efficiencies
Internal diameter capability

•
•
•

•
•
•

Model SG-200 Gun
The Model SG-200 plasma spray 
gun is a smaller version of the Model 
SG-100 designed for energy levels 
up to 40 kW. Specifically suited for 
machine-mounted applications, 
including true 90 degree ID coatings, 
the Model SG-200 works best in 
production environments requiring 
rapid, uniform and repeatable 
coatings.

Available as options for the Model 
SG-100 and SG-200 (above) are two 
external powder injection ports. These 
external ports can be used in place of, 
or in conjunction with, the internal ports.

(a) Schematic illustration of the section view. (b) Photo illustration.

Fig. 2.2 Illustration of a DC plasma torch design, taking SG-100 as an
example (Praxair Surface Technologies Inc., 1998).

A high-current arc is struck between the anode and cathode, ionizing and

accelerating the plasma gas. The arc attachment to the anode wall [1 and 8]

fluctuates continuously in lengthandposition. For a givennozzle id, the fluctuations

may be partially controlled by the gas composition, mass flow rate and arc current.

The electric arc produces high energy plasma, which leaves the nozzle with high

velocities (600-2200m/s) and temperatures (10000-15000 K). The high velocity jet

induces vortex rings which coalesce and entrain cold surrounding atmospheric

gases.

2.2.1.2 Powder feeder

Power feeder enables automatically feeding of powders into the plasma jet, with

preset feed rate adjustment and temperature andquantity control. Fig. 2.3 shows an

illustration of the volumetric powder feeder[9], which is the type used in the current

work.
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Fig. 2.3 Design of a common volumetric feeder (reproduced after [9]).

The volumetric powder feeder uses screws, slotted or drilled powder wheels as the

controlling powder unit. The screw or powder wheel picks up the powders and

delivers them to the canister exit in a controllable flow rate. This powder feed rate

can be adjusted by controlling the wheel spinning speed. The relationship between

them for different types of powder materials is shown in Fig. 2.4. The powders are

then suspended in an inert carrier gas, which also provides a positive pressure to

deliver these powder particles to the plasma torch through a powder-feed hose.

 

Fig. 2.4 Relation between the powder feed rate and the wheel spinning
speed for different types of materials [10].
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2.2.1.3 Control console and cooling system

The control console is the master and front-end of the whole system. It controls

the power supply to the plasma torch, powder feeder, gas feeder and water cooling

system. The gas flow rates, including those of the carrier gas and the (primary and

secondary) plasma gases, can also be adjusted on the console panel.

Because the plasma torch suffers from high temperature of the plasma jet during

operation, it is necessary to integrate a cooling system to prevent overheat damage

and prolong the electrodes’ service life as much as possible. A cooling circuit

comprises a water tank, two water cooling hoses and guiding channels in the torch.

A water booster pump guarantees proper pressure to drive the water through the

cooling circuit.

2.2.2 Powder

The quality of the plasma sprayed coating depends very much on the feedstock

material[11]. The enhanced quality and variety of feedstock powders contribute

significantly to the advancement of thermal-spray technology. Either metals,

metallic alloys, ceramics, or even glasses can be used as feedstock. Because

yttria-stabilized zirconia (YSZ) is selected to be the feedstock in current work, this

reviewmainly focuses on the zirconia basedmaterial.

Scientists and engineers have an exceptional interest in zirconia because of its

unique and excellent properties: high refractoriness and corrosion resistance,

mechanical strength, fracture toughness and some more[12]. The mechanical

properties of zirconia is a function of phase structure and composition. It has

three polymorphs stable at different temperatures: monoclinic when 𝑇 < 1170∘C,

tetragonal when 1170∘C < 𝑇 < 2300∘C, and cubic when 𝑇 > 2370∘C[13

and 14]. Fig. 2.5 shows the equilibrium zirconia-yttria phase diagram[15]. By the

addition of stabilizing agents such as ceria or yttria, it is possible to stabilize the

high-temperature phase at room temperature. It is knownas fully stabilized zirconia

(FSZ) if all the high-temperature phase is stabilized; partially stabilized zirconia

(PSZ) if a fraction of the high-temperature phase is stabilized.
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Fig. 2.5 Equilibrium zirconia-yttria phase diagram[15].

As a refractorymaterial, at present it is very difficult tomeasure the thermo-physical

properties of zirconia based ceramic, especially at high temperature ranges.

However, a review is done to collect the the properties for YSZ. If unavailable,

zirconia properties are used as the alternative values. Selected properties are

tabulated in Table 2.1, including density 𝜌, melting point 𝑇􀐚, boiling point 𝑇􀐏,

liquidus temperature 𝑇􀐙, solidus temperature 𝑇􀐠, latent heat of fusion 𝐻􀐓, latent

heat of vaporization 𝐻􀐣, thermal conductivity 𝑘, surface tension 𝜎, specific heat 𝐶􀐝

and viscosity 𝜇. These data are the source of the properties of YSZ properties for the

numerical work. “Deduced” means the values of liquidus and solidus temperature

are deduced from the phase diagram[15], the procedure of which is narrated in

Appendix E.
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Table 2.1 Collection of zirconia properties from the literature.

Property (Unit) Magnitude Researcher Remarks

𝜌(kg/m􀍱) 5890 Shackelford and Alexander[16] –

𝑇􀐚 (K) 2988 Shackelford and Alexander[16] –

𝑇􀐏 (K) 5273 Shackelford and Alexander[17] –

𝑇􀐙 (K) 3031 Scott[15] Deduced

𝑇􀐠(K) 2978 Scott[15] Deduced

𝐻􀐓(J/kg) 7.06 × 10􀍳 Simon et al.[18] –

𝐻􀐣 (J/kg) 6 × 10􀍴 Zhang et al.[6] –

𝑘 (W/mK) 2.4 Ahmed and Bergman[19] –

𝜎 (N/m) 0.43 Shinoda et al.[20] –

𝐶􀐝 (J/kgK) Equation1 Shackelford and Alexander[16] –

𝜇 (Pas) Equation2 Shinoda et al.[21] Theoretical

1 𝐶􀐝 = 1.06343𝐸􀍹􀍴𝑇􀍱􀐝 − 2.188953𝐸􀍹􀍱𝑇􀍰􀐝 + 1.709671𝑇􀐝 + 1.466367𝐸􀍰,273 K < 𝑇􀐝 < 873 K; 𝐶􀐝 =

678.5,𝑇􀐝 > 873 K
2 𝜇 = 0.0037𝑒𝑥𝑝(6100/𝑇)
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2.3 Investigations on Plasma Flow Field and In-flight
Particle Behavior

2.3.1 Numerical investigations

2.3.1.1 Plasma flow Field

This section focusesmore onnumericalmodeling and simulation of the plasma flow

field, especially on the velocity and temperature distribution in the plasma plume.

Relative experimental facts are reviewed to assist understanding the modeling

processes.

In the field of plasma modeling, the most prevalent method is self-developed tools

by different groups. Ramshaw and Chang[22] developed a Computational Fluid

Dynamics Code named LAVA, containing a very complete description of the high

temperature plasma jets with entrained particles. Mostaghimi and Boulos[23] in

the Plasma Technology Research Center (CRTP) set up a model of axi-symmetric

ICP torches, including non-LTE effects. Computational methods for DC torches are

established by many research groups, such as Rat et al.[24], Moreau et al.[25], and

Trelles et al.[26 and 27].

Selezneva et al.[28] and Kang et al.[29] developed simulation models respectively

by using a commercial CFD code FLUENT[30]. Eichert et al.[31] took another CFD

code Phoenics to simulate an Ar-H􀍰 gas mixture inside and outside a DC plasma

torch. Although these commercial softwares are not designed specially for plasma

modeling, their flexiblemodular structures andpowerful built-in solversmake them

promising candidates for plasmamodeling and further spray research.

2.3.1.1.1 Heat generationmodeling

The transformations of initial chemical substances and electric energy into products

and thermal energy is usually referred to as the mechanism of the plasma-chemical

process[32]. In this process, the heat generation is one of the basic principles. The

modeling of heat transfer can be categorized into such three methodologies:
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(a) Magnetohydrodynamic (MHD)model

In magnetohydrodynamic (MHD) model, the simulation proceeds by solving

numerically the magnetohydrodynamic (MHD) equations of a plasma. It generally

applies to large-scale problems directly related to the behavior of experimental

devices and facilities[33], including plasma spray process.

A distinguishing feature of the MHD model is that it can make a prediction of

both the electromagnetic field and hydrodynamic field. Another advantage over

other methods is that this approach is independent on any arbitrary assumptions

or adjustable parameters. Westhoff and Szekely[34 and 35] found that the

electromagnetic force has significant effect on the hydrodynamic field. As shown

in Fig. 2.6, the calculated exit velocity was four times higher with the existence of

electromagnetic force than that without the electromagnetic force.

(b) Inlet profiles for temperature and velocity

Ramshaw and Chang[22 and 36] described a model, wherein only the external

flow into the ambient flow was cared about, thus ignoring the complicated plasma

generation. Both two- and three-dimensional models were applied to calculate

velocity, enthalpy, and temperature distributions at the nozzle exit, matching with

the plasma gas flow rate and enthalpy. These properties were generally written as:

𝜙(𝑟) − 𝜙􀐤

𝜙􀐐 − 𝜙􀐤
= 1 − (

𝑟

𝑅
)􀐛 (2.1)

where𝜙(𝑟) represents the variable – temperature, flow velocity, or enthalpy – at the

distance 𝑟 from the torch axis; 𝜙􀐐 and𝜙􀐤 are values of the variables on the torch axis

and at thewall respectively; 𝑅 is the torch radius and𝑛 a fitting parameter. However,

the researchers found that this modeling method is restricted to the application of

external injection scheme because there are two experiment-dependent variables

𝜙􀐐 and 𝑛measured at the torch exit.

(c) Constant heat source model

To simplify the plasma heat generation, Eichert et al.[31] replaced the local arc

phenomena by a source term which considers only the thermal effect of the arc on
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FI(3. 6. Effect of electromagnetic forces on the radial profiles of (a) 
temperature and (b) velocity at the torch exit (case B31, 750 A, 0.59 
scmh argon, S W  = 0.0). 

provides a good test of the model. This point will be ad- 
dressed further. 

Figures 6(a) and 6(b) illustrate the effect of the JXB 
forces for a higher current of 750 A. It is seen that the 
electromagnetic forces are very important; indeed the cal- 
culated centerline exit velocity is four times higher with 
JxB than without! 

The important point to be made here is that the elec- 
tromagnetic forces will have a significant effect on the 
shape of the velocity profiles at the torch exit, an effect 
which becomes more important with increasing current. 
Thus, only with a model which makes allowance for JXB 
forces can we hope to develop a general, predictive repre- 

sentation of the velocity and temperature fields of the 
plasma gas exiting the torch. 

C. Effect of swirl 

In many plasma torches the gas is introduced with a 
significant degree of swirl to stabilize the arc and reduce 
the rate of anode erosion by rotating the arc root. Addi- 
tionally, studies by Dilawari et al2 have shown that a sig- 
nificant swirl in the plume of a torch would promote m ix- 
ing to aid chemical reactions for synthesis of materials. 
This finding closely parallels the well-documented experi- 
ence in combustion. 

A study was performed to determine the effect of swirl 
on the arc in the torch and on the resulting plume, and the 
results are shown in Table IV and illustrated in Figs. 7-9. 
In the table, La, denotes the calculated arc length and 
V,, the calculated torch voltage (which includes the ap- 
proximate cathode fall voltage). 

It may be seen from Table IV that it is rather difficult 
to get a significant degree of swirl in the plume due to the 
large increase in axial momentum within the torch. This is 
in agreement with the results of Dilawari et al,6 who 
showed this with a simpler torch model. Furthermore, 
these results show that the presence of swirl causes the arc 
attachment point to move upstream, thereby reducing the 
torch voltage. By comparing Figs. 4 (swirl number = 5.0) 
and 7 (swirl number = O.O), it may be seen that swirl 
causes the arc to spread more in the radial direction, thus 
allowing it to strike the wall at a shorter distance from the 
cathode; the resulting arc voltage is lower by 1.4 V. 

Figure 8 shows the distribution of the radial current 
density at the anode for the cases of different swirl num- 
bers. It can be seen that each of the profiles exhibits a sharp 
maximum at some intermediate point between the cathode 
tip and the nozzle exit. We may use the plots shown in Fig. 
8 to define an effective arc length by taking the axial posi- 
tion of the centroid of the current distribution curves. This 
effective arc length (relative to the cathode tip, z = 4.2 m m  
in the figure) is a useful parameter for characterizing the 
behavior of the torch. 

The decrease of the arc length with increasing swirl is 
illustrated in this figure. It is also seen that upon increasing 
the swirl number the maximum value of the current den- 
sity is decreased; this seems consistent with physical rea- 

TABLE IV. Operating conditions and results of the study concerning the effect of swirl number on the arc behavior in the plasma torch for case B23 
(current = 250 A, gas flow = 0.59 scmh Ar). 

Run 
No. 

B23 
1 
2 
3 
4 
5 

Inlet Exit 
swirl swirl 
No. No. 

0.0 0.0 
1.0 0.051 
3.0 0.160 
5.0 0.297 
7.0 0.463 

Lc 
(mm) 

12.24 
12.23 
12.16 
12.04 
11.87 

V  arc 
(talc.) 

(VI 

20.1 
20.0 
19.4 
18.7 
17.9 

Net 
power 
Pw 

1557 
1545 
1472 
1338 
1143 

Max. temp. Max. velocity 

In torch At exit In torch At exit 
W  W  (m/S) (m/s) 

18 690 11780 217 105 
18 620 11 760 215 103 
18 120 11610 209 91.2 
17 530 11340 201 67.9 
17 cot 10 810 186 38.3 

3461 J. Appl. Phys., Vol; 70, No. 7, 1 October 1991 R. Westhoff and J. Szekely 3461 
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Fig. 2.6 Effectof electromagnetic forceon the radial (a)plasma temperature
and (b) velocity at the torch exit. Current 𝐼 = 750 A; Ar (0.59 scmh)[34].

the gas flow on an averaged basis. This source termwas defined as a total volumetric

power input expressed as

𝑃
􀚆􀚆􀚆

􀐖􀐛 =
𝑈𝐼

𝑉
(2.2)

where 𝑃
􀚆􀚆􀚆

􀐖􀐛 is the volume-averaged heat source, 𝑈 the voltage, and 𝐼, the arc current,

𝑉 is the torch volume.

Remesh et al.[37 and 38] and Kang et al.[29] introduced a reduction factor 𝜂􀐡 , which

was called “torch efficiency”, to account for the energy loss by the water cooling.

It is measured based on the difference of temperatures between in the atmospheric

environment and in the coolingwater. The value is usually in the range of 60%– 70%.

The energy source term became
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𝑃
􀚆􀚆􀚆

􀐖􀐛 =
𝜂􀐡𝐸(𝑡)𝐼

𝑉
(2.3)

where 𝐸(𝑡) is the fluctuating arc voltage, which makes it possible to account for

the time-dependent plasma conditions. However, Park et al.[39] found that the

time averaged plasma conditions over the axial fluctuations were very close to the

steady-state conditions. Thismakes the computations during a period of timemuch

easier and less expensive than solving for time fluctuations.

In the present work, the constant heat source model is adopted with constant

voltage. This approach is relatively easy and is proven to be sufficient by Kang et

al.[29]

2.3.1.1.2 Turbulence modeling

The plasma flow in plasma spray is an intensively turbulent jet flow, due to high

velocity magnitude (1000-2000m/s) and Reynolds number (approximately 15000).

Although someof thenumerical studieswerebasedon the laminar flowassumption,

it is more accurate for researchers to include turbulence effect in their models.

For the purpose of comparing the influence of different 𝑘 − 𝜖 models on plasma

flow, Liu et al.[40] applied linear (standard), non-linear andRNG (Re-normalization

Group) 𝑘 − 𝜖 models to investigate the process parameters effect. It was noted that

there was not much discrepancy between all the models for temperature profiles.

However, the non-linear model gave a velocity profile closer to the experimental

data, as shown in Fig. 2.7.

It was observed that at 30mm downstream of the nozzle exit, the standard 𝑘 − 𝜖

also agreed well with the experiments. Moreover, there were multiple examples

and precedents successfully simulating the plasma flow fields by using the standard

𝑘 − 𝜖 model, such as the works by Chen and Boulos[41–47]. Their formulation,

which took into account the coil-plasma interaction and coil geometry, gave more

realistic results for the electromagnetic field and fluid dynamics aspects of the flow.

It implied that the standard 𝑘 − 𝜖 fulfilled the objects of modeling turbulence effect

in the plasma spraying process, including our present work. The detailed standard
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𝑘 − 𝜖 model for turbulent effect in plasma flow will be described in the simulation

methodology on the plasma field and in-flight particle.

(a)

(b)

Fig. 2.7 Influence of different 𝑘 − 𝑒𝑝𝑠𝑖𝑙𝑜𝑛 turbulence models on the
computed flow (a) temperatures and (b) velocities in the axial torch axis.
17.7 KW, 85 l/min Ar-H􀍰[40].

2.3.1.2 Particle behavior

In plasma spray, feedstock powders are injected into, suspended and accelerated

by the plasma jet, eventually sprayed onto the substrate. Complicated physical

and chemical interactions occur between the in-flight particles and plasma flow.

Numerical investigations on in-flight particle behavior are essentially the process
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to establish a model to simulate the plasma-particle interactions, which can be

considered as the case where discrete particles are transported by continuous

turbulent flows.

2.3.1.2.1 Classification of particle behavior modeling

Thereare threebasic approaches forplasma-particle interactionmodeling: one-way

coupling, two-way coupling and four-way coupling[48].

One-way coupling is the simplest approach, in which only the effect of the plasma

flow on the particles is taken into account. Traditionally, a one-way coupling

between the phases is employed for dilute systems. However, when the particles

mass loading ratio increases, they will influence the plasma turbulence. In this

situation, a two-way coupling problem needs to be solved: the particle behavior

in turn affects the flow behavior. It may be considered as the consequence of a

micro-turbulence produced by extra gradients around the particles.

More difficulties arises when additional heat and mass transfers between particles

and plasma flow are concerned, especially when there are simultaneous occurrence

of chemical reactions and radiative transfer. The prevalentmethods used inmost of

the in-flight particle behavior modeling are one-way[42, 49 and 50] and two-way

coupling[45, 47 and 51].

The work done by some researchers, such as Crowe[52] and Sobolev et al.[53]

suggested that the coupling effect would be insignificant when the particle loading

ratio (the ratio of particle mass flow rate to plasma mass flow rate) was less than

0.3. In our work, the particle loading ratio is 0.08, therefore it is appropriate to take

“one-way coupling” approach in the modeling.

2.3.1.2.2 Momentum transfer in particles behavior modeling

The most important part of particle behavior modeling is the prediction of particle

trajectory and in-flight parameters such as velocities and temperatures. The

trajectory and velocities are determinedmostly by themomentum transfer between

the plasma and particles.
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There are various factors affecting the momentum transfer between plasma and

particles, such as viscous drag force, Basset history term, turbulent dispersion,

evaporation and non-continuum effects[54].

Themotion of a particle in a plasma field is determined by force balance, which can

be written as

⃗⃗⃗𝐹 = 𝑚 ⃗⃗𝑎 = ⃗⃗ ⃗⃗𝐹􀏷 + ⃗⃗⃗⃗𝐹􀐝 + ⃗⃗ ⃗⃗𝐹􀏵 + ⃗⃗⃗⃗𝐹􀐒 (2.4)

where ⃗⃗⃗𝐹 is the total force vector, ⃗⃗ ⃗⃗𝐹􀏷 the viscous drag force vector, ⃗⃗⃗⃗𝐹􀐝 the pressure

gradient term, ⃗⃗ ⃗⃗𝐹􀏵 the Basset history term, and ⃗⃗⃗⃗𝐹􀐒 represents the sum of additional

forces vector (gravitational, electric, etc.).

Clift et al.[55] suggests that as the plasma flow has a rather low density comparing

with that of the injectedparticle, all terms except the viscousdrag force andpotential

forces are typically neglected.

2.3.1.2.3 Heat andmass transfer modeling

In thermal plasma processing, heat and mass transfer between the plasma and

the injected particles plays a crucial role. Particles injected into the plasma

phase experience various effects, some of which are not present in ordinary

gases. Waldie[56] summarized the most important effects that should be under

considered, such as heat transfer associated with strongly varied plasma properties,

vaporization, radiation, and noncontinuum situations. Many efforts have been

spent in modeling one or several of these effects. Wan et al.[57] developed a model

considering the heat conduction within a particle. They treated the phase-change

interface as a boundary between the two different phase domains. The number of

such phase-change interfaces depends on the temperature distribution inside the

particle. All of these phase-change interfaces aremoving boundaries. The boundary

conditions for a partially melted particle (with one internal interface) is shown in

Fig. 2.8.

Internal conduction within a particle may lead to a large differences between

the surface and the inner temperature. The Biot number determines the relative
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including melting, evaporation, and resolidification. A numerical 
scheme based on coordinate transformation is used to treat the heat 
conduction with moving interfaces and boundaries. The coupling 
between plasma jet and particles is considered and the effect of 
evaporation on the heat flux to particles is discussed. 

BT 
iiconv - G™, - Q rue (4) 

The following boundary condition at the resolidification interface 
r, is needed if resolidification occurs: 

2 Governing Equations 

2.1 Powder Particles. In the computer model, LAVA, the 
injected powder particles are discretely treated in a Lagrangian 
manner. Computational particles are created at the point of injec­
tion and tracked throughout their flight. By solving the plasma gas 
equations, LAVA provides the information on conditions external 
to the particle. Heat transfer and phase change within the particle 
and mass transfer from its surface can be calculated based on this 
information if a suitable particle model can be developed. 

2.7.7 Energy Transport in a Particle. To develop a particle 
heating, melting, resolidification, and evaporation model we as­
sume that the spherical symmetry is applicable and internal con­
vection within the molten part of the particle is negligible. The 
spherical particle is heated up (or cooled down) by surrounding 
plasma gas (local conditions) by heat convection and thermal 
radiation. The temperature distribution within the particle is then 
governed by heat conduction, and can be obtained from 

dT 1 d 
P"C" dt~ r2dr[k"r dr 

dT 
(1) 

where the subscript/? represents the particle and the properties p,„ 
c,„ and kp are taken as local values. Although they can be easily 
considered as functions of both temperature and phase, they are 
only allowed to change upon phase change in the present model. 

Because the particle may undergo phase change during the 
flight, such as melting, vaporization, and even resolidification, 
there may exist internal phase-change interfaces other than the 
particle surface. The phase-change interface can be treated either 
as a heat source (Groma and Veto, 1986) or as a boundary for the 
heat conduction system. We prefer to treat it as an additional 
boundary between the two different phase domains. The number of 
such phase-change interfaces will depend on the temperature dis­
tribution inside the particle. For example, there is no phase-change 
interface in the case of a solid particle (SI in Fig. 1) or completely 
molten particle (53'), one interface for a partially molten particle 
(S2 and 54'), and two interfaces for a partially molten and then a 
resolidified particle (S3). All these phase-change interfaces, in­
cluding the particle surface if vaporization occurs, are moving 
boundaries. The boundary conditions for a partially melted particle 
(with one internal interface) are given below, with the geometry 
illustrated in Fig. 2: 

dT 

Jr 
= 0 

dT 

dr 

dT 

Jr Lmpp 

dr„, 

dt 

(2) 

(3) 

dT' 

Jr 

dT 

Jr = LmPi 
dr, 
It' 

(5) 

In the above equations, rp(t) is the radius of the particle, which 
may change due to vaporization. The rate of heat transfer by 
convection, vaporization and radiation are given below: 

ficonv = 4 l T » > ( ? c - 7",) 

fiv.,P = mj.,, 

Qai = 47rr2
pea(Tt - f 1 

(6) 

(7) 

(8) 

where, the overhead ~ refers to the Favre-averaged value for all 
dependent variables in the plasma phase. Favre-averaged quanti­
ties are used to account for steep variation of density in the plasma 
flame, since this kind of mass-averaging allows a direct correlation 
between the turbulent fluctuations of density and other variables 
(Williams, 1985). The subscript c represents the location surround­
ing the particle, which is in fact the computational cell in LAVA 
for the plasma gas in which the particle is located and subscript » 
represents the condition far away from the particle. In Eq. (7), L„ 
is the latent heat of vaporization and m„ is the vaporization rate 
that can be obtained using a vaporization model, to be discussed 
later. The plasma gas is assumed to be optically thin and therefore 
only the radiation between the particle surface and far-away envi­
ronment is considered (Boulos et al., 1994). A small content of 
metal vapor in plasma gas will significantly affect the radiative 
property of the surrounding plasma, and hence, the assumption of 
optically thin vapor layer in the plasma gas may be questionable 
(Boulos et al, 1994). However, we make this assumption for the 
sake of simplification of calculations, and also, because the infor­
mation on radiation properties of zirconia and nickel vapors are 
lacking. This area needs further investigation, particularly by con­
ducting experimental measurements, to account for the radiation 
effects of vaporization. 

The convection heat transfer coefficient, h, in Eq. (6) can be 
calculated from 

h 
kfNu 

(9) 

Here, the subscript / denotes the value calculated at the film 
temperature, 7}, which is introduced to deal with the steep tem­
perature gradient in the boundary layer surrounding the particle 
and strong dependence of the physical properties of plasma gas on 
the temperature, see Fig. 2. The film temperature tf is defined as 

Tf= (ft. + f J / 2 . (10) 

The subscript w indicates the immediate vicinity in the gas phase. 
The Nusselt number, Nu in Eq. (9), can be evaluated using an 

appropriate correlation, for example, 

Nu= (2.0 + 0.6 Rei /2Pr"3) (/prop) jKn.lv 

(ID 

In the above equation, the terms in the first bracket is the Nusselt 
number expression that accounts for forced convection heat trans­
fer from a sphere (Ranz and Marshall, 1952), where the Reynolds 
number and Prandtl number of plasma gas are defined as 

Fig. 2 Schematic of the particle geometry and heating model 
Re„ 

2pfr„\l] + U' - U„l 
(12) 
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Fig. 2.8 Schematic of the particle geometry and heating model[57].

importance of heat conduction within a particle. It is defined as the ratio of

convective to conductive heat transfer as below:

𝐵𝑖 =
ℎ𝑑􀐝

𝑘􀐝
(2.5)

whereℎ is the convective heat transfer coefficient, 𝑘􀐝 the thermal conductivity of the

particle, and 𝑑􀐝 the particle diameter.

Bourdin et al.[58] assumed that the conduction is the governing heat transfer

mechanism (small Reynolds numbers) for particle heating in the plasma, thus

developed such an equation:

𝐵𝑖 =
𝑘􀏰

𝑘􀐝
(2.6)

where 𝑘􀏰 is the average thermal conductivity of the plasma gas. They found when

the 𝐵𝑖 > 0.3, there will be substantial difference between the temperature at the

surface and the center of a particle.

Xiong et al.[59] developed a model, introducing two dimensionless parameters –

melting index M.I. and oxidation index O.I. to indicate the particle melting and

oxidation state. Themelting indexM.I. is calculated as

𝑀.𝐼. =
Δ􀐓􀐙􀐦

Δ􀐚􀐒􀐙􀐡

(2.7)
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where Δ􀐓􀐙􀐦 and Δ􀐚􀐒􀐙􀐡 are respectively the time for particle in-flight and for particles

to become fully melted. While the oxidation index O.I. is defined as the ratio of the

oxide weight𝑚􀐜􀐥􀐖􀐑􀐒 to the particle weight𝑚􀐝􀐎􀐟􀐡􀐖􀐐􀐙􀐒.

They investigated the melting index of ZrO􀍰. As shown in Fig. 2.9, all particles start

melting virtually at the same location of 0.8 cm standoff distance, regardless of the

size. The flight distance required for fullymelting is different for particles of different

sizes: 1.1, 1.8, 3 and 5.5 cm for particles with initial diameters of 20, 30, 40, and

50 𝜇m respectively.

approximated as Dtfly = 2S/Vp, where S is the axial flight
distance and Vp is the particle axial velocity.

Fig. 5 shows the heat transfer coefficient h and the
flame temperature Tf during the melting process of
ZrO2 particles. The heat transfer coefficient is related
to the particle size, Reynolds number and the flame
gas thermal conductivity. The results show that h varies
within a small range during particle melting for a given
size. The averaged values are 3.5, 3.2, 2.6, 2.2, and
2.1 · 104 W m�2 K�1 for particles with initial diameters
of 20, 30, 40, 50 and 60 lm, respectively. These values
have been used to calculate the melting index.

The particles with different sizes experience different
flame temperature, since each particle undergoes its
own trajectory. Small particles experience low flame
temperature as they cannot penetrate the flame center
easily. This is seen schematically in Fig. 2(a). On the
contrary, a large particle reaches the center of the

plasma flame but moves away from the hot core of the
plasma jet. Since the flame temperature is related to
the particle surface temperature (see Eq. (1)), we
introduce a dimensionless temperature A = (Tf � Tm)/
(Ts � Tm) to estimate the flame temperature. As shown
in Fig. 5(c), this dimensionless temperature behaves sim-
ilarly during the melting process for particles with differ-
ent sizes. Substituting Dtfly and A to Eq. (5),

M.I. ¼ A
12kl
qL

� 1

1þ 2=Bi
� ðT s � TmÞS

r2pV p

ð21Þ

is obtained. Note that in the experiments, the particle sur-
face temperature and velocity are measurable. The prop-
erties such as kl, L, q, and Tm are also known for the given
powder material. However, the values of A and h are un-
known and they are estimated from the simulations.

Mass fraction of the melt in the particle, f, can be rep-
resented by the melting index as shown in Fig. 5(d). The
melting index is calculated by Eq. (21), using the heat
transfer coefficient h and dimensionless temperature A

estimated by simulation (see Fig. 5(a) and (c)). When
the particles are fully melted (f = 1), the melting index,
M.I., ranges from 0.8 to 1.2 for the particles of
D = 20–40 lm. The results of melting index deviate more
from the melting fraction for large particles of D =
50–60 lm, since their surrounding flame temperature
changes dramatically during its in-flight (see Fig. 5(c)).
Therefore, the steady-state assumption for heat transfer
analysis becomes questionable. This can be improved
in the future by considering the transient heating and
cooling process into the melting index formulation.

If the ZrO2 particle diameter is smaller than 1 lm, the
Biot number will be much smaller than one, even with
an extreme high heat transfer coefficient of 104 W m�2

K�1 under the plasma conditions. For this case, the
melting index can be further simplified as such,

M.I. � A
3h
qL

� ðT s � TmÞ � Dtfly
rp

¼ 3A � Bi � Ste � Fo. ð22Þ

Eq. (22) revealed that the melting status of particle is
proportional to the product of the Biot, Stefan and Fou-
rier numbers if the convection is dominant. A better
melting will be expected if more heat is convectively
transferred from the surface to the particle. In general,
the particles are more difficult to be melted in the
high-velocity-oxy-fuel spray process because its short
residence time in the flame prevents particle from receiv-
ing large amount of heat. The formulations derived in
Eqs. (21) and (22) will be helpful to determining the
melting behavior of the particles. Eventually, it can be
used for control and optimization of spraying process.

4.2. Melting index for experiments

After validating with simulation, the melting index
can be used to characterize the melting status of the

Fig. 4. (a) Particle velocity and (b) surface temperature for
different sizes of ZrO2 particles, with experimental data.

5128 H.-B. Xiong et al. / International Journal of Heat and Mass Transfer 48 (2005) 5121–5133

Fig. 2.9 Particle surface temperature and melting state for different sizes
of ZrO􀍰 particles, comparing with experimental data[59].

In thepresentwork, the substrate ispositionedat a standoff distanceof about80mm,

which is sufficiently distant to for most of the particles to reach a fully-molten state.

In the present work, we assume the particles have a uniform temperature, which

means every single particle stays in a simple physical state, either “fully melted” or

“unmelted”.
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2.3.2 Experimental Observations

2.3.2.1 Plasma field observation

Singh et al.[60] employed Fast Fourier Transform (FFT) in the form of a long

time series of multi-channel records of the plasma jet optical emission along and

across the jet. Besides the arc current (Fig. 2.10(a)), they also investigated the

effect of the mass flow rate on the plasma velocity profile, which was shown in

Fig. 2.10(b). The plasma velocity also increased with the increase of the mass flow

rate. Furthermore, itwasnoticed that theplasmavelocity decreasedwhen it traveled

further downstream. The reasonwas the entrainment of the atmospheric air into the

plasma jet retarded the flow of the plasma jets.

Determination of plasma velocity in a dc plasma torch
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Figure 2. Phase difference plots for three gas flow rates:
D = 15 slm (a), 30 slm (b) and 100 slm (c) in an argon plasma jet.

the controllable parameters, arc current (I = 50–200 A) and
gas flow rate (D = 10–150 slm (standard litres per minute))
is reported in this paper.

4.1. Influence of controllable parameters

Figure 3 shows the radial velocity profiles at an axial position
z = 5 mm in an argon plasma jet for three gas flow rates,
D = 30, 60 and 100 slm. A maximum velocity of 550 m s−1

was obtained forD = 100 slm. We have also shown, in
figure 4, the radial velocity profiles at two axial positions
z = 5 and 10 mm from the nozzle exit for two arc currents,
I = 100 and 200 A. The increase in the axial velocity values
leads to the velocity profiles being more or less peaked for
both cases. This is mainly due to the electromagnetic effects
highlighted by the calculations of Westhoff and Szekely [19].
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Figure 3. The influence of gas flow-rate on an argon plasma jet
for I = 200 A.
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Figure 4. The influence of arc current on an argon plasma jet for
D = 20 slm.

In figure 5, we report the variation of the axial velocity profiles
obtained atz = 5 mm and for three arc currents,I = 100, 150
and 200 A. The axial velocity varies according to two phases.
The first phase,D < 15 slm, in the low-gas-flow regions
corresponds to a slight rise in the axial velocity values. This
is then followed by a rapid increase in the axial velocity value
characterized by the steep gradients observed. At high gas
flow rates,D > 100 slm, the axial velocity tends towards an
upper limit. This type of behaviour has also been observed
for the different arc currents studied.

The two-phase behaviour of the axial velocity profile
may also be interpreted as an indication of the turbulence
level in an argon plasma jet exiting into air. As stated by
Russet al [21] and confirmed by our results [22], the level
of turbulence is highlighted when the gas flow is increased.
Spores and Pfender [23] observed a sharp decrease in the
velocity at an axial distance far from the anode and attributed
this to the eddies of entrained air which finally reach the
centre line of the plasma jet. Even if our data extend only to
z = 10 mm, the spectroscopy performed at this axial distance
has allowed us to detect some of the bands present in air,
which unfortunately we have not been able to quantify due
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In figure 5, we report the variation of the axial velocity profiles
obtained atz = 5 mm and for three arc currents,I = 100, 150
and 200 A. The axial velocity varies according to two phases.
The first phase,D < 15 slm, in the low-gas-flow regions
corresponds to a slight rise in the axial velocity values. This
is then followed by a rapid increase in the axial velocity value
characterized by the steep gradients observed. At high gas
flow rates,D > 100 slm, the axial velocity tends towards an
upper limit. This type of behaviour has also been observed
for the different arc currents studied.

The two-phase behaviour of the axial velocity profile
may also be interpreted as an indication of the turbulence
level in an argon plasma jet exiting into air. As stated by
Russet al [21] and confirmed by our results [22], the level
of turbulence is highlighted when the gas flow is increased.
Spores and Pfender [23] observed a sharp decrease in the
velocity at an axial distance far from the anode and attributed
this to the eddies of entrained air which finally reach the
centre line of the plasma jet. Even if our data extend only to
z = 10 mm, the spectroscopy performed at this axial distance
has allowed us to detect some of the bands present in air,
which unfortunately we have not been able to quantify due
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(a) (b)

Fig. 2.10 The influence of (a) arc current and (b) gas flow rate on an argon
plasma jet (I = 200 A)[60].

2.3.2.2 Particle behavior observation

Vardelle et al.[61] investigated the particle velocity, surface temperature and

number flux distribution in a DC plasma jet by using a time-of-flight laser

anemometer. A typical particle trajectory in “radial injection” scheme, with

illustrations of particle flux number density distribution, is shown in Fig. 2.11. The

particles spread over a large region of the plasma, although injected powder had a

rather narrow size distribution. In the plane of injection, the particles present an

asymmetrical profile, but a symmetrical one in the orthogonal plane (Y direction).
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Figure 5. Particle trajectories and number flux distribu- 
tions: noncooled injection probe 4 mm from 
edge of plasma jet. 
Alumina powder, d, = 18.0 i-3 pm; carrier gas flow rate, 5.5 L/ 
min. 

had a rather narrow particle size distribution (53 r m ) ,  it spread 
over a large region of the plasma, as indicated by the particle 
flux isocontours given in the lower Iefthand side of Figure 5. The 
corresponding profiles of the particle flux number densities in 
two orthogonal planes are given in the same figure. These show 
particle fluxes as  high as los particles (mm' - s)-' at  the center 
of the particle stream, dropping off rather rapidly at  the edge of 
the jet. I t  also shows an important asymmetry in the plane of 
injection ( X  direction) but with a relatively good symmetry in 
the orthogonal plane (Ydirection). 

It is interesting to compare the results given in Figure 5 ,  
obtained with a powder injection probe located 4 mm from the 
edge of the plasma jet, with those of Figure 6 in which, by using 
a water-cooled probe, it was possible to locate the point of injec- 
tion of the powder right a t  the edge of the plasma jet. It is 
noticed that advancing the point of injection of the powder, even 
by only 4 mm, results in a substantial modification of the par- 
ticle trajectories. For the same carrier gas flow rate (5.5 L/ 
min), when injected at the edge of the jet the particles penetrate 
deeper into the plasma jet and have a better chance of heating 
and melting than when injected farther away. 

The data given in Figure 6 ,  also show that by increasing the 
powder carrier gas flow rate from 5.5 to 10.0 L/min, the alu- 
mina particles completely cross the axis of the plasma jet a t  a 
distance of approximately 8 mm from the point of injection. 
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Figure 6. Particle trajectories: water-cooled powder in- 
jection probe at edge of jet. 
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Figure 7. Particle number flux distributions at 2 = 75 mm 
for various carrier gas flow rates. 
Alumina, d, = 18.0 + 3  pm; Ar/H2 plasma, 29.2 kW. 

It should be pointed out that the use of water-cooled powder 
injection probes can, however, have an important local cooling 
effect on the temperature field of the plasma flow around the 
point of injection. Such injection probes could also be responsi- 
ble for the development of serious asymmetry of the flow and 
temperature fields in the plasma, as shown by Gravelle e t  al. 
(1987). 

Particleflux number density, velocity, and surface 
temperature distributions 

In order to determine the effect of variations of the plasma 
operating conditions and of the particle injection parameters on 
the particle flux number density, velocity, and surface tempera- 
ture distributions, repeated measurements were carried out of 
the corresponding profiles in the X direction, a t  a fixed distance 
of 75 mm downstream of the nozzle. 

Effect of Carrier Gas Flow Rate. Figures 7, 8, and 9 give 
respectively the'particle flux number density, velocity, and sur- 
face temperature distributions for 18 prn dia. alumina powder, 
injected into the plasma with different carrier gas flow rates 
(5.5,7.0, and 8.5 L/min). The plasma operating conditions were 
those of case 3 in Table 1 (i.e., Ar/H, plasma, 29.2 kW). 

It may be noted that the highest particle velocities and tem- 
peratures were obtained a t  a relatively low carrier gas flow rate 

T;; 200 

E 
Y 

180 

I60 

Figure 8. Particle velocity profiles at Z= 75 mm for vari- 
ous carrier gas flow rates. 
Alumina, dp= 18.0 i-3 wm; Ar/H, plasma, 29.2 kW. 
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Fig. 2.11 Particle trajectories and number flux distributions. Alumina
powder diameter =18.0 ± 3 𝜇m; carrier gas flow rate 5.5 l/min[61].

The distance of the injection port is also important to the particle trajectory. As

shown in Fig. 2.12, by advancing the point of injection of the powder, even by

only 4mm, the particles penetrated deeper into the plasma jet and may have more

chance to get heated andmelted than when they are injected further away.
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Figure 7. Particle number flux distributions at 2 = 75 mm 
for various carrier gas flow rates. 
Alumina, d, = 18.0 + 3  pm; Ar/H2 plasma, 29.2 kW. 
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ous carrier gas flow rates. 
Alumina, dp= 18.0 i-3 wm; Ar/H, plasma, 29.2 kW. 
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Fig. 2.12 Particle trajectorieswithwater-cooled powder injectionprobe at
jet fringe[61].

The increase of the plasma gas flow rate resulted in a substantial increase of the

particle velocity (almost 40%) and a slight drop of the particle surface temperature

(about 100 K). The particle flux number distribution were more uniform when the

plasma gas flow rate increased (Fig. 2.13). The higher particle velocity and themore

uniform particle flux number distribution due to the higher plasma gas flow rate are

favorable conditions for an improved coating properties.
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Figure 13. Particle number flux, velocity, and surface 
temperature profiles at 2 = 75 mm. 
Alumina, d, - 18.0 i 3  pm; Q, - 5.5 L/min 
Ar/H, plasma, plasma gas flow rate - 60 L/min, 28.0 kW. 
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stantial increase of the plasma-particle heat transfer coefficients 
as a result of the addition of small percentages of hydrogen into 
the plasma gas, as discussed by Bourdin et al. (1983). 

It is also to be noticed that the particle distribution is wider 
and better centered in relation to the axis of the jet with the Ar/ 
H2 plasma, compared to that for a pure argon plasma. This may 
also be due to the high plasma-particle momentum transfer in 
an Ar/H2 plasma. 

Effect of Plasma Gas Flow Rate. Figures 13 and 14 give the 
results of measurements of the particle number flux, velocity, 
and surface temperature distributions for the fine alumina pow- 
der, dp = 18.0 i3 pm, with Qi = 5.5 L/min, for an Ar/H, 
plasma at total plasma gas flow rates of 60 and 90 L/min (con- 
ditions 3 and 4, Table 1). 

As expected, the increase of the plasma gas flow rate results 
in a substantial increase of the particle velocity by almost 40%. 
The particle surface temperature, however, shows only a slight 
drop of approximately 100 K with the increase of the plasma gas 
flow rate. While the effect is relatively small, it could be attrib- 
uted to the lower specific enthalpy of the plasma and the shorter 
residence time of the particles in the higher flow rate plasma jet, 
compared to that at the lower plasma gas flow rate. 

It is interesting to note that the advantages associated with 
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Figure 14. Particle number flux, velocity, and surface 
temperature profiles at 2 = 75 mm. 
Alumina, dp - 18.0 i 3  pm; Q, - 5.5 L/min 
Ar/H, plasma, plasma gas flow rate - 90 L/min, 29.2 kW 

the higher plasma gas flow rate, as indicated by the higher par- 
ticle velocity, and the more uniform distribution of the particle 
flux number density in the plasma jet, are reflected in the 
improved quality of the alumina deposits obtained in a plasma 
spray-coating operation using these conditions. 

Mathematical Modeling 

and temperature history based on the following assumptions: 

known particle size distribution 

forces 

particle interactions 

Computations were carried out of single particle trajectories 

The injected powder is composed of spherical particles of 

Particle trajectories are governed by the inertia and drag 

Dilute system, with negligible plasma-particle and particle- 
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Figure 16. Experimental and computed axial particle ve- 
locity profiles along centerline of plasma jet. 
P -  29.2 kW 

572 April 1988 Vol. 34, No. 4 AIChE Journal 

Fig. 2.13 Particle number flux, velocity, and surface temperature profiles
at 𝑍 = 75 mm. Alumina powder diameter =18.0 ± 3 𝜇m; carrier gas flow
rate 5.5 l/min; Ar-H􀍰 90 l/min; 29.2 kW[61].

Zhang et al.[6] investigated the influence of particle injection angle (90∘ – tilting

angle) on YSZ particle in-flight behavior and characteristics by using Accuraspray

and DPV2000. The particle surface temperature monotonically decreased with the

increase of injection angle from 0 to 20∘. As the carrier gas flow rate increased, both

the particle temperature and velocity initially increased and then decreased, giving

a bell shape. These temperature and velocity profile are shown in Fig. 2.14. The

mean particle size in the “flux center” (a total scanned area of 30×30mm􀍰 with the

maximal particle flux) decreased when carrier gas flow increased or injection angle

decreased.

As a non-destructivemeasurement technology, Phase Doppler Anemometry (PDA)

system was used by Ma et al.[62 and 63] and Wang et al.[64] to monitor the in-flight

metal (nickel) particle velocity and size simultaneously. The technology is based

on the relationship of signal phase difference of the same particle measured at

two different angles by two different detectors. The refractive and reflective light

scattered from the particles are difficult to be distinguished by the fiber PDA system,

which is known as Gaussian and slit effects. As a consequence, there may be

significant size measurement error. However, the nickel particle to be measured

has strong light absorption properties and strong light reflection. Thus by using

reflective mode for the measurement of the the plasma spray process, the Gaussian

and slit effects should have little influence. In addition, the fiber PDA system is also



51 51

51 51

Chapter 2 Literature Review

27

large drag force on particle, accelerating it fast to reach a higher velocity. On the other

hand, high plasma temperature will allow more heat transferred to particle through its

surface so as to increase particle temperature. Plasma jet has the highest temperature and

axial speed in the core or jet axis center. Particles injected from side at a low carrier gas

flow rate can only reach out-edge of plasma jet where both temperature and axial speed are

low. Increasing carrier gas flow rate can bring particles further into a location where

plasma has higher temperature and velocity. However, if the carrier gas flow rate is too

large, particles will be carried further passing the plasma jet axis to a location where lower

plasma jet temperature and velocity reside. Table 4 summarized the experimental results of

temperature and speed measurements. And for carrier gas flow rate of 6 SLM, the predicted

temperature and speed of particles have also been provided for comparison, showing that

the simulation results agree very well with the experiments and difference between
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Fig. 4 Experimental data: YSZ
particle temperature and speed at
the spray distance of 130 mm

Table 4 Experiment results and
model validation at 130 mm
spray distance

Note. *Indicate simulation results

Carrier gas flow rates Injection angle

0 5 20

(a) Particle surface temperature (K)

5 2,940 2,879 2,881

5.5 2,954 2,899 2,891

6 2,958 2,914 2,896

6* 2,910 2,905 2,890

6.5 2,939 2,907 2,884

7 2,939 2,924 2,885

(b) Particle speed (m/s)

5 137 129 140

5.5 140 132 142

6 140 137 143

6* 148 143 147

6.5 136 133 139

7 134 136 135
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Fig. 2.14 YSZ particle temperature and velocity at the spray distance of
130mm[6].

modified to be a dual mode PDA system to eliminate the errors caused by these two

effects. Fig. 2.15 shows the optical arrangements of (a) fiber PDA and (b) dualmode

PDA.

(a) Fiber PDA (b) Dual mode PDA

Fig. 2.15 The optical layout of PDA system[62].

In the fiber PDA system, there are three apertures U1, U2 and U3. The phase

difference between the signals by detector pair U1 and U2 and by detector pair U1

and U3 are used for particle size measurement systems. The comparison of the

results by the two pairs is used for checking the particle sphericity. The particle

curvature is checked at the same plane. In the dual mode PDA system, two pairs of

aperturesU1-U2andV1-V2mountedorthogonally to eachother areused forparticle

size measurement and sphericity checking. The particle curvatures are checked

at two planes orthogonal to each other. Therefore, the dual mode PDA system
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has more stringent sphericity tolerance than the fiber PDA. It was found that the

refractive index of the particle will not change the phase factors involved in the

particle diameter. The perpendicular polarization would be a better optical setting.
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2.4 Investigations on Droplet Impacting Behavior

Theelementaryprocess of thermal sprayingdeposition is the impact of an individual

droplet (or particle) onto the substrate to form a lenticular and lamellar splat.

Explained in a simplified way, thermal spray deposition is a process during which

the coating part builds up layer by layer from such solidified splats, as in Fig. 2.16.

The final coating quality and thermal spray process performance are influenced

greatly by this phenomenon. To optimize the thermal spray coating efficiency, it is

essential to investigate the droplet impact behavior during thermal spray process.

This section will review the current research status in droplet impact behavior in

the thermal spray. The general knowledge and research on droplet impact in other

applications are also introduced to portray a comprehensive picture of the droplet

impact dynamics.

Fig. 2.16 SEM of typical morphologies of sprayed alumina in (a) cross
-section view and (b) a top view[65], showing the accumulated layer
structure of the coating.

2.4.1 Parameters affecting droplet impact outcome

The accompanying phenomena during droplet impact are extremely diverse,

depending on the circumstances under which the impact occurs, as shown in

Fig. 2.17. These circumstances are dictated by properties or conditions of the

impacted surface, the droplet and the fluid medium between them.
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Fig. 2.17 Illustration of parameters affecting droplet impact phenomena.

2.4.1.1 Properties of the impacted surface

The impacted surface could be either solid or liquid (Fig. 2.17(a)). For thermal

spraying technology, the impacted surface is solid, thus in the following texts only

solid surface is discussed.

Illustrated in Fig. 2.17(b), the simplest solid surface is a smooth plane. But it is

just an ideal assumption in the analytical analysis or numerical simulation. Mostly

the surfaces have microscopic roughness, even if they are polished by various

methods. It is reported that splashing was reduced when highly polished surface

were used[66]. In some cases, the surface is not a planebutwith flexural areas. Levin

and Hobbs[67] used a copper hemisphere as the impacted surface. Gunjal et al.[68]

studied liquid droplet impacting on flat and spherical surfaces of pellets of trickle

bed reactors with a low velocity (∼ 0.2 m/s).

Fig. 2.17(c) shows the substrate change caused by the droplet impact. In many

problems, the surface is considered as rigid body, which means the elastic

response of the surface is insignificant. However, some researchers focused on

this phenomena. Field et al.[69] took the elasticity of the surface into account. It is

found that as the compliance of the surface increased, the critical angle 𝛽􀐐 at which
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the shock envelope overtakes the contact line also increased. The surface may also

experience shape change due to substrate melting. Liu et al. investigated[70] the

substrate melting phenomenon during thermal spraying. Flower-shaped splats are

observed for molybdenum on stainless steel, brass and aluminum. The simulation

carried out revealed that the splat solidification and substrate melting happened

at the same time scale and interact with each other. Both particle and substrate

materials played an import role on the melting behavior and consequently on

the bond strength. The same phenomena was simulated by Zhang et al.[71],

who applied SPH formulations of the Navier-Stokes equations and conservation

equations of continuum mechanics to the motion of the liquid and the substrate

respectively. The results revealed that the crater formed when the substrate melted

substantially, which induced the splat splashing.

2.4.1.2 Properties of the droplet

Fig. 2.17(e) shows the shape change of the droplet prior to impact. The droplet is

usually assumed to be homogeneous liquid and spherical prior to impact. However,

some factors may change the droplet shape. The fluid between the droplet and the

solid surface, usually is in gas phase, will slightly render the droplet to ellipsoidal

shape by aerodynamic forces. Internal oscillation and circulation also deforms the

droplet. In thermal spraying, the particles sometimes are not fully melted, resulting

in inhomogeneous properties (melting state, viscosity and temperature etc.). Wu

et al.[72] developed a model to simulate the droplet with a solid core impacting on

a solid surface. It is revealed that the maximum spread factor 𝜉􀐚 decreased as the

solid core size increased.

The fluid surrounding the droplet prior to impact also affect the droplet shape to

some extent. Engel[73] reduced the gas pressure to obtain larger impact velocities.

If taking the droplet impact directionwith respect to the solid surface into account, it

couldbedivided into “normal impact” and “oblique impact” (or “off-angle impact”),

as Fig. 2.17(d). Mathematically, an oblique impact with a stationary surface is equal

to a normal impact onto a surface moving perpendicularly to the impact direction.
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However, due to the fluid existing between the droplet and the impacted surface,

these two cases do not necessarily produce the same results[74].

2.4.2 Experimental investigations

Yarin[75] reviewed the droplet impact dynamics in the Annual Review of Fluid

Mechanics in 2006, dealing with droplet impacting on thin liquid layers and dry

surfaces. Worthington (1852-1916) was represented as one of the pioneers to

investigate the droplet impacts systematically.

Fig. 2.18 Diagram of the apparatus designed by Worthington to view
droplet impact behavior[76].

The droplet splash can not be satisfactorily seen with ordinary continuous light,

because the changes are so rapid that the image of the later stage superpose upon

a previous one before it has faded from the eye. The resulting impression of that

is a confused assemblage of all the stages. Worthington[76] designed an exquisite

apparatus to trigger a bright self-induction spark to view various stages of a liquid

droplet splashing.
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The apparatus used by Worthington was shown in Fig. 2.18. AA´ and BB’ were light

rods pivoted on the horizontal axles O and O’ respectively. The rod bore at the end

A a small smoked watch-glass so that a drop of water lay on it without adhesion.

An ivory timing sphere was at B. An electro-magnet CC´are used to hold down the

iron ends A’ and B’. On cutting off the current of the electro-magnet the ends A´ and

B´ were simultaneously tossed up by the catapult, and thus the drop and sphere

fell at the same moment. Before the drop reached the surface, the timing sphere

struck a plate D and produced at the surface of the mercury a bright self-induction

spark in the neighborhood of the splash via some mechanical and electrical setup.

The flash of exceedingly short duration at any desired stage excluded all the stages

previous and subsequent to the one thus picked out. By combining different stages

of droplets with the same size and velocity, the whole course of the phenomenon

was studied. Fig. 2.19 shows the splash of amilk droplet falling on to a smoked glass

plate captured by this apparatus. The droplet shape evolution with time could be

viewed, including droplet splashing and secondary droplets generation.

Fig. 2.19 Engravings of instantaneous photographs of the splash of a milk
droplet falling 20 cm on to smoked glass byWorthington[76].
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Thanks to the development of shutter speed technique, many researchers employed

syringe-like droplet generator and CCD camera to investigate the impact behavior

of liquid droplet with a low velocity[77–80]. The droplet is formed at the tip

of the needle and detached from the syringe under its own weight. Similar to

Worthington’smethod, droplet impact dynamics are constructed froman ensemble

of photographs of individual droplets impacting on the surface at different times.

Fig. 2.20 shows the apparatus used by Bussmann et al.[77] to capture water droplet

impact behavior on inclined substrate. Although all the techniques had developed

significantly, the basic design idea was similar to that of Worthington. A flash unit

took the same function of the light spark; while the time delay circuit was the

electronic alternative to the timing sphere.

Fig. 2.20 Experimental apparatusused tocapturedroplet impactbehavior[77].

However, when the application discipline is narrowed down to thermal spray,

heat transfer and solidification complicate the droplet impacting behavior. The

small size (typically tens or hundreds of 𝜇m in diameter) and high impact velocity

(> 100 m/s) of the droplet makes the splatting finish within a very short time

on the order of microseconds. Therefore, it is difficult to observe the splatting

behavior experimentally. A fast-response optical sensor was used by Vardelle et

al.[81] to measure the radiation intensity of droplets sprayed onto a glass surface.

Mehdizadeh et al.[82] developed a radiation triggered laser illumination technique

to photograph the impact of molten molybdenum droplets on a glass substrate.
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McDonald et al.[83 and 84] improved this technique by using two mirrors to reflect

the splat image, as shown Fig. 2.21. A V-shaped shield and two additional barriers

with holes of different size are used to reduce the number of particles landing on the

substrate. The thermal radiation of the particles wasmeasured with a fast two-color

pyrometry system (D1 and D2). The optical sensor head focused the collected

radiation onto anoptical fiberwith three slits. Twoof the slitswere used to detect the

in-flight particles temperature and velocity; while the largest onewas used to collect

thermal radiation of the particle when it impacted and spread on the substrate. D4

sensor was used to produce signal to trigger the electronic shutter of a CCD camera.

By thismeans, no laser flashwas used and itwas not necessary for the substrate to be

transparent. However, the experimental apparatus setup was very complicated and

the photographs were not clear. The photographing was still not continuous, but

was taken single, integrated image per impact. The advancement of photography

technology is the key to the excellent on-linediagnostics of such ahigh speeddroplet

impact.

Fig. 2.21 Schematicof radiation images capturing system forplasmaspray
particles designed byMcDonald et al.[84]

2.4.3 Theoretical and numerical methods for droplet impacting

Theoretical analysis and numerical simulations offer insights into the phenomena

occurring during a droplet impacts onto the solid substrate. A plethora of efforts
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havebeendevoted to thenumericalmodelingof droplet impactingon solid surfaces.

Most of the numerical modeling is based on VOF (volume of fluid) algorithm.

RIPPLE[85 and 86] and SOLA-VOF[87–89] are two representatives of VOF algorithm.

2.4.3.1 TheMadejski model

As early as in 1976, Madejski set up a simple two-dimensional model to determine

the flattening degree[90], in which inertia and viscous effect were considered.

Fig. 2.22 shows an illustration of this model, reproduced from Madejski’s original

work.

R =R(0)0

b0

R =R(0)0

r=R(τ )’

R(t )’

b

y0 b y(r)

(a) (b)

Fig. 2.22 Coordinate system definition (reproduced after Madejski). (a)
𝑡􀚅 = 0, (b) 𝑡􀚅 > 0 (reproduced after Madejski[90].

A droplet of diameter 𝐷 impinging perpendicularly on the surface flattens to form a

cylinder. The radius 𝑅(𝑡􀚅) changes with time 𝑡􀚅.

The thickness of the solidified layer 𝑦 expressed below as:

𝑦 = 𝑈√𝑎(𝑡􀚅 − 𝜏􀚅) (2.8)

where 𝑎 is the thermal diffusivity of the solidified layer, 𝑈 is a constant. The freezing

begins at the moment 𝜏􀚅 when the radius is 𝑟 = 𝑅(𝜏􀚅).

The liquid layer thickness 𝑏 depends only on time 𝑡􀚅, and could be derived as a

formula of densities of the solid 𝜌and the liquid 𝜌􀚅;

𝑏􀚅 =

􀑑

􀍴
𝐷􀍱𝜌􀚅 − 𝜌𝑉􀐠

𝜋𝑅􀍰𝜌􀚅
(2.9)

where 𝑉􀐠 is the volume of the solid layer. By a series of calculations involving the

energy equation and friction forces, themaximum flattening ratio 𝜉 is expressed as a
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functionof threeparameters𝑘, Reynolds number𝑅𝑒 andWeber number𝑊𝑒, where

𝑘 is a self-defined parameter. When 𝑘 = 𝑊𝑒􀍹􀍯 = 0,

𝜉􀐚 = 1.2941(𝑅𝑒 + 0.9517)􀍯/􀍳 (2.10)

where the flattening ratio 𝜉 is the ratio of the instantaneous radius 𝑅 and the

initial radius 𝑅􀍮: 𝜉 = 𝑅/𝑅􀍮. The experimental investigation by Vardelle et al.[81]

on zirconia particles sprayed perpendicularly on stainless steel substrate largely

supported theMadejski’s model.

When 𝑅𝑒 > 100, Equation 2.10 is simplified into

𝜉􀐚 = 1.294𝑅𝑒􀍯/􀍳 (2.11)

Analytical and numerical investigations by other groups also concluded their results

in such a format

𝜉 = 𝑎𝑅𝑒􀐏 (2.12)

where 𝑎 and 𝑏 are constants. Reynolds number 𝑅𝑒 =
􀑒􀐉􀏷

􀑍
, where ρ, 𝑉 , 𝐷 and

𝜇 are droplet density, velocity, diameter and viscosity respectively. But different

with Madejski’s model, the flattening ratio is defined as the ratio between the splat

diameter 𝑑 to the initial droplet diameter 𝐷 (Fig. 2.23), which is called “spread

factor”. Table 2.2 listed the values of 𝑎 and 𝑏 in these researches.

Fig. 2.23 Perfect formation of disk-shaped splat from a spherical molten
droplet.
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Table 2.2 A collection of spread factor ξ related constants a and b
obtained from the literature.

𝑎 𝑏 Researcher Methodology

1.2941 0.20 Madejski[90] Analytical

1.0000 0.20 Trapaga and Szekely[91] Numerical

0.8300 0.21 Yoshida et al.[92] Numerical

0.8200 0.21 Watanable et al.[93] Numerical

1.0400 0.20 Liu et al.[85] Numerical

1.0600 0.17 Fukanuma et al.[94] Analytical

1.1626 0.20 Delplanque and Rangel[95] Analytical

0.5000 0.25 Pasandideh-Fard et al.[88] Analytical

From Table 2.3, it is noticed that no significant difference in spread factor between

substrate materials of steel and steel pre-coated with zirconia. This implies that

the splat flattening degree on the bare substrate and previously formed zirconia

deposit is almost the same. It justifies the assumption that splat spread factor on

the as-sprayed deposit is the same as on stainless steel substrate in the author’s

code for deposit growth simulation. Moreover, the splat is observed to be larger

on smoother substrate. This may be attributed to that less energy is consumed by

viscous dissipation during the flattening.

Table 2.3 A collection of spread factor ξ obtained by plasma-sprayed
zirconia on various substrates. Surface roughness is denoted by Ra,
substrate temperature Ts. The spread factor ξ is average value, while the
range is in the braces.

𝜉
Substrate
material

Ts (K) Ra (𝜇m) Researcher

4.90 Steel 573–773 0.05, 0.40, 9.00 Leger et al.[96]

4.70
Steel coated
with zirconia

573–773 0.20,0.40 Leger et al.[96]

(3.50–5.50)
Polished

stainless steel
474-573 0.10 Vardelle et al.[81]

5.50 (4.80–6.20) Glass slide – 0.02 Kucuk et al.[97]

Pasandideh and Mostaghimi[98] solved the full Navier-Stokes equations based

on a modified SOLA-VOF method to predict the deformation and simultaneous

solidification process of a droplet impinging on a flat surface. The solidification



63 63

63 63

Chapter 2 Literature Review

39

caused a reduction in the final splat diameter. Bussmann et al.[77] developed a 3D

model basedonRIPPLE to find the 2mmdiameterwater droplet impact phenomena

onto a 45°inclined steel surface at a velocity of 1 m/s, imposing measured values

of contact angles. The simulation predicted the droplet deformation and breakup

well, comparing with the serial photographs taken by camera. Shinoda et al.[99]

used the same model to predict the YSZ droplet splashing on dimple-patterned

substrate, which is a special case of substrate roughness characteristics. The droplet

velocity was set as 43m/s, close to the thermal spray range. The micro-scale (8

μm in diameter and 1μm in depth) dimple patterns caused splashing of droplets.

Shumizu et al.[100] proposed a three-dimensional molecular dynamics model in

Fortran 77 to simulate an aluminumdroplet impacting onto an aluminumsubstrate.

It is an innovative way to do droplet simulation, because it is in an atomic scale,

and do not need to calculate the free-surface movement. The droplet velocity and

diameter influences on the flattening behavior were analyzed. However, it requires

a significant computational resource. Even for nano-sized particles, the calculation

time for a simulation in a period of 60 pswas about 200 h in a Pentium IV 3GHz CPU

and 1GBmemory.

2.4.3.2 Heat transfer and solidification

Droplet and substrate thermal properties, such as temperature, specific heat and

thermal conductivity and the interface thermal contact conditions affect the droplet

and substrate heat transfer and droplet solidification, which are essential factors in

the thermal spray droplet impact analysis.

The splat shapes change from a distorted shape with splashes characteristics to

relatively well-formed disk shape when the substrate temperature increases. This

transition occurs over a narrow temperature range. Fukumoto et al.[101] defined

the transition temperature 𝑇􀐡, which was the critical substrate temperature above

which 50% of the splats are well-formed disk shaped (Fig. 2.24). It is found that

the substrate transition temperature is different for different substrate materials.

The thermal conductivity of the substrate and the transition temperatures were

related[102 and 103], as shown in Fig. 2.25. The figure indicated that higher
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substrate thermal conductivity resulted in higher transition temperature. The

transition temperature for YSZ particles on AISI304 stainless steel was evaluated

as 345 K. Possible reasons of the splashing were proposed, including rapid

solidification at the bottom surface of the splat, the presence of adsorbates and

condensates on the substrate surface and poor substrate surface wettability.

Fig. 2.24 Dependence of fraction of disk splat and coating adhesion
strength on substrate temperature[103].

Fig. 2.25 Relationship between thermal conductivity of substrate and
transition temperature[102].
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Thermal contact resistance was employed to explain the splat splashing. It was

defined as the temperature difference between the droplet (𝑇) and substrate (𝑇􀐠)

divided by the heat flux (𝑞) between them[104]:

𝑅𝑐 =
Δ𝑇

𝑞
=

𝑇 − 𝑇􀐠

𝑞
(2.13)

𝑅𝑐 could be considered as the resistance of the thermal energy transfer between the

droplet and the substrate.

Fig. 2.26 Comparisonbetweenexperimental observations and simulation
results for the spreading and simultaneous solidification of a tin droplet on
an alumina substrate[98].

Preheat treatment of the substrate was found to improve the possibility to get

well-formed splats. It could be related to the presence of the adsorbates and

condensates. The adsorbates and condensates, including water molecules,

vaporize rapidly when a hot droplet approaches the substrate surface, creating

high pressure under the flattening liquid, thus presenting high thermal contact

resistance. Pasandideh-Fard and Mostaghimi[98] used a modified SOLA-VOF

method to predict the molten tin particles spreading and solidification onto

an alumina substrate, featuring different thermal contact resistance. The final

spreading factor increases with the thermal contact resistance, as shown in

Fig. 2.26. For the case under consideration, a contact resistance of 1.2 ×
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10􀍹􀍴m􀍰KW􀍹􀍯 produced a result which agreed well with the experiments.

Simultaneous solidification caused a final splat diameter reduction, which was

more pronounced for high 𝑅𝑒 and 𝑆𝑡𝑒 values. It was also found that the solidified

splats in DC plasma spraying had larger diameters and were of uniform thickness

compared to RF plasma spraying.

A simple 1Dheat transfermodelwas employed byWang et al.[64] to predict the splat

quenching,considering the heat conduction in both the splat and the substrate, as

well as the thermal contact resistancebetween them. The thermal contact resistance

was represented by an interfacial heat transfer coefficient ℎ. Solidification was

simplified as a planar solid/liquid interface growing into the melt. This interface

growing velocity 𝑉􀐖 is a function of the interface location, affected by the thermal

contact conditions, as in Fig. 2.27. A higher ℎ lead to a higher interface velocity.

When ℎ was larger than 10􀍵W/m􀍰K, only a minor interface velocity increase could

be found by increasing ℎ, except during the early stage of solidification.

Fig. 2.27 Interface velocity as a function of the interface location from the
contact surface for a 1 𝜇m thick pure zirconia splat quenched on a zirconia
substrate: effect of the thermal contact[64].

2.4.3.3 Effects of viscosity, surface tension and wettability

At the fluid dynamics aspect, viscosity, surface tension andwettability are important

factors affecting the droplet impact and spreading dynamics. Surfactants and
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wetting agents were used to make solutions with different viscosities and surface

tensions. The surface tension decreased with increasing surfactant concentration

to asymptotically attain a minimum constant value beyond the CMC (critical

micelle concentration)[105 and 106]. Gatne et al.[106] conducted experiments with

drops of aqueous solutions of three surfactants on glass (hydrophilic) and Teflon

(hydrophobic) substrates. Itwas found that lower surface tensionhadadual effect: a

larger and thinner spread andmore pronounced energy dissipation through viscous

effects, even though the viscosities for the surfactant solutions were essentially the

same. The maximum and final spreads on the hydrophobic surface (Teflon) were

much smaller than those on a hydrophilic surface (glass).

Fig. 2.28 Viscous dissipation dominating region was above the lines
representing the criteria for different materials. The shadowed area
represented the typical conditions in plasma spraying[107].

For thermal spraying, Wan et al.[107] performed analysis to reveal the effects of

surface tension and wettability on the splat spreading. Fig. 2.28 shows two criteria

lines above which the viscous dissipation dominates the spreading. The typical

process values of droplet diameter and velocity ranges for molybdenum (Mo) and

zirconia (PSZ) were indicated by a shadowed area. The typical zieconia droplets

were in the viscous dissipation dominant region, implying that the surface tension
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and wetting contact angle effects could be ignored in the case of plasma spraying

of zirconia. For Mo droplet, the effect of surface tension might be comparable

to the effect of viscous dissipation. But the influence of wettability on spread

factor was not as significant as that of the viscous dissipation. Generally, the

droplet spreading under lower velocity depends more on the surface tension and

wettability. It is because a particle with lower velocity has a higher ratio of 𝑅𝑒

to 𝑊𝑒 (𝑅𝑒/𝑊𝑒 = 𝜎/(𝜇𝑉), where 𝜎, 𝜇 and 𝑉 are the surface tension, viscosity

and velocity respectively). A higher value of this ratio implies that the effect of the

surface tension ismore significant than viscous dissipation in the droplet spreading.

Pasandidehfard and Mostaghimi[98] also reported that the contact angle did not

affect the splat spreading if the droplet impact velocity was larger than 1m/s.

2.4.3.4 Effect of oblique impact

Some studies investigated the effect of the oblique impact on the splat morphology

and coating characteristics. Montavon et al.[108] used image analysis techniques

to examine the shape of individual Astroloy (nickel based alloy) splats on smooth

copper substrates. The gun was displaced to achieve different spray angles. The

spray angle was defined as the angle between the axis of the plasma gun and the

substrate surface, in the plane orthogonal to the gun displacement, as shown in

Fig. 2.29. The particles were assumed to fly along the torch axis, therefore, the spray

anglewas the angle between the droplet velocity and the substrate surface. The splat

elongated from circular to elliptical shapewhen the spray angle changed from 90∘ to

30 ∘. Several geometric quantities were introduced to characterize the splat:

Equivalent diameter 𝐸𝐷 = 2√
𝐴

𝜋
(2.14)

Elongation factor 𝐸𝐹 =
𝜋𝐿􀍰

4𝐴
(2.15)

Degree of splashing 𝐷𝑆 =
𝑃􀍰

4𝜋𝐴
(2.16)

where𝐴 refers to the splat area, 𝐿 the longest dimension of the splat, 𝑃 the perimeter

of the splat.
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Fig. 2.29 Experimental set-up to perform the tests by Montavon et
al.,showing spray angle definition[108].

Results revealed that the elongation factor increased with a decrease of the spray

angle. But the spread factor was not significantly affected.

Based on RIPPLE, Bussmann et al.[77] developed two numerical models, of water

droplet impacting onto an inclined stainless steel plane at 45∘, and a sharp edge

where surfaces intersecting at right angles, as shown in Fig. 2.30. In their models,

the initial phase of the impact was dominated by inertial effects; while viscous and

surface tension also played important role in the successive spreading scenario. The

liquid viscosity and surface tension in this model was assumed to be constant, and

fluid flow was assumed to be Newtonian and laminar.

all of the previous fixed-grid solution techniques, Fukai
et al.11 developed an adaptive-grid finite element model to
simulate normal droplet impact. By applying different con-
tact angles~representative of an advancing and a receding
contact line! to the spread and subsequent recoil of a water
droplet, their results compared well with experimental data,
and improved upon previous results12 which neglected con-
tact line effects. Pasandideh-Fardet al.13 employed a VOF-
based model to simulate normal droplet impact for a droplet
size and velocity similar to that presented here. By measur-
ing the temporal variation of the contact angle from photo-
graphs, and imposing this data as a boundary condition on
their simulation, they obtained much better results than from
corresponding simulations run with a constant contact angle.
Finally, Bertagnolliet al.14 recently presented an adaptive-
grid finite element model to examine the impact of molten
ceramic droplets in the context of thermal spraying, neglect-
ing wetting effects.

We are aware of only a few references to 3D numerical
modeling of droplet impact onto solid surfaces. As an adden-
dum to their study on normal droplet impact, Trapaga and
Szekely6 presented preliminary results of 3D simulations of
droplet impact onto a fiber, and of the simultaneous impact
and subsequent interaction of two droplets to demonstrate
the modeling of 3D effects. Chang and Hills15 also used
FLOW-3D to examine oblique water droplet impact in the con-
text of sprinkler irrigation. Unfortunately, the simulations
were run on such a coarse grid~cell width 5 Do/6) as to cast
doubt on the results. More recently, Karlet al.16 developed a
3D numerical model similar to the one presented here. How-
ever, they proceeded to examine only the axisymmetric nor-
mal impact of an ethanol droplet against a hot wall. By im-
posing a free slip condition between fluid and solid and a
contact angle of 180° on the contact line, they modeled film
boiling beneath the droplet, with the consequent rebound of
the droplet off of the surface. Their numerical results agreed
well with their experimental data.

The model we present here, like many of those already
mentioned, is a fixed-grid Eulerian model, employing a vol-
ume tracking algorithm to track fluid deformation and the
droplet free surface. The choice of a fixed-grid technique was
made for several reasons: the relative simplicity of imple-
mentation; the capability of a volume tracking method to

model gross fluid deformation, including breakup; and the
relatively small demand on computational resources. As we
will demonstrate, such a model can simulate complex fluid
deformation surprisingly well.

Figures 1 and 2 illustrate the impact scenarios presented
in this paper. The first is a water droplet of diameterDo

52 mm falling downwards atVo51 m/sec onto a plane
stainless steel surface inclined at an anglea545° from the
horizontal, corresponding to Reo52000 and Weo527. The
second impact is a 2 mmdiameter water droplet falling at 1.2
m/sec onto a stainless steel edge, corresponding to Reo

52400 and Weo539. The height of the edge was chosen
arbitrarily to be 1 mm, orDo/2, and the point of impact to be
offset from the edge by«50.25 mm. We begin with a short
description of our experimental methodology, present a more
detailed description of our numerical model, and finally
present our results.

II. EXPERIMENTAL METHODOLOGY

The experimental methodology is similar to that origi-
nally presented in detail by Chandra and Avedisian17 and
later by Pasandideh-Fardet al.13 Figure 3 illustrates the ex-
perimental apparatus.

Single droplets are formed by slowly pumping distilled
water through a hypodermic needle until they detach under
their own weight. Droplets are uniformly 2 mm in diameter.
Droplets fall onto a stainless steel surface, polished with 600
grit emery paper. The distance between the needle tip and the
point of impact determines the impact velocity. The veloci-
ties considered here, 1–1.2 m/sec, are sufficiently low that
the droplets do not shatter upon impact. A single 35 mm

FIG. 1. Droplet impact onto an incline.

FIG. 2. Droplet impact onto an edge.

FIG. 3. Experimental apparatus.
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arbitrarily to be 1 mm, orDo/2, and the point of impact to be
offset from the edge by«50.25 mm. We begin with a short
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Single droplets are formed by slowly pumping distilled
water through a hypodermic needle until they detach under
their own weight. Droplets are uniformly 2 mm in diameter.
Droplets fall onto a stainless steel surface, polished with 600
grit emery paper. The distance between the needle tip and the
point of impact determines the impact velocity. The veloci-
ties considered here, 1–1.2 m/sec, are sufficiently low that
the droplets do not shatter upon impact. A single 35 mm
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(a) (b)

Fig. 2.30 Water droplet impact onto a stainless steel (a) inclined surface
(b) edge with right angle surfaces[77].

Fig. 2.31 shows the photographs and corresponding numerical views of the droplet

spreading and breakup conditions of both impact scenarios. There was good

agreement between the simulation result and the experiment. However, the impact
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conditions were not in the range of thermal spray parameters, and solidification

physics was not taken into considerations.

decrease inu l with an accompanying increase inu t . Close
examination of photographs about this point indicates that
this behavior corresponds to the point at which the contact
line at the leading edge stops advancing, forcing a brief os-
cillation of the fluid. From 9 msec onward capillary effects
dominate, and the final photographs reveal a droplet slowly
approaching the equilibrium position depicted at 20 msec.

For our simulation, we applied the measured variation of
u l and u t depicted in Fig. 12 as the boundary condition at
the leading and trailing points on the contact line. We then
tested various interpolation schemes between these two
points to determine contact angles about the contact line.
Results varied little between schemes for the first 6–8 msec
of impact, when inertial effects dominate. Beyond 8 msec
simulation results were strongly influenced by the form of
the interpolation. We present our final interpolation scheme
now, which while admittedlyad hoc, we believe captures the
correct physics.

The basis for our interpolation is the realization that
various parts of the contact line are either advancing or re-
ceding at different times during impact, and that although the
contact line at the leading edge comes to rest well before the

FIG. 10. Profile or side view~as illustrated in Fig. 1! of the impact of a 2
mm diameter water droplet at 1 m/sec onto a 45° stainless steel incline.
Photographs at left, simulation results, corresponding to ten cells per droplet
radius, at right. Times at right measured from the moment of impact. Note
that the photographs show both the droplet and its reflection in the surface.

FIG. 11. Normal view~perpendicular to surface! of the impact of a 2 mm
diameter water droplet at 1 m/sec onto a 45° stainless steel incline. Photo-
graphs at left, simulation results, corresponding to ten cells per droplet ra-
dius, at right.

FIG. 12. Leading and trailing edge contact angles measured from photo-
graphs of the impact of a 2 mmdiameter water droplet at 1 m/sec onto a 45°
stainless steel incline.
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traveled back up the incline, driven by fluid oscillating back
from the leading edge. Numerically, estimated contact line
velocities at 14 msec were less than the cutoff velocity all
along the contact line. The variation ofud was thus reduced
to a simple interpolation betweenu l and u t at the leading
and trailing edges, clearly insufficient to predict the bump.

Figure 16 illustrates the computed variation of droplet
kinetic energy with time. Results are very similar at all grid
resolutions. Note too, however, that kinetic energy at all grid
resolutions never reaches absolute zero, but asymptotes to
approximately 0.8% of the initial kinetic energy regardless of
grid resolution, evidence of the parasite currents presented in
Fig. 9.

The contact angle model just described relies on mea-
sured values ofu l andu t , and is thus not particularly useful
for predictive purposes. A simpler model, however, of con-
tact angle versus contact line velocity,ud5ud(VCL), can be
based on a knowledge only of the asymptotic values ofud

associated with rapidly advancing and receding contact lines.

We designate these angles asua andu r , respectively, not be
confused with the thermodynamic advancing and receding
angles associated with contact angle hysteresis. The pro-
posed model is depicted in Fig. 17, and is similar to that of
Fukai et al.11 who imposed measured advancing and reced-
ing angles onto a 2D simulation of droplet impact. For water
droplets on a stainless steel surface, we measured these
angles from photographs:ua5110°, u r540°. For contact
line velocities less thanVe , ud5ue , an equilibrium contact
angle. This is, of course, the inverse of contact angle hyster-
esis, for which a range of contact angles exist at which the
contact line velocity is zero. The reason for formulating the
relationship in this manner is related to the residual fluid
motion even at equilibrium: imposingue for all uVCLu,Ve

dampens the influence of such fluctuations on the evaluation
of contact angles, and leads to smooth variations of contact
angle along the contact line. For the simulation presented,
Va52Vr50.1 m/sec,Ve50.05 m/sec, andue575°.

Figure 14 illustrates a qualitative comparison between
results obtained with this model and the previous one, and
demonstrates good agreement. Figures 15 and 16 also illus-
trate the variation ofj and kinetic energy with time. The
only significant difference between the results of the two
contact angle models applied to the 45° impact is the ap-
proach to an equilibrium position. The simpler model as-
sumes a single value of an equilibrium contact angle, in con-

FIG. 17. Model of dynamic contact angleud versus an estimate of the
contact line velocityVCL .

FIG. 18. Profile view of the impact of a 2 mmdiameter water droplet at 1.2
m/sec onto a 1 mmhigh stainless steel edge. Photographs at left, simulation
results, corresponding to ten cells per droplet radius, at right.

FIG. 16. Kinetic energy~scaled by initial kinetic energy! versus time for the
impact of a 2 mmdiameter water droplet at 1 m/sec onto a 45° stainless steel
incline. Lines correspond to simulations run at different grid densities,
specified as the number of cells per droplet radius~cpr!.
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(a) (b)

Fig. 2.31 Profileof sideviewofa2mmdiameterwaterdroplet at 1m/sonto
(a) a 45∘ stainless steel inclined surface and (b)1mm high stainless steel
edge. Photographs at left, simulation results at right[77].

Bussmann et al.[109] improved thismodel to simulatemolten nickel particle impact

onto the substrate obliquely under DC plasma spraying conditions, with spray

angle 30∘, 45∘ and 90∘. An additional quantity 𝑓 was introduced to characterize the

location of the splat, defined as the fraction of material at upstream of the impact

point. The value of 𝑓 decreasedwith the increase of spray angle, which corresponds

to the larger elongation factor 𝐸𝐹. However, substrate roughness and solidification

physics were still not included in the model.

Some other studies focused on the role of the spray angle on coating characteristics.

LeighandBerndt[110] revealed theporosity and roughness increaseandmechanical

properties decrease (such as hardness, tensile adhesion strength and interfacial

fracture toughness) at lower spray angle. Kanouff et al.[111] developed a model to

predict surface roughness as a function of the spray angle, assuming simplemodels
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of splat characteristics. A simple linear relationship between 𝑓 and spray angle 𝜃 is

conjectured:

𝑓 =
𝜃

180∘
(2.17)

Fig. 2.32 Infrared image of the HVOF thermal spray impinging on a flat
plate[111].

This model correctly predicted the increase trend of roughness with the spray angle

decrease, but over-predicted the surface roughness observed experimentally.

An overspray phenomena was also observed. As shown in Fig. 2.32, the area over

which the main spray impacted the target plate was approximately 15mm long.

Starting from the main spray impact zone, a 70mm long bright elongated area

parallel to the plate could be seen. It appeared to be caused by the thermal spray

droplets ejected off the plate surface andwas swept downstreamparallel to the plate

by the gas flow.
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2.5 Deposit Formation

2.5.1 Simulation work on Deposit Formation

Not too much research focused on the coating build-up by thermal spraying.

Beauvais et al.[112] developed a 3-D random building-up model to simulate the

porosity formation by a few hundred of alumina particles during plasma spraying

and HPPS. Random splats with diameters ranged between 10 and 80 𝜇m and

thickness between 1 and 3 𝜇m were accumulated in MATLAB software. Splats were

simplified as groups of bricks, as illustrated in Fig. 2.33(a) and (b). The build-up

of the splats was a “brick-by-brick” accumulation with a capability for deformation

(Fig. 2.33(c)).

Fig. 2.33 Build up of two splats: (a) and (b) two distinct splats, (c) build up
of these two splats[112].
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Porosities were fed randomly with spheroids, the distribution of which was

determined by the QIA (quantitative image analysis). Interlamella and intralamella

crackswere added to the splats with 1 pixel thickness, the distribution of whichwere

also determined by the QIA. The resulted cross sections of coatings were shown

in Fig. 2.34. It was found that 13.6% of the APS coating consisted of connected

pixels/pores, for an overall porosity of 14.6%, while the HPPS coating consisted of

8.98% connected pixels/pores, for an overall pososity of 9.5%.

Fig. 2.34 Actual and simulated cross sections of porous APS and HPPS
coatings[112].

Kang et al.[113] developed a similar model SCM (Substrate Cell Model). The

calculation area is subdivided into a matrix of square grid cells of microscopic

dimensions. The residual error sensitivity to the grid cell size is calculated and listed

in Table 2.4. This residual error is defined as the difference between the total size

area under coverage and the splat area, as given below:

𝐸𝑟𝑟𝑜𝑟(%) = 100 × 𝐴𝐵𝑆(

􀑑􀐑􀑨

􀍲
− (𝑛􀐐 × 𝐴􀐐)

􀑑􀐑􀑨

􀍲

) (2.18)

where 𝑑 is the splat equivalent diameter, 𝑛􀐐 is the number of cells accounted for

calculation, 𝐴􀐐 is the area of single cell.
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Table 2.4 Themaximal residual errors resulting from different cell sizes.

Cell Size (𝜇m) Error (%)

6 × 6 1

8 × 8 2

10 × 10 6

12 × 12 9

Ghafouri-Azar et al.[114] and Xue et al.[115] developed a three-dimensional

stochastic model based on the Monte Carlo method. As shown in Fig. 2.35,

the landing positions of particles is defined in a spherical coordinates by the

gun/substrate distance 𝑍, disperse angle 𝜔 and azimuthal angle 𝜃. The process

parameters such as particle size𝐷, velocity𝑉, temperature𝑇, disperse angle𝜔were

generated by following known distributionsmeasured experimentally by diagnostic

instruments such as the DPV-2000. In addition, all values of 𝜃 were considered

equally probable.

Fig. 2.35 Schematic diagram of a thermal spray process[114].

The coating build-up was simulated in a three-dimensional Cartesian grid. The x

and y coordinate were in the plane of the substrate and the z axis was perpendicular

to thisplane. The single splat shape is a cylindrical splatwithmaximumspread factor

𝜉 and thickness ℎ􀐠.

𝜉􀐚􀐎􀐥 = √
𝑊𝑒 + 12

3(1 − 𝑐𝑜𝑠𝜃􀐙􀐠) + 4(𝑊𝑒/√𝑅𝑒) +𝑊𝑒√3𝑆𝑡𝑒/4𝑃𝑒
(2.19)

ℎ􀐠 =
2𝐷

3𝜉􀍰􀐚􀐎􀐥

(2.20)
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where 𝜉􀐚􀐎􀐥 = 𝑑􀐚􀐎􀐥/𝐷, 𝑊𝑒 is theWeber number, 𝑅𝑒 is the Reynolds number, 𝑆𝑡𝑒 is

the Stefan number, 𝑃𝑒 is the Peclet number and 𝜃􀐙􀐠 is the liquid-solid contact angle.

The overlapped splat was postulated based on observations from experiments. The

splat shape formed by a droplet lands over a previously formed splat will not spread

into a disk-shaped splat but assume a shape that depends on the distance between

them. This distance is denoted as 𝑙. The different splat shape is shown in Fig. 2.36

and the corresponding formulae were concluded in Table 2.5, where 𝐷􀐛 is the

diameter of the splat under consideration and 𝐷􀐚 is the diameter of the nearest

previously deposited splat. The surface area of non-circular splats was assumed to

be the same as it remained circular.

Fig. 2.36 Schematic diagramof the impact splat shapeswhen overlapping
with the other splats[115].

The porosity in the coating is due to curl-up of splats caused by residual stresses

for metal coatings[114] and incomplete filling of interstices in previously deposited

material for ceramic coatings[115]. They assumed the pores evenly distributed over
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Table 2.5 Equations to describe splat shapes in the Ghafouri-Azar[114]
and Xue[115] model.

Shape l Equation a/b

1 0 ≤ 𝑙 ≤
􀍱

􀍶
𝐷􀐚

􀐥􀑨

􀐎􀑨
+

􀐦􀑨

􀐏􀑨
= 1

􀐎

􀐏
≈ 0.8386(

􀐙

􀏷􀔒
) + 0.6878

2
􀍱

􀍶
𝐷􀐚 < 𝑙 ≤

􀐙

􀍰
𝐷􀐚 𝑟􀍲 + 𝑎􀍲 − 2𝑎􀍰𝑟􀍰 cos 2𝜃 = 𝑏􀍲

􀐎

􀐏
≈ −1.2842(

􀐙

􀏷􀔒
) + 1.2338

3
􀍯

􀍰
𝐷􀐚 < 𝑙 ≤

􀍵

􀍶
𝐷􀐚 {

𝑦 =
􀐅

􀐒􀑨􀔝/􀓽􀍸􀐒􀑱􀑨􀔝/􀓽
𝑦 > 0

􀐥􀑨

􀐎􀑨
+

􀐦􀑨

􀐏􀑨
= 1 𝑦 < 0

1.0

4
􀍵

􀍶
𝐷􀐚 < 𝑙 ≤

􀏷􀔓􀍸􀏷􀔒

􀍰

􀐥􀑨

􀐎􀑨
+

􀐦􀑨

􀐏􀑨
= 1 1.1

the area between 0.6𝑅 and the edge of the splat, where 𝑅 was the splat radius. The

void height under a splat was represented by

ℎ􀐔(𝑥􀐖 ,𝑦􀐗) = {

∑􀔗􀔎
􀐉􀔎􀔓(􀐖)

􀍮.􀍲􀐅􀑌
, |(𝑥􀐖 ,𝑦􀐗) − (𝑥􀐐 ,𝑦􀐐)| > 0.6𝑅

0 , |(𝑥􀐖 ,𝑦􀐗) − (𝑥􀐐 ,𝑦􀐐)| ≤ 0.6𝑅

(2.21)

where (𝑥􀐐 ,𝑦􀐐) are the coordinates of the splat center, ∑𝑉􀐖􀐛 is the total volume of

pores, 𝜆 is the width of the asperity row.

Then the coating is built-up by a method similar to Volume-of-Fluid (VOF), i.e.,

𝑓􀐖,􀐗,􀐘 =
𝑉􀐚􀐎􀐡

𝑉􀐐􀐒􀐙􀐙
(2.22)

where 𝑓 = 1 if the cell is inside the splat and 𝑓 = 0 if the cell is outside the splat.

For a partially filled cell, 0 < 𝑓􀐖,􀐗,􀐘 < 1. The profile of the deposit is updated with

the splats building up with others. The predictions from the model showed that the

porosity, thickness and roughness decrease with increasing particle velocity. The

model also predicted the reduction in porosity with particle size.

The model developed in this work was inherited from Kang’s SCM code. The

difference is that the splat formationwas implementedon thepre-deposited surface,

i.e., the surface to be deposited is changed with time and not a flat surface. The

deposit is computed from accumulation of approximately 300,000 splats for each

time interval. Porosity is not included in the current model, since the computing

hardware is not enough for the pores calculation involved in so many splats

accumulation. Besides, the overlapping mechanism between splats is still not clear

on an inclined surface or a curve surface. Thus a simple thickness accumulation



77 77

77 77

Chapter 2 Literature Review

53

method, which essentially is the same as that by Beauvais et al.[112] and Kang et

al.[113] are employed.

2.5.2 Particle Rebound and Deposition Efficiency

During the deposition, somematerial mass will be lost, due to various reasons such

asparticle evaporation, particle diversionby the gas flowand splats peel-off. Particle

rebound is the one of the most significant reasons. Shinoda et al.[116] noticed that

during the plasma spraying of the YSZ particles, secondary particles were ejected

and flew in the radial direction at the periphery of the deposit, which is considered

as the rebound phenomena of solid particles, as shown in Fig. 2.37. Kang et al.[117]

investigated the plasma spray deposit on inclined substrates. It could be seen that

the particles rebound toward the upper region of the substrate with the increase of

the substrate inclination angle. In addition, more particles rebounded toward the

upper region of the substrate.

Fig. 2.37 In situ observation of deposit formation by Shinoda et al. (a) 12s,
(b) 43s, (c) 64safter powder injection. (d) after deposition.
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Fig. 2.38 Imagesof particles (a) impactingon theperpendicular substrate,
(b) deflected by the substrate in an inclination angle 60∘.

To evaluate themass loss during the deposition, deposition efficiency is introduced.

Essentially deposition efficiency is the fraction of the material which is deposited. It

is calculated from Equation 2.23:

𝐷𝐸 =
𝑊􀏷

𝑊􀏼

× 100% (2.23)

where𝑊􀏷 is the mass of deposit on the substrate and𝑊􀏼 is the mass of the powders

injected.

Values of deposition efficiency obtained from the work conducted under different

process conditions are collected as in Table 2.6. The lowest deposition efficiency

was on the substrate glass slide, which was relatively smooth. It is because a

smoother surface has a weaker mechanical adhesion between the splats and the

substrate, thus reduces the deposition efficiency. Kucuk et al.[97] summarized that

the deposition efficiency was lower for the deposit sprayed with (1) lower torch

power (2) higher powder feed rate (3) larger stand-off distance (4) irregular powder

morphology and (5) a worn torch electrode.
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Table 2.6 Collection of deposition efficiencies from the literature.

Powder Substrate
material

Deposition
efficiency (%)

Operating
condition

Researcher

Zirconia
(AI-1075)

– 40–65 900A, 34V,
Ar-He

Fincke and
Swank[118]

Fused YSZ Grit-blasted
mild steel

55 800A, 34–32V,
Ar-H2

Leblanc
et al.[119]

Crushed YSZ Grit-blasted
mild steel

48–51 500–600A,
Ar-H2

Jewett et
al.[120]

YSZ Glass slide 7–25 600A, 70V,
Ar-H2

Kucuk et al.[97]
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Chapter 3

Experiments on the Plasma Spray Process

3.1 Introduction

This chapter describes the experimental procedure of the plasma spray process

in the work, including in-flight particle diagnostics, single splat capture and

characterization and deposit formation and characterization. The purpose of this

work is to provide data for the input parameters selection for the droplet impact

behavior simulation and validation of the simulation work on the in-flight particles,

droplet impact behavior and deposit formation.

The workflow of the experiment procedure is shown in Fig. 3.1. Different substrates

are included in the plasma plume for different purposes:

a. Online-diagnostics of the in-flight particles by SprayWatch© with no substrate

included. The measurement distance is set as 80mm, which is the stand-off

distance of the substrates in other cases. The purpose of this configuration is to

measure the in-flight particle parameters prior to their impact on the substrates.

b. Single splat capture by flat substrates (stainless steel sheets) for the droplet

impact behavior analysis under normal impact conditions.

c. Single splat capture by curved substrate (stainless steel sheets) for the droplet

morphology evaluation on curved surfaces.

d. Deposit formation on the curved shape substrates (grit-blasted mild steel).

SprayWatch© is employed to monitor the deposit growth with time.

The stand-off distance is defined as the distance between the plasma torch front face

and the vertical plane where the substrate front surface center resides. It is set as

80mm for all the experiments consistently. A shutter system is introduced into the

spray system for increasing the possibility of getting relatively perfect splats.
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Fig. 3.1 Schematic illustration of the workflow of the experiments. The
shaded square area represents the measurement area of the SprayWatch©.
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3.2 Spray facilities and parameters

General plasma spray operating conditions is described in this section. The plasma

spraying is performed by the SG-100© torch (Praxair Surface Technologies Inc.,

N670 Communication Drive, Appleton, Wisconsin 54915, USA). A schematic

illustration of the plasma torch is shown in Fig. 3.2. A roto-feed powder hopper

(Miller)model 1264© (also from the above supplier) is used to introduce the powder

into the plasma torch via an internal powder injector with a 2mm internal diameter.

The primary gas and carrier gas used in this study is argon. The other detail plasma

spray operating parameters are listed in Table 3.1.

!

!

!

!

Nozzle Throat Face

Nozzle Front Face

Nozzle
Φ15 5.

Model Domain

Injection Port

Cathode

Anode

Φ3

Torch
Φ8

Φ2

Fig. 3.2 Schematic illustration of the SG-100 torch gun.

Table 3.1 Experimental spray parameters.

Parameter (Unit) Magnitude

Substrate standoff distance (mm) 80

Current (A) 900

Voltage (V) 35

Primary gas (Argon) flow rate (slm) 72

Carrier gas (Argon) flow rate (slm) 4.2

The feedstock powder in the experiment throughout the entire work is a

commercially available 8wt% yttria partially stabilized zirconia (YSZ), product code:

204NS (Saint-Gobain Coating Solutions, Northampton, Massachusetts, USA). The

powder size is in the range of 22 to 125 𝜇m in diameter with a mode of 37𝜇m. The

powder is characterized by near-perfect spherical shape, as the SEM photograph

shown in Fig. 3.3.
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Fig. 3.3 SEM photograph of yttria partially stabilized (8wt%) zirconia
(YSZ) powder showing near-perfect spherical particles.

These spray conditions and feedstock powders are used throughout the entire

work in the thesis. In the following texts, the three spray experiment sets are

described, including in-flight particle behavior diagnostics by SprayWatch©, single

splat capture experiment and deposit formation on the curved shape substrates.
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3.3 In-flight particle behavior diagnostics by SprayWatch©

SprayWatch2i© from Oseir (Hermiankatu, 6A, 33720 Tampere, Finland) is used

to acquire the in-flight particle parameters prior to impact, such as velocity,

temperature and flight angle. These values serve as validation data for the in-flight

particle parameters simulation by FLUENT© and as the basis of input parameters

selection for the droplet impact behavior simulation.

SprayWatch© is an advancedmonitoring system for diagnostics and process control

of various thermal spray processes. The image capturing function is achieved

by a digital CCD camera unit. Digital images of in-flight particles are taken

with short exposure time, and transferred to a dedicated computer instantly for

“on-line” processing. Special algorithms developed by Oseir Ltd. are used to

control the camera, and calculate the particle in-flight parameters. Principles

of these algorithms are narrated in the succeeding paragraphs. A dust-proof

industrial cabinet is used to prevent the computer fromdamages caused by dust and

high-temperature environment.

3.3.1 Measurement Volume and Focus Distance

The CCD camera consists of an array of tiny detectors. Therefore, themeasurement

volume is very large compared to that of a point-measurement system. It can be

adjustedby setting the focusdistance through theSprayWatch©software. Definition

of the measurement volume and some related terms are illustrated in Fig. 3.4 and

described below:

• Measurement volume, the volume in which the particles can be detected.

• DoF (Depth of Field) is the depth of the measurement volume. It depends on

the aperture of the imaging optics, which is automatically selected on the basis

of brightness of the process under monitoring. Small value (1-50) of aperture

is suitable for bright process, while larger (80-100) value is typical for lower

temperature processes.

• FOV X, width of the measurement volume.

• FOV Y, height of the measurement volume.
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• Focus distance is the distance between the spray and the camera unit.

• Stand-off distance, distance between the spray torch and the substrate being

sprayed.

• Measurement distance, distance between the spray torch and the center of the

imaged volume.

Fig. 3.4 SprayWatch setting for particle in-flight parameters diagnostics
and definition of somemeasurement terms.

Fig. 3.5 shows the imaged area, which is the side view of the measurement volume

of the SprayWatch© in the plasma spray plume. It is divided into two sections by

the spectrally resolving optics: Section A is imaged by clear optics, while Section

B is blur, because it is covered by two optical filters. The purpose of this design is

to measure the average particle temperature, which will be elaborated later in this

section.

In the experiment of the in-flight particle diagnostics, no substrate is included. The

measurement distance is the same as the stand-off distance value when substrates

are included. By this means, the obtained in-flight particle parameters can be

considered as those values prior to their impact to the substrates. The focus distance

is set as 270mm. The monitoring lasted for 30s, capturing around 300 particles for

each repetition.
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Fig. 3.5 Side view of themeasurement volume in the plasma spray plume.

3.3.2 Particle Velocity Measurement

Particle velocity is measured by the “time-of-flight” method. The camera takes

images with short exposure time, during which the particle travels to the next

position. A special image processing algorithm enable the software to construct the

particle trace. Thereafter, the in-flight angle and travel distance could bemeasured,

and the particle velocity is computed from the travel distance and the exposure time.

The accuracy of this method is 0.1 to 1m/s depending on the velocity range.

3.3.3 Particle Temperature measurement

Particle temperature is measured by two-color pyrometry. In order to use

two-color pyrometry, two images in two wavelength ranges need to be captured.

Conventionally, it is accomplished by two cameras, or a special, complicated and

expensive optical setup for one camera. In SprayWatch©, the CCD camera is partly

covered by a special optical double-stripe filter, as Section B shown in Fig. 3.5. The

filter combination allows measurement of the radiation intensity of the particle

flow in two narrow wavelength ranges centered at 680 and 870 nm. The lateral

distribution of the average particle temperature in the spray can be calculated by

the two-color pyrometry method. No further calibration is needed because the

two signals in different wavelength range are detected by the same, monolithic

detector array and amplified by the same circuit. The temperature detectionwill not
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disturb the in-flight particle velocity and trajectory detection, because this function

is accomplished by the remaining, clear part of the CCD camera.

3.3.4 Observation by SprayWatch©

Fig. 3.6 shows the example image of plasma spray process captured by

SprayWatch©, showing in-flight particles traversing the image area.

Fig. 3.6 Example of the captured image of plasma spray process by
SprayWatch©.

The velocity and flight angle distribution from the SprayWatch© measurement are

shown in Fig. 3.7. It can be noticed that the distribution is in a “bell” shape. The

flight angle of most of the particles ranges from 0∘ to 8∘ (with the mean value

2.22∘ and a standard deviation 3.09∘), which eventually justify the assumption in the

author’s deposition code that all the particles impact to the a virtual vertical plane

perpendicularly.

Although the particle temperature measured by SprayWatch© is not as accurate

as velocities, it is still post-processed to evaluate the upper boundary, median

values and lower boundaries at every time frame, as in Fig. 3.8. The range of
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(a) (b)

Fig. 3.7 Particle (a) velocity magnitude and (b) flight angle distribution
histogram and probability plot from SprayWatch© diagnostics.

the temperature is used to select droplet temperature for droplet impact behavior

simulations.

Fig. 3.8 Particle temperature measured by SprayWatch©. Median values,
upper boundary and lower boundary values are shown respectivelywith the
time frame.
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3.4 Single splat capture experiments

Single splats are captured by flat and curved stainless steel sheets and then

characterized by microscopes. The stainless steel sheets are pretreated and

a “shutter system” is designed and built to increase the possibility of getting

near-perfect splats. The mass flow rate is set as 1 g/s to avoid excessive particles

impacting on the substrate.

3.4.1 The substrate preparation

The target substrates are stainless steel sheets with size of 20×20×0.3 thickmm for

flat substrate and 85×22×0.3 thickmm for curved substrate. It is a compromise to

choose the thickness of the substrate. A too thin substrate will experience a severe

surfacemelting and shape change under the high temperature of the plasma plume.

But the substrate also cannot be very thick for the following reasons:

• The substrate sheet has enough flexibility to wrap around the substrate holder

without any damage to the sheet surface.

• It is also easy tobe flattened, for thepurposeofmicroscope inspection. It is found

that the splats have sufficient adhesion not to spall from the substrate.

• It is easy to cut the splat distribution region off with a low possibility of splats

peeling off.

Elemental analysis is carried out using Energy Dispersive Spectroscopy (JEOL

JSM-5600LV). The EDS spectrum is shown in Fig. 3.9. The weight fraction of

elements are: Fe 83.19%, Cr 16.81%. From the specification table of stainless steel1,

it could be concluded that the material of the substrate is stainless steel AI 430.

A polishing procedure is carried out to remove the scratches and produce a

relatively uniform roughness. Grit papers with ascending order of grid numbers

(180→400→800→1200) are used in the polishing process. The resulting surface

roughness is approximate 0.2 𝜇m. After polishing, the substrates are stored in a

desiccant chamber to prevent them from absorbing water moisture.

1 http://www.machinist-materials.com/stainless_table.htm
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Fig. 3.9 EDS analysis spectrum of the substrate surface.

Different substrate preheat temperatures have been found[121] to affect the splat

morphology by their influence on the thermal contact resistance of the substrate.

Therefore, inorder to increase thepossibilityof obtainingperfector relativelyperfect

splat forming, the substrate sheets have to be preheated before spraying.

Fig. 3.10 Quarz tube heater used for substrate sheets preheating.

A self-made quartz tube heater (Fig. 3.10) is used to preheat the substrate sheet

overnight before spraying. Resistance wire is spirally wound around a quartz tube.

Glass wool cloth and aluminum foil are wrapped for heat preservation. The input

voltage is adjusted by an electric transformer to ensure the internal temperature is

350∘C.
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After preheating, the substrate sheets are mounted. For the flat substrate case, the

substrate sheet is fixed on a fixture in front of the plasma torch by amagnetic bar on

the back of the fixture. The substrate center is in the centerline of the plasma torch

and the substrate surface isperpendicular to this centerline. For thecurved substrate

case, the substrate sheet is wrapped around the substrate holder made from the

aluminum cylindrical holder and tightly fixed on it by two screws (separation angle

90∘), as in Fig. 3.11. This substrate holder has the radius 13.5 mm.

Fig. 3.11 The fixing of substrate sheet around the cylindrical holder

3.4.2 Experimental setup

The experimental setup is shown in Fig. 3.12. The substrate is placed in front of the

torch, witha standoff distanceof 80mm. A “shutter system”consistingof aplatewith

a slit cut in it controls the in-flight particle flux to reduce excessive splat overlapping.

The shutter will block the spray plume and particle flux when it is at rest on the

bottom bar of the frame. A steel wire rope is used to lift the shutter plate to move

it up and down, so the particlesmay pass through the slit on the shutter plate within

a very short time.
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Fig. 3.12 Plasma spray system setting for the single splat capturing,
showing the “shutter system”.

3.4.3 Substrate temperature evolution evaluation

Before the single splat capturing experiment, a test of the substrate temperature

evolution behavior has been carried out. The purpose of this test is to monitor

substrate sheet temperature, in case the substrate sheet is overheated to distort

its shape. If possible, this surface temperature will be held in a relatively stable

value, which will be set as the input value in the simulation. A simple temperature

acquisition system is designed, as shown in Fig. 3.13 and 3.14.

This test is done by using the curved substrate. A K-type thermocouple is twisted

and spot welded and rested between the substrate sheet and the cylinder substrate

holder. Fig. 3.14 shows the viewunder the substrate sheet. The temperature reading

is the average value of those at several contact points. To protect the thermocouples

outer sheath from the plasma plume, a protection sheet also surrounds around the

cylinder holder, at one side of the substrate sheet. The thermocouples extend under

the substrate sheet, the protection sheet, and then is connected to a Portable Data

Logger (TDS-302, Tokyo Sokki Kenkyujo Co., Ltd), as in Fig. 3.15. The temperature
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acquisition interval is set as 1s, the minimal time interval that the data logger can

achieve.

Fig. 3.13 Substrate sheet surface temperature measurement system.

Fig. 3.14 The thermocouple attachment under the substrate sheet.

Fig. 3.15 Data logger used to record the temperature data from the
thermocouples.
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In the splat capture experiment, there are three stages, as in Fig. 3.16. In the

beginning, the shutter is totally lifted, so the plasma plume impinged on the

substrate sheet. The substrate sheet is preheated during this period, which is

called “plasma heating phase”(a). After that, the shutter is moved up and down

by releasing and pulling the steel wire. When the particles are fully blocked by this

shutter, it is called “block phase”(b); when some of the particles pass through the

slit, it is called “splat capture phase” (c). Three tests aremade to find an appropriate

plasma heat time. In the first test, the shutter is lifted throughout the spray period

without particle injection. In the second test, the preheat phase is set as about 4 s.

In the third test, it is set as about 2 s), shorter than the second test. In both of the

second and third tests, particles are injected after the preheat phase.

Fig. 3.16 The three phases during splat capture experiment

The first test, the temperature development without a shutter blockage is shown

in Fig. 3.17. It is noticed that the temperature increases rapidly with spray time,

until the power is switched off. Subsequently, the temperature is relatively stable for

about 13 s, then decreases with a higher cooling rate. Because the substrate sheet

is very thin (0.3mm), a continuous spray heating is not preferred. The temperature

development with the shutter moving is monitored in the second test.

As is evident from Fig. 3.18, the temperature increases to 930 K in 4 s after the spray

start during the “plasma heating phase”. After this period, the shutter is moved up

and down, the temperature fluctuates because the slit allows intermittent heating.

The temperature starts to drop since the spray torch is switched off. The lower
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Fig. 3.17 Substrate sheet surface temperature development behavior
during and after spraying without a shutter blockage.

Fig. 3.18 Substrate sheet surface temperature development behavior with
4 s preheat phase.

temperature (850∘C in the plateau part) compared with the temperature in Fig. 3.17

(1100∘C in the plateau part)may be attributed to the shutter intervention. To protect

the substrate surface from damage, another test is done. The plasma heat phase

is set as 2 s. The resulting temperature development is shown in Fig. 3.19. The
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Fig. 3.19 Substrate sheet surface temperature evolution behavior with
2 s preheat phase.

temperature is lower as expected. In the experiments after this set of tests, the

plasma heat phase is set as 2 s consistently, as deduced from the plot in Fig. 3.19.

3.4.4 Experimental image analysis

In order to inspect the morphologies of the splats, the substrates are examined by

the scanning electronmicroscope (FE-SEM,Quanta 200 FEGSystem, FEICompany,

USA) and the confocal imaging profiler (Eclipse L150 PL𝜇, Nikon, Tokyo, Japan).

The substrates are sputter-coated with gold prior to the SEM inspection, as zirconia

is non-conducting material. The splat three-dimensional profiles are measured by

the confocal imaging profiler. For the convenience of determining the position of

an individual splat on the curve substrate, an Olympus BX51WI optical microscope

(Olympus, Japan) equipped with CCD camera (QICAM, QImaging, Canada) is

employed to analyze the splats geometries, instead of SEMused for characterize the

splats on flat substrates.

3.4.4.1 Types of splats on the flat substrate.

Fig. 3.20 shows a broad view of many splats on the flat substrate under the the

scanning electron microscope. Inspection of individual splat reveals different types

of splats, as shown in Fig. 3.21. Fig. 3.21(a) presents an example of a perfect splat
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Fig. 3.20 A broad view of the substrate with many splats on it.

on the substrate. The splat remains intact with almost no splashing characteristics.

Fig. 3.21(b) shows partially breakup in the splat mainbody with protruding fingers

surrounding the splat. It is obvious that in Fig. 3.21(c), the splat is in a flower-like

shape. The splashing becomes severe, characterized by the large extent of jets and

fingers. Most of the splats captured in this experiments belong to type (a) and (b),

which are digitalized in this research to serve as validation of the simulation.

(a) (b) (c)

Fig. 3.21 Typical splats found on the flat substrate.
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3.4.4.2 Splat shape on the curved substrate

For curved substrate, the substrate sheet is unwrapped and taken off from the

cylinder substrate holder after spraying. The sheet is flattened for observation under

microscopes. The flattening procedure results in a coordinate transformation, as

shown in Fig. 3.22, which is called “development”.

The curve surface (semicircle) represents the front face of the substrate sheet. O’ is

the middle point of the semicircle, at the angular position 0∘. S’ is a point where a

splat resides. On the developed surface, the corresponding point becomes S, which

is at a location with the distanceOS equals to the arc lengthO’S’.

OO’C

SS’

r

P’

P

Θ

Fig. 3.22 The conversionbetween splat locationon curved substrate sheet
and the flatten sheet.

The splat locating idea is presented in Fig. 3.23. The microscope projects a light

spot on the substrate sheet. The middle point of the developed surface (flattened

substrate sheet) 𝑂 is set as the reference point. Therefore, the distance between the

light spot, S and themiddle point of the flattened sheetO, is the position of the splat



99 99

99 99

Chapter 3 Experiments on the Plasma Spray Process

75

Fig. 3.23 The locating of the splat under microscope.

under inspection. This position is then convertedback to the angular position on the

original curved substrate. As shown in Fig. 3.22, the splat location S is converted to

the angular location 𝜃 by the following way:

Since 𝑂𝑆 = 𝑂􀚅𝑆􀚅, whichmeans

𝑂𝑆 = 𝑟􀎫𝜃 (3.1)

therefore,

𝜃 =
𝑂𝑆

𝑟􀐠
=

𝑂𝑆

𝑟􀎠 + 𝑡􀐠
(3.2)

where 𝑟􀐠 is the radius of the stainless steel sheet surface, 𝑟􀎠 the radius of the substrate

holder, 𝑡􀐠 the thickness of the stainless steel sheet.

By the way mentioned above, splats at different impact angles are inspected.

Fig. 3.24 shows examples of the captured splats at different impact angles on the

curve-shape substrate. It is noticed that under normal impact, the splat presents

a circular shape. When the impact angle increases (the location of the splat gets

away from the center of the curve substrate), the splat elongates and appears as
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an ellipse shape. Some area of the images are darker due to out of focus since the

substrate sheet cannot be perfectly flattened. Fig. 3.25 shows examples of snapshots

of the splats at different angles under confocal imaging profiler. To extract the splat

morphology, the ascii data are postprocessed, which will be discussed in the results

and discussion part of this thesis.
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(a) 4∘

(b) 31∘

(c) 46∘

Fig. 3.24 Optical micrographs of splats produced at different impact
angles.
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Fig. 3.25 Example of snapshots of splats at different impact angles under
confocal imaging profiler.
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3.5 Experiments on Deposit Formation

3.5.1 Experimental setup

In the deposit formation experiment, specimen are grit-blastedmild steel substrates

as shown in Fig. 3.26. The mean arithmetic surface roughness is 50 𝜇m. The radius

of the convex surface is𝑅􀍯 = 85.7 mm. The substrate is placed in front of the plasma

torch, with the convex surface facing to the torch. The stand-off distance is 80mm.

Fig. 3.26 Curved specimen used in the deposit formation experiment.

Three cases are carried out, with the substrate in different vertical positions,

achieving deposit at different locations on the substrate. As shown in Fig. 3.27,

the resulting deposits are respectively on the upper, middle and lower part of the

substrate surface in case 1, 2 and 3.

The exact spray durations are calculated from the SprayWatch© diagnostics images.

Because the images are captured 3 frames per second, the spray time can be

evaluated from the number of images since the depositing started. It is calculated

that the substrate in each case is sprayed around 5 s for case 2, 10 s for case 1 and 3.
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Fig. 3.27 Illustration of three experimental cases being carried out. The
deposit resides on (a) case 1, the upper part of the substrate surface; (b)
case 2, the middle part of the substrate surface; (c) case 3, the lower part of
the substrate surface.
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3.5.2 Deposition Efficiency

In experiments not all the incident particles adhere onto the substrate. Rebounding,

peeling and some other factors, such as material vaporization may result in a low

deposition efficiency. Therefore, it is necessary to take deposition efficiency into

account in the modeling. Deposition efficiency is defined as the ratio of the weight

of powder deposited on the substrate to that of powder injected into the torch per

unit time, as shown in the equation below:

𝐷𝐸 =
𝑊􀏷

𝑊􀏼

× 100% (3.3)

where 𝑊􀏷 is the deposit mass, while 𝑊􀏼 is the mass of powder injected into the

torch. The substrates are weighed before and after spraying respectively by a digital

balance. Thus the net masses of the deposits (𝑊􀏷) can be evaluated by subtraction

method. The mass of feedstock powders injected into the torch are calculated from

the powder feed rate (g/s) and the spray time (s). The powder feed rate is obtained

by taking the injector off from the plasma torch and collecting the powders over a

fixed collection time, in a bottle with knownmass under thermal spray condition of

carrier gas pressure and powder feeder rpm setting. The mass of collected powder

per unit time is considered as the powder feed rate.

The deposition efficiency for the three cases is 37.5%, 37.1% and 41.4% respectively.

These values are not considered very accurate, due to the large difference between

the weight of deposit (∼0.8 g) and the substrate weight (∼700 g) and the fluctuation

of the powder injection rate. However, the deposition efficiency is an acceptable

value to take the mass loss caused bymany factors into account.

3.5.3 Calibration of the dimensions of images from SprayWatch©

In order to monitor the deposit growing procedure, SprayWatch© on-line

diagnostics system is employed. The part of substrate front face to be deposited

is included in the clear area of the SprayWatch© view.

To set a reference for the dimensions of the images captured by SprayWatch©, a

series of tests are carried out to find the relationship between the focus distance
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(fd) and the width of field of view (FOV X) and height of field of view(FOV Y) of

the measurement volume. The focus distance is adjusted between 215mm and

390mm. A metal ruler is mounted on the substrate holder as the reference marker

for focus adjustment anddimension calibration. Fig. 3.28 shows the image captured

by SprayWatch© with the reference ruler when the focus distance is 215mm. From

the images, FOV X and FOV Y are calculated.

Fig. 3.28 Anexampleof imageat the focusdistance215mmbySprayWatch©
for dimensions calibration. Ametal ruler is included for reference purpose.

The relationships between focus distance and FOV X, FOV Y are concluded in

Fig. 3.29. As expected, linear relationships are found. The fitted formula are

{
𝐹𝑂𝑉 𝑋 = 0.039913 + 0.09735 × 𝑓𝑑

𝐹𝑂𝑉 𝑌 = 0.87418 + 0.07162 × 𝑓𝑑
(3.4)

where 𝑓𝑑 is the focus distance.

3.5.4 3D profile measurement of sprayed deposit

To provide a more detailed realization of the deposit shape, TalyScan 150 (Taylor

Hobson Ltd, Leicester, England) is employed to construct the 3D profile, as shown

inFig. 3.30. It is a scanning systemdesigned for 3Dmeasurement, whichhas contact

and non-contact scanning capabilities. A temporary platform is used to bear the

specimen because the built-in platform is very small.

The non-contact method uses laser to detect the specimen topology. The starting

point is set to the machine origin (0,0,0). The scanning laser is then moved in a

zigzagpattern tomeasure the coordinates of thedeposit surfacepointswith constant
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Fig. 3.29 The measurement volume length and height correlate with the
focus distance.

Fig. 3.30 TalyScan 150 3D scanning system.

step size of 25 𝜇m. The total scanning distances are 20mm along 𝑥 and 𝑦 directions

respectively. Thus the profile of the deposits are obtained. Fig. 3.31 shows the

deposit profiles from TalyScanmeasurements for case 1–3.
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(a) case 1

(b) case 2

(c) case 3

Fig. 3.31 Deposit profiles from TalyScanmeasurements.
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Chapter 4

SimulationMethodologies

4.1 Introduction

This chapter provides a specification of the simulation methodologies for the three

different aspects of the plasma spray procedure: plasma flow field and in-flight

particle behavior, droplet impact behavior and deposit growth.

Particle size, velocity, temperature, spatial distribution and melting state are the

basic input parameters for the modeling of coating formation. A three dimensional

Computational Fluid Dynamics (CFD) model based on FLUENT© is developed to

determine the in-flight particles behavior in the plasma flame.

The droplet impact is the elementary process for the deposit formation in thermal

spray process. A numerical model based on the computational fluid dynamics

(CFD) Flow-3D® is made, including the physics of heat transfer and solidification.

In-flight particle parameters from the online diagnostic system SprayWatch© are

used as the initial conditions of the droplet for the modeling. The purpose is to find

correlations between the impact parameters and the final splatmorphology on both

flat and curved surfaces. The underlyingmechanisms determine the droplet impact

phenomena are also the scope of the research.

Based on the splat morphologies correlation with the impact parameters, a

semi-empirical methodology has been developed to predict the deposit growth

with time in the thermal spray process. Time segmentation and coordinate

transformation constitute the frame of the code.
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4.2 Modeling and SimulationMethodology on Plasma
Field and In-flight Particles

The CFD model includes the plasma heat generation and plasma and particle

interaction. The three dimensional CFD domain of the model encompasses the

torch and a cylindrical atmosphere region in front of the torch. Constant volumetric

heat source model is used to model the plasma heat generation. The heat transfer

from plasma to particles is modeled by the one-way coupling method.

The turbulent and cooling effects by the entrainment of ambient air into the plasma

jet was found to affect the particle trajectories and the corresponding temperature

and velocities. It is expected that these effects become more severe when the

jet impinges on the substrate, leading to flow stagnation and reversals around

the obstacles in the plasma plume. In oder to investigate the effects of substrate

inclusion on plasma flow and particles behavior, five cases are carried out by

numerical simulations.

4.2.1 Geometry Design

As shown in Fig. 4.1, a part of the plasma torch (black line) is extracted to represent

the entire torch gun, named upstream computational domain; adjacent to it,

a downstream computational domain is created (dashed line), in a cylindrical

shape with the dimensions of 𝜙160mm (diameter) × 250mm (length). The entire

computational domain is presented in Fig. 4.2.

Fig. 4.1 Model of computational domain of plasma spray.
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Fig. 4.2 3D view of computational domain of plasma spray.

The geometrical shape of the curved substrates is illustrated in Fig. 4.3, with

dimensions of width 𝑊, length 𝐿, inner radius 𝑅1 and outer radius 𝑅2. The axes

of curvature are positioned orthogonally with respect to the carrier gas injection

direction (shown as dashed line), as shown in Fig. 4.4 – the model with concave

surface of the substrate facing to the torch exit is labeled as “C”; when the convex

surface facing to the torch exit, it is labeled as “V”.

Fig. 4.3 Schematic illustration of substrate shape.

Together with the case without substrate inclusion (referred to as Freestream case),

five cases are conducted to assess the effect of shape and orientation on plasma field
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(a) (b)

Fig. 4.4 Schematic Illustrations of substrate orientation: (a) concave case
(b) convex case.

temperature and velocity: Freestream (Fr), two concave and two convex cases as in

Table 4.1. These substrates have the same length (L) 50mm, other specifications in

these cases are also listed in the table. In addition, these substrates are placed at

a distance of 80mm between the nozzle front face and the center of substrate front

face.

Table 4.1 Dimensional specifications and orientation of substrates in
five model cases.

Case W(mm) R1(mm) R2(mm) Curvature (mm􀍹􀍯)

Fr – – – 0

S1-C 25 11 13 0.0909

S1-V 25 11 13 0.0769

S2-C 55 51 57 0.0196

S2-V 55 51 57 0.0175

4.2.2 Computing Strategy for Plasma Field

Integration of structured and unstructured schemes is utilized to generate elements

throughout the whole geometry by using Gambit V2.3.16©; the model is further

solved by FLUENT V6.3.26©. The adopted total grid size here is around 70,000 cells

for the Freestream case. The number increases with the inclusion of the substrate.

Moreover, several assumptions are adopted to established this model:
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• The torch is equipped with a straight gas injector; therefore, primary gas is

injected normally from gas injector into the torch, and no swirl is present in the

plasma heat generation.

• The plasma is considered as optically thin, i.e., transparent to radiative heat

transfer.

• As the lateral boundary of the external domain is a distance far away from the

nozzle exit, an atmospheric boundary is imposed there.

• Because of the high velocity of the plasma flow, the inertia force is the dominant

force comparedwith the buoyancy force or the gravity effect. Therefore, no other

sources than the inertia is included.

• The plasma fluid flow is assumed as incompressible and in a steady-state.

• The argon gas is chemically inert with temperature-dependent thermodynamic

and transport properties in local thermodynamics equilibrium (LTE)

assumption. Properties of argon and air are adopted from literature[122] and

fitted into a piecewise linear profile in FLUENT©.

• Becauseof the small sizes andhigh velocity of the in-flight particles, gravitational

force is negligible compared with the viscous drag force.

• Because of the high temperature of the plasma field (about 12,000 K) and small

size of the feedstock particles, the particles are assumed to be liquid droplets

once they enter the plasma field. This liquid form is a pseudo-liquid, which

means the particles are in a “quasi-liquid” phase, even when the temperature

is much lower than the melting point of the material.

4.2.3 Plasma FlowModeling

4.2.3.1 Governing equations

The general governing equation for plasma flow can bewritten as a differential form

as in Equation 4.1.

𝛻 ⋅ (𝜌 ⃗⃗⃗𝑉𝜙) = 𝛻 ⋅ (Γ􀑟𝛻𝜙) + 𝑆􀑟 (4.1)
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where 𝜙 is the process variable and ⃗⃗⃗𝑉 the velocity factor. Process variables 𝜙,

diffusion coefficients Γ􀑟, and the source terms represent different combinations of

variables in different conservation equations, which are clearly shown in Table 4.2.

Table 4.2 The process variables, diffusion coefficients and source terms
for Equation 4.1.

Equation Mass Momentum Energy Species Turbulence

Variable (𝜙) 1 u, v, w h 𝑌􀐛 𝜅, 𝜀

Diffusion coefficient
(Γ􀑟)

0 𝜇􀐙 + 𝜇􀐡 𝑘􀐙 + 𝑘􀐡 𝐷􀐙 + 𝐷􀐡 𝜇􀐙 +
􀑍􀔙

􀐃􀔗􀔙,􀕃
, 𝜇􀐙 +

􀑍􀔙

􀐃􀔗􀔙,􀔾

Source term (𝑆􀑟) 0 −𝛻𝑝 𝑃
􀚆􀚆􀚆

􀐖􀐛
0 𝐺􀑋-𝜌𝜀,

𝐶􀍯􀑆
􀑆

􀑋
𝐺􀑋 − 𝐶􀍯􀑆𝜌

􀑆􀑨

􀑋

4.2.3.2 Plasma heat generation

Argon gas is used as primary and carrier gases. A volumetric heat source defined

by source term 𝑃
􀚆􀚆􀚆

􀐖􀐛 is included in the governing energy equation to approximately

represent the arc heating:

𝑃
􀚆􀚆􀚆

􀐖􀐛 =
𝜂𝐸𝐼􀏴

𝑉􀐎
(4.2)

where 𝑃
􀚆􀚆􀚆

􀐖􀐛 is the volume – averaged heat source, 𝐸 the arc voltage, 𝐼􀏴 the arc current

and 𝑉􀐎 the volume of the anode. Torch efficiency, 𝜂, is set as 67% [123], which takes

heat energy loss to the circulating cooling water into account.

4.2.3.3 Wall functions

The flow behavior and turbulence structure of turbulent flow may be significantly

affected by the inclusion of the solid substrate, especially the position and shape

of substrate. Velocity decreases sharply in the near-wall region. Large velocity

gradients result in high turbulence area around the substrate. In order to make

the simulation closer to reality, a series of semi-empirical formulas are utilized to

associate the viscosity-affected region with the wall and the fully turbulent region.

Based on Launder and Spalding’s proposal[124], 𝑈􀏸, 𝜏
􀔂
, 𝑇􀏸, 𝑇􀐊, 𝑞̇ and 𝑦 are

respectively defined as the time-average plasma velocity at adjacent element 𝐸

along the wall[124], the shear stress along the velocity direction, the time-average
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temperatures at points 𝐸 and𝑊, the heat flux to the wall, and the distance from the

wall. 𝐸 represents an element point adjacent to the wall. The following equation,

which is called the “law-of-the-wall” for mean velocity, is used as the wall function

[30].

𝑈* = {

􀍯

􀏾
ln(𝑎 * 𝑦*), 𝑦* > 11.225

𝑦*, 𝑦* < 11.225
(4.3)

where𝑈*, dimensionless velocity, and 𝑦*, distance from the element to the wall are

defined as below:

𝑈* =
𝑈􀏸𝐶

􀍯/􀍲
􀑍 𝜅

􀍯/􀍰
􀏸

𝜏􀐤/𝜌
(4.4)

𝑦* =
𝜌𝐶􀍯/􀍲􀑍 𝜅

􀍯/􀍰
􀏸 𝑦􀏸

𝜇
(4.5)

𝐶􀑍 has a empirical constant value 0.09, 𝜅􀏸 is the turbulence kinetic energy at point

𝐸, while 𝑦􀏸 is the distance from point 𝐸 to the wall.

The logarithmic law for mean temperature is similar to that for mean velocity,

according to Reynolds’ analogy between momentum and energy transport. The

law-of-the-wall for temperature employed inFLUENT©comprises the following two

different laws:

𝑇* ≡
(𝑇􀐊 − 𝑇􀏸)𝜌𝐶􀏰𝐶

􀍯/􀍲
􀑍 𝜅

􀍯/􀍰
􀏸

𝑞̇
= {

𝑃𝑟𝑦*, 𝑦* < 𝑦*􀐇

𝑃𝑟􀐡 [
􀍯

􀏾
𝐼𝑛(𝑎𝑦*) + 𝑃] , 𝑦* > 𝑦*􀐇

(4.6)

where 𝐶􀏰 is the plasma specific heat capacity, 𝑞̇ the flux heat to the substrate,

𝑦*􀐇 the non-dimensional thermal sublayer thickness. The value of 𝑃 is given by

Equation 4.7[125].

𝑃 = 9.24 [(
𝑃𝑟

𝑃𝑟􀐡
)

􀍱/􀍲

− 1] (1 + 0.28𝑒􀍹􀍮.􀍮􀍮􀍵􀐃􀐟/􀐃􀐟􀔙) (4.7)

where 𝑃𝑟 is the Prandtl number 𝑃𝑟 = 𝜇/𝛼. When 𝑦* < 𝑦*􀐇, the equation is the linear

law for the thermal conduction sublayerwhere conduction is important; whilewhen

𝑦* > 𝑦*􀐇, it becomes the logarithmic law for the turbulent region where effects of

turbulence dominate conduction[30].
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4.2.4 Operating Parameters and Boundary Conditions

The operating parameters are listed in Table 4.3. Inlets of the torch and injector

are both modeled as a mass flow inlet in order to achieve a better convergence

rate comparing to that of a pressure inlet. The mass flow rates of primary gas and

carrier gas are respectively assigned to torch and injector port. All the torch gun

walls are set at a constant temperature of 300 K, which is the ambient temperature.

Boundaries of downstream computational domain are set as pressure outlet, where

atmospheric condition is imposed. Turbulence model at inlets of the torch and

injectors are characterized by turbulent intensity and hydraulic diameter. The

turbulent intensities at arc gas and carries gas inlets can be calculated by Equation

Equation 4.8.

𝐼􀐡 = 0.16𝑅𝑒􀍹􀍯/􀍶 (4.8)

Table 4.3 Operating parameters for plasma simulation

Operating parameter (Unit) Magnitude

Torch diameter (mm) 8

Nozzle diameter (mm) 15.5

Injection port diameter (mm) 3

Substrate standoff distance (mm) 80

Powder size (𝜇m) 22-125

Current input (A) 900

Voltage (V) 35

Torch efficiency (%) 67

Heat Source (W/m􀍱) 4.4178 × 10􀍯􀍮

Arc gas (Argon) flow rate (kg/s) 1.9474 × 10􀍹􀍱

Carrier gas (Argon) flow rate (kg/s) 1.136 × 10􀍹􀍲

TI at arc gas inlet (%) 4.83

TI at carrier gas inlet (%) 6.09

The thermodynamic and transport properties of gases vary with temperature

drastically. Therefore, it is better to involve the temperature-dependent properties

in the modeling of atmospheric plasma spraying. There are two types of gas –

argon and air – in this CFD model. Their temperature-dependent properties were
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adopted from literature[122] and fitted as piecewise linear profiles with respect to

temperatures. These profiles are the input data for gas properties in FLUENT©,

shown in Appendix C.

However, in atmospheric plasma spraying, when the plasma gas gets out of the

nozzle, the air will be entrained and mixed with the plasma gas. Therefore, the

mixing properties are necessary for modeling. Volume-weighted mixing law was

employed for density calculation, while mass-weightedmixing law was adopted for

the other properties, which is also described in Appendix C. Some other input data

are calculated and elaborated in Appendix D.

4.2.5 Particle dynamics and heat transfer modeling

On the basis of the obtained converged plasma field, zirconia particles are injected

axially through an internal injection port. The flow of particles is modeled by

FLUENT© using the discrete phase model in a Lagrangian frame of reference. A

fundamental assumption made in this model is that the dispersed second phase

occupies a low volume fraction, whichmeans the second phase is sufficiently dilute

that particle-particle interactions and the effects of the particle volume fraction on

the gas phase are negligible. Motion of a particle is defined as a function of its

velocity:

𝑑⃗⃗⃗⃗⃗𝑋􀐝

𝑑𝑡
= ⃗⃗⃗𝑉􀐝 (4.9)

where the particle velocity ⃗⃗⃗𝑉􀐝 can be determined from amomentum balance for the

particle by

𝑚􀐝

𝑑⃗⃗⃗⃗𝑉􀐝

𝑑𝑡
= ⃗⃗ ⃗⃗𝐹􀏷 (4.10)

𝑚􀐝 is the mass of single particle, while ⃗⃗ ⃗⃗𝐹􀏷, is defined as following:

⃗⃗ ⃗⃗𝐹􀏷 =
18𝜇

𝜌􀐝𝐷
􀍰
􀐝

𝐶􀏷Re

24
( ⃗⃗⃗𝑉 − ⃗⃗⃗⃗𝑉􀐝) (4.11)

where 𝑅𝑒 is the local relative Reynolds number with the following definition:

𝑅𝑒 =
𝜌𝐷􀐝 | ⃗⃗⃗𝑉 − ⃗⃗⃗⃗𝑉􀐝|

𝜇
(4.12)
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while the drag coefficient 𝐶􀏷, typically is given as a function of Reynolds number:

𝐶􀏷 = 𝑎􀍯 +
𝑎􀍰

Re
+

𝑎􀍱

Re􀍰
(4.13)

where 𝑎􀍯, 𝑎􀍰 and 𝑎􀍱 are constant coefficients over several ranges of Reynolds

number[126].

For the comparison purpose, turbulence flow effect on the particle trajectories

is ignored for the inaugural cases of the in-flight particle simulation. In such a

case, the trajectory is computed based on the mean continuous phase velocity field

(Equation 4.10). After that, a stochastic tracking method, “Random Walk Model”,

is utilized to predict the dispersion of particles due to turbulence. In this approach,

the instantaneous value of the fluctuating gas flow velocity is included:

⃗⃗⃗𝑉 =
¯⃗⃗
𝑉 + ⃗⃗⃗𝑉􀚅 (4.14)

where ¯⃗⃗
𝑉 is themean velocity vector, ⃗⃗⃗𝑉􀚅 the velocity vector fluctuation. The trajectory

equations are integrated along the particle path by using the instantaneous flow

velocity. By computing the trajectory in this manner for a sufficient number of

representative particles, the randomeffects of turbulence on the particle turbulence

maybeaccounted for. In theplasma sprayprocess, the radiativeheat losses from the

particle are negligible comparing with the conductive heat flux from the plasma to

the particle[58]. Therefore,

𝑚􀐝𝐶􀐝
𝑑𝑇􀐝

𝑑𝑡
= ℎ𝐴􀐝(𝑇􀏰 − 𝑇􀐝) +

𝑑𝑚􀐝

𝑑𝑡
ℎ􀐙􀐡 (4.15)

where𝑚􀐝 is the mass of the particle, 𝐶􀐝 the specific heat capacity of the particle, 𝑇􀐝

the particle temperature, 𝑇􀏰 the local temperature of the continuous phase, 𝐴􀐝 the

surface area of the particle, ℎ􀐙􀐡 the latent heat. The heat transfer coefficient, ℎ, is

defined by using the correlation of Ranz andMarshall[127]:

ℎ =
𝑘􀏰

𝐷􀐝
(2.0 + 0.6𝑅𝑒

􀍯/􀍰
􀐑 𝑃𝑟􀍯/􀍱) (4.16)

where 𝑘􀏰 is the thermal conductivity of the plasma phase, 𝑅𝑒􀐑 means the Reynolds

number based on the particle diameter and the relative velocity, 𝑃𝑟 the Prandtl

number of the continuous phase. The first termon the right handofEquation 4.15 is
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the convective heat transfer; while the second one is the latent heat transfer through

evaporation and condensation. When the particle temperature is below the particle

melting point, i.e., 𝑇􀐝 < 𝑇􀐚, the second term can be omitted, which means the

process is considered as an inert heating or cooling process.
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4.3 Modeling and SimulationMethodology on Droplet
Impact Behavior

In this section the impact behavior of YSZ droplet on the flat surface and curved

surface is simulated using Flow-3D®. The samemethodology is used except that they

have different coordinate system: for flat substrate, themodel is based on Cartesian

coordinate system, while for curved substrate, the model is based on cylindrical

coordinate conforming to the curved surface.

Several terms are defined to make the discussion of droplet impact behavior more

clearly and easily, which is shown as below:

• Flattening When the droplet impacts onto the substrate, the fluid flows

outward parallel to the substrate surface; while the height of the fluid decrease

continuously.

• Splashing Thephenomena inwhich the fluid disintegrates from the splat, or jets

out from the splat.

• Splatting A general term refers to the phenomenon including droplet flattening,

solidification and splashing.

4.3.1 Computing Strategy

The Flow3D® solves the Navier-Stokes equation by the finite difference method.

Volume of Fluid (VOF) and Fractional and Volume Obstacle Representation

(FAVOR™) method are the basis of this code.

4.3.1.1 Volume of Fluid (VOF) and Fractional and Volume Obstacle Representation
(FAVOR™) method

VOF and FAVOR™ essentially are both using volume-fraction methods. The VOF

function, defined as𝐹(𝑥,𝑦,𝑧), is introduced to identify the presence of fluid in space.

The value is 1 when the point (𝑥,𝑦,𝑧) is located in the fluid, but 0 when the point is

outside the fluid. The computational domain to be modeled is divided into a set of

control volumes, or cells. In the computational cells, 𝐹 is a step function, the𝐹 value
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is unity at any cell filled with fluid but zero at an empty cell. The cell partially filled

with fluid presents a 𝐹 value between 0 and 1 and is referred as an “interface cell”.

Therefore, 𝐹 records the volume fraction of the control volume filled with fluid.

Similarly, the obstacle geometry surfaces are defined by another fractional volume

quantity 𝑉􀏹. It is defined as the open volume fraction of a control volume that is

not blocked by a solid. By this way the geometry interface is residing in a control

volume with 0 < 𝑉􀏹 < 1. This technique is used to model complex geometry

in the computational domain and is named as Fractional and Volume Obstacle

Representation (FAVOR™) method.

Combining of VOF and FAVOR, the actual volume of fluid in each control volume is

𝐹𝑉􀏹Γ, if Γ is the volume of a control volume. The VOF function satisfies the equation

𝜕𝐹

𝜕𝑡
+

1

𝑉􀏹
[
𝜕

𝜕𝑥
(𝐹𝐴􀐥𝑢) +

𝜕

𝜕𝑦
(𝐹𝐴􀐦𝑣) +

𝜕

𝜕𝑧
(𝐹𝐴􀐧𝑤)] = 0 (4.17)

where (𝑢,𝑣,𝑤) is the fluid velocity vectors in the three directions (𝑥,𝑦,𝑧) in the

Cartesian coordinate. 𝐴􀐥, 𝐴􀐦 and 𝐴􀐧 are respectively the area open to the flow in

𝑥, 𝑦 and 𝑧 directions in a control volume.

Knowing the fluid fractional values 𝐹 and the fluid moving direction, it is possible

to construct the general location and orientation of a free surface within a control

volume. As the liquid moves, the VOF function is updated at different time steps by

the governing transport equations.

4.3.1.2 The transport equations

The governing equations that describe the transport of the fluid are represented by

the mass continuity equation, the momentum equation and the energy equation.

Themass continuity equation is given as:

𝑉􀏹
𝜕𝜌

𝜕𝑡
+ 𝑨𝛻 ⋅ 𝜌 ⃗⃗⃗𝑉 = 0 (4.18)

where 𝜌 is the fluid density and ⃗⃗⃗𝑉 is the velocity vector (u,v,w) in the Cartesian

coordinates. A is the triangle matrix of 𝐴􀐥, 𝐴􀐦 and 𝐴􀐧:

𝑨 = diag[𝐴􀐥,𝐴􀐦,𝐴􀐧] (4.19)
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The equations of momentum are the Navier-Stokes equations with some additional

terms:

𝑉􀏹
𝜕

𝜕𝑡
𝜌 ⃗⃗⃗𝑉 + 𝑨𝛻 ⋅ 𝜌 ⃗⃗⃗𝑉 ⃗⃗⃗𝑉 = −𝛻𝑝 − 𝑨𝛻 ⋅ 𝜏 (4.20)

where 𝑝 is the pressure, 𝜏 the stress tensor.

Fluid energy equation is expressed as below:

𝑉􀏹
𝜕

𝜕𝑡
(𝜌𝐼) + 𝑨𝛻 ⋅ 𝜌𝐼 ⃗⃗⃗𝑉 = 𝑨𝑝𝛻 ⋅ ⃗⃗⃗𝑉 + 𝑇􀐑􀐖􀐓 (4.21)

where 𝐼 is the macroscopic mixture internal energy, which is assumed as a linear

function of temperature

𝐼 = 𝐶􀐙 ⋅ 𝑇 + (1 − 𝐹􀐠) ⋅ ℎ􀐓 (4.22)

𝐶􀐙 is the specific heat of fluid, 𝐹􀐠 the solid fraction, ℎ􀐓the latent heat of fusion. 𝑇􀐑􀐖􀐓

is the heat conduction diffusion term, which is given by

𝑇􀐑􀐖􀐓 = 𝑨𝛻 ⋅ (𝑘𝛻𝑇) (4.23)

where 𝑘 is the thermal conductivity of the fluid and 𝑇 the temperature of the fluid.

The heat transfer between the fluid and the substrate is also included, as in the

following equation:

(1 − 𝑉􀏹)𝜌􀐤𝐶􀐤
𝜕𝑇􀐤

𝜕𝑡
−

𝜕

𝜕𝑥
[𝑘􀐤(1 − 𝐴􀐥)

𝜕𝑇􀐤

𝜕𝑥
] −

𝜕

𝜕𝑦
[𝑘􀐤(1 − 𝐴􀐦)

𝜕𝑇􀐤

𝜕𝑦
]

−
𝜕

𝜕𝑧
[𝑘􀐤(1 − 𝐴􀐧)

𝜕𝑇􀐤

𝜕𝑧
] = 𝑇􀐠􀐜􀐟 (4.24)

where 𝑇􀐤 is the substrate temperature, 𝜌􀐤, 𝐶􀐤 and 𝑘􀐤 are the substrate density,

specific heat and thermal conductivity respectively. 𝑇􀐠􀐜􀐟 is the liquid-substrate heat

transfer. This heat transfer through a specific surface in a control volume is defined

as:

𝑞 = ℎ𝐴􀐤(𝑇􀐤 − 𝑇) (4.25)

where ℎ is the heat transfer coefficient between the droplet fluid and the substrate,

𝐴􀐤 is the interface area within the cell, 𝑇 and 𝑇􀐤 are the fluid and wall surface

temperature respectively.
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4.3.2 Model Setup

A few assumptions aremade to simplify the problem. The ambient air is considered

as void, which applies uniform pressure (101325 Pa) on the fluid (the droplet). The

convective and radiative heat transfer between the fluid and the ambient air are

neglected. The droplet is assumed to be fully-melted and spherical at the moment

of impact.

4.3.2.1 Normal impact

For the normal impact, the droplet is modeled to impact on the substrate

perpendicularly. Due to the symmetry of the geometry, only a quarter of the droplet

and the corresponding substrate beneath this part are modeled, as illustrated in

Fig. 4.5.

Fig. 4.5 Illustration of computational domain and mesh setup for droplet
impacting perpendicularly on the substrate. The computational domain
includes a quarter of the droplet and part of the substrate beneath it.

The computational domain size is adjusted according to the droplet size and impact

velocity so that the entire splatting phenomenon occurs within this domain. The

computational domain is divided into two subdomains: the “fluid domain” above

the substrate surface, where the droplet fluid spreads, splashes and solidifies;

and the “substrate domain”, where part of the substrate is included. Since the

droplet deformation is very drastic, the grids are finer along z direction in the “fluid

domain” than in the “substrate domain” in order to capture the droplet deformation
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and final splat thickness. The grid size is uniform along x and y directions. For

comparisonpurpose, the grid size along x and ydirection are uniform in all the cases

of different droplet size and impact velocity, i.e. 𝑑𝑥 = 𝑑𝑦 = 1 𝜇m. The runtime

of the simulations is varied for different cases. For the case of highest velocity, the

simulation time is 24 h.

The thermophysical properties of YSZ and of the stainless steel substrate and the

interface parameters between the droplet and the substrate are summarized in

Table 4.4. The thermalphysical properties of YSZ have been reviewed in Chapter 2,

but for convenience, they are also included in the table. Specific heat values of the

liquidus and solidus YSZ are the average value between the temperature ranges in

the simulation, because in Flow-3D® only constant value is accepted.

Table 4.4 Thermophysical properties of YSZ, stainless steel substrate and
interface parameters between droplet and substrate.

Parameter (Unit) Magnitude

Melting Point (K) 2988

Liquidus Temperature (K) 3031

Solidus Temperature (K) 2978

Latent heat of fusion (kJ/kg) 706.3

Density (kg/m􀍱) 5890

Viscosity (Pas) 0.0037 exp(6100/𝑇)

Thermal Conductivity (W/mK) 2.4

Specific heat of solid (J/kgK) 872

Specific heat of liquid (J/kgK) 1364

Surface Tension (N/m) 0.43

Contact angle (Degree) 90

Thermal conductivity of substrate (W/mK) 32.9

Specific heat of substrate (J/kgK) 570

Density of substrate (kg/m􀍱) 7700

Roughness of substrate (𝜇m) 0.2

The initial conditions of the droplet and substrate at the moment of impact

are summarized in Table 4.5. The droplet velocities and temperatures are

representative values from the experimental diagnostics by SprayWatch©.
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Table 4.5 Initial conditions for numerical simulation.

Parameter (Unit) Magnitude

Velocity (m/s) 120,200,300,400

Temperature (K) 3200,3500,3800

Convective heat transfer coefficient (W/m􀍰K) 10􀍳,10􀍴,10􀍵

Substrate temperature (K) 823,1573

As illustrated in Fig. 4.6, the velocity selection is based on the particle velocity

distribution from SprayWatch© diagnostics. v5 = 200m/s is a value close to the

median value 𝑞2, v4 = 120m/s and v6 = 300m/s are the values between the

minimum value𝑚𝑖𝑛 and the first quartile 𝑞1 and between the third quartile 𝑞3 and

the maximum value𝑚𝑎𝑥. The values close to the minimum value𝑚𝑖𝑛 (v3=80m/s)

and the maximum value 𝑚𝑎𝑥 (v4 = 400m/s) are also included to investigate the

splatting behavior under extreme conditions. In order to see a full picture of the

relationship between the spread factor and the impact velocity, another two velocity

values in the small range are introduced (v1 = 50m/s and v3 = 100m/s), although

the velocity v1 = 50m/s is not in the range of a typical plasma spray.

The droplet temperature measured by SprayWatch© is not as accurate as the

velocity. The values are median values at different time step. Meanwhile the

standard deviations at these time steps are also evaluated. Based on these data,

the median value, the upper and lower boundary values are plotted versus the

time frame number. The selected temperature values are the approximate lowest

boundary value, the median and upper boundary value of the plot respectively:

3200 K, 3500 K and 3800 K. The substrate temperature is set as 823 K, which is

approximated from the thermocouple measurement of the substrate. Moreover,

since the value from the thermocouple measurement is the mean value between

different points on the substrate, it is believed that some area of the substrate has

a higher value. In the current simulation, a value close to the melting temperature

of the stainless steel is adopted, which is 1573 K. To investigate the effect of heat

contact resistance, different values of heat transfer coefficient between the substrate

and the droplet are set: 10􀍳, 10􀍴 and 10􀍵W/m􀍰K, following the instructions

by Pasandideh-Fard and Mostaghimi[98 and 128] . Different cases are carried
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Fig. 4.6 Illustration of velocity selection based on the particle velocity
distribution from SprayWatch© diagnostics.

out by combining these parameters, which are listed in Table 4.6. Not all the

possible combinations of these parameters, but thosemay give obvious tendency or

correlation have been presented. The cases are sorted by droplet velocity (V) firstly,

then in the sequence of droplet temperature (T), interface heat transfer coefficient

(h) and substrate surface temperature (Ts).
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Table 4.6 Simulation cases implemented for the normal impact.

Case T (K) V (m/s) h (W/m􀍰K) Ts (K)

1

3200

200 1 × 10􀍴 823

2 400 1 × 10􀍴 823

3 400 1 × 10􀍴 1573

4

3500

50 1 × 10􀍴 823

5 80 1 × 10􀍴 823

6 100 1 × 10􀍴 823

7 120 1 × 10􀍴 823

8 200 2 × 10􀍳 823

9 200 1 × 10􀍴 300

10 200 1 × 10􀍴 823

11 200 1 × 10􀍴 1573

12 200 1 × 10􀍵 823

13 300 1 × 10􀍴 823

14 400 1 × 10􀍴 823

15

3800

200 1 × 10􀍴 823

16 400 1 × 10􀍵 823

17 400 1 × 10􀍴 823

4.3.2.2 Droplet impact on curved surfaces

In order to simulate theparticle splatting on curved substrate, the coordinate system

setting should be reconsidered. The splat is expected to conform to the curved

surface. Therefore, to demonstrate the splat topology, it is more appropriate to

describe the splat thickness normal to the surface and the spreading behavior along

the curved surface, as illustrated in Fig. 4.7. The curve represents the substrate

surface. 𝑅 is the radius of the surface. The splat thickness 𝑡 can be evaluated by the

dimension along the radial direction.

Acylinderwith the same radius as the substrate in theexperiment ismodeledas solid

obstacle in the computational domain. A cylindrical coordinate conformed to the

cylinder is created, as in Fig. 4.8. The 𝑧 direction is the radial axis in the cylindrical

coordinate system, the 𝑥􀚅 direction actually is the angular direction in the model,

which is different with the 𝑥 axis in the Cartesian coordinate. The droplet impacts

onto the substrate surface at a position with angular coordinate 𝜃.
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Fig. 4.7 Illustration of splat thickness evaluation on a curve surface.

Fig. 4.8 Illustrationof computationaldomainandmeshing in thecylindrical
coordinate (conformed to the substrate).

This angle actually is the droplet impact angle, which is obvious in geometry

considerations. Therefore, in the following context, this term is called “impact

angle” consistently. The impact point is set as the origin in the curved plane 𝑥􀚅 − 𝑦.

For the cases with impact angle 𝜃 = 0∘, a quarter of the droplet and the substrate
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underneath is modeled. For the other cases, half of the droplet and the substrate

under it is modeled, in order to investigate the shape change along the substrate

curved surface. In the cartesian coordinate, the fluid domain has a finer mesh than

the substrate domain. The dimensions are adjusted according to the case to be

modeled, i.e., larger domain is required to simulate the case with a larger impact

angle. But the grid size along 𝑥􀚅 and 𝑦 directions remain the same through all the

cases as 1 𝜇m in order to evaluate the splat geometry consistently.

The droplet temperature is 3500 K, substrate temperature 873 K, interface

heat transfer coefficient is 1 × 10􀍴W/m􀍰K. Different cases are simulated with

combinations of different impact angle (0∘, 20∘, 40∘, 60∘) with different velocity

(120m/s, 200m/s, 300m/s). The purpose is to investigate the effect of the impact

angle on the splat final morphology.

4.3.3 Slices and lines for splat geometry evaluation

For convenience, some slices and lines in the fluid domain (Fig. 4.5) are defined to

analyze the splat geometry, as illustrated in Fig. 4.9. A slice that cuts through the

cells closest to the substrate surface is defined as “bottom surface”, which is at 𝑧 =

0.17 𝜇m. Another slice that cuts through the cells closest to the center-plane (𝑦 = 0)

is defined as “center surface”, which is at 𝑦 = 0.17 𝜇m. Similarly, a line parallel to

the centerline (𝑥 = 𝑦 = 0) is defined as “centerline”, which is at 𝑥 = 𝑦 = 0.17 𝜇m.

Fig. 4.9 Lines and sections definition to extract simulation variables and
splat morphology dimensions.
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The definition of these slices and lines are the same for droplet impacting on curved

substrate, except that the “bottom surface” conforms to the curved shape of the

substrate surface, as shown in Fig. 4.10. 𝑥 represents the azimuthal coordinate, but

with a length dimension (𝜇m), while 𝑧 represents the dimension along the radius,

by which the thickness of the splat can be evaluated.

Fig. 4.10 Center surface of the computational domain, showing the
bottom surface (side view) conformed to the curved shape of the substrate.
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4.4 Numerical Methodology of Deposition Formation

In the deposition code, the approach uses combined simulation and empirical

results. The former part consists of Computational Fluid Dynamics (CFD) model

in FLUENT© to solve the plasma field as well as the in-flight behavior of the

particles. Flow-3D® is used to simulate the droplet impact behavior on the flat and

curved surfaces to find the relationship between the splat geometrical factors and

the particle in-flight parameters. The empirical part of the approach validates the

Flow-3D® results and provides the fitted polynomial equation for the aspect ratio

for the splat geometry. For convenience, brief review on the geometrical relations

obtained from the experiments and simulation are provided before describing the

concept of the deposition code.

4.4.1 Review on the geometrical relations

From the results from experiments and simulation on droplet impact behavior,

the morphologies of splats are simplified and related to the impact angle θ and

velocity 𝑉. Some of these correlations are in the results and discussion part, but as

prerequisites of the deposit model, they are summarized in this section.

The droplet with diameter𝐷 deforms into a splat with the equivalent diameter 𝑑:

𝑑 = 𝜉𝐷 (4.26)

where the spread factor 𝜉 is a power function of the impact velocity 𝑉

𝜉 = 1.1532𝑉􀍮.􀍰􀍲 (4.27)

As shown in Fig. 4.11, under normal impact, the splat presents a circular disk shape,

while under oblique impact, the splat presents an elliptical splat. The major radius

𝑎 andminor radius 𝑏 could be derived from

{
𝑎 =

􀐑

􀍰
√𝜁

𝑏 =
􀐑

􀍰√􀑇

(4.28)

where 𝜁 is the aspect ratio of the splat and has the following relationship with the

impact angle 𝜃:
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𝜁 = 0.93146 + 0.01684𝜃 − 2.70151𝐸 − 4𝜃􀍰 + 4.30331𝐸 − 6𝜃􀍱 (4.29)

The splat center resides in the downstream of the impact point 𝐼 with an elongation

distance 𝑙:

𝑙 = 𝜒𝐷 (4.30)

where χ is the elongation factor of the splat, which is given by

𝜒 = 0.04147𝜃 − 0.096 (4.31)

Fig. 4.11 Illustration of simplified splatmorphology under normal impact
and oblique impact.

4.4.2 Modeling assumptions

Several assumptions are made to simplify the simulation, which are listed belows.

• The deposit profile is smooth, i.e. there is no abrupt protrusion or crater on the

deposit surface. Therefore, approximately every single splat spans over an area

with the same normal directions.

• During the deposition, porosity or voids tend to form between overlapping

splats. It is admitted that the porosity formation will affect the deposit

morphology and quality, but currently the inter-splat microstructure has not

been investigated in the work. In addition, the pores or voids consideration
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will significantly complicate the model if every interface is considered. In this

simplified model, porosity formation is not considered. This assumption will

lower the prediction of the deposit thickness and make the deposit not smooth

as it naturally be. The consideration of porosity will be necessary in the future

development.

• Particles are assumed to be fully molten spheres prior to impact.

• The final shape will be a perfect circular disks when impact angle is 0∘, but an

elliptical disk when the impact angle is between 0∘and 90∘.

4.4.3 Data acquisition andmanipulation

The incoming particles data are acquired from the FLUENT© simulation. As shown

in Fig. 4.12, a virtual plane placed to the plasma torch front face is created at

the stand-off distance 80mm to “capture” the particles. In-flight parameters such

as velocity, temperature and size of the particles passing through this plane are

collected and processed into the input data of particles for deposit simulation.

Fig. 4.12 Illustration of acquisition of particles in-flight parameters used
for deposit simulation at the virtual plane.

The FLUENT© particles output gives the following information:

𝑥 𝑦 𝑧 𝑉􀐥 𝑉􀐦 𝑉􀐧 𝐷 𝑇 mfr
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where (𝑥,𝑦,𝑧) are the location where particle passes through the virtual plane in the

three-dimensional space, (𝑉􀐥,𝑉􀐦,𝑉􀐧) are the particle velocity components along the

three coordinate axes, 𝐷, 𝑇 andmfr are theparticle diameter, temperature andmass

flow rate respectively. Because the virtual plane is aligned at the stand-off distance,

the column 𝑧 is eliminated from the inputdata. In addition, the velocity components

𝑉􀐥 and 𝑉􀐦 are much smaller than 𝑉􀐧, the column 𝑉􀐥 and 𝑉􀐦 are also eliminated

from the input data. This means that the particles are assumed to impact onto

the virtual plane perpendicularly. The particle flux mass flow rate is scaled by the

deposition efficiency DE, for the purpose of excluding the mass loss due to particle

rebound, material evaporation and etc. Moreover, the particle temperature data

are not included in the simulation. Therefore, the input particles data for simulation

input are the following particle parameters at the virtual plane that remains from the

original data set.

𝑥 𝑦 𝑉􀐧 𝐷 𝑚𝑓𝑟 × 𝐷𝐸

For the convenience of expression, the velocity component 𝑉􀐧 is termed as velocity

𝑉 in the subsequent texts. The mass flow rate 𝑚𝑓𝑟 × 𝐷𝐸 is used for the time

segmentation in the model development, which is described in the following

subsection.

4.4.4 Time segmentation and deposit update

As observed in the experiment, the deposit profile changes continuously during the

plasma spraying. In other words, except in the very early stage, the particles are

impacting onto the geometrically varying profile, not on the initial substrate surface.

Since the particle flattening shape factors are influenced by the impact angle, it is

better to update the deposit profile during the simulation.

The FLUENT©particles output essentially are particle streams at different positions.

The mass flow rate for individual particle stream represents the total mass of

particles passing through the fixed location per unit time (kg/s). The spraying time

is divided into several sequential time segments of uniform length Δ𝑡, as illustrated

in Fig. 4.13. At the preset time, the deposit profile is updated, which becomes the
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calculation base for the depositing in the subsequent segment. Within one time

segmentΔ𝑡, all theparticles are assumed to impact onto thepreviousdeposit profile.

Fig. 4.13 Illustration of time segmentation of author’s code for deposit
simulation.

The initial substrate surface canbe considered as the initial (at 𝑡 = 0) deposit profile.

As shown in Fig. 4.12, the virtual plane is the plane 𝑧 = 0 in the author’s code, the

positive 𝑧 direction is facing the plasma torch, which is the deposit growth direction.

The summit (S) of the substrate surface coincides with the virtual plane, but moves

along the vertical (𝑦) direction for the 3 cases. Fig. 4.14 shows the coordinate system

and substrate alignment.

The circle center 𝐶 of the arc-shape profile is (𝑦􀍮, −𝑅), therefore, the substrate

surface profile can be expressed as

𝑧 = −𝑅 + √𝑅􀍰 − (𝑦 − 𝑦􀍮)
􀍰 (4.32)

where 𝑅 = 85mm is the radius of the arc, 𝑊 = 84mm is the width of the substrate

surface. 𝑦􀍮 is altered when the substrate is placed in different positions.
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Fig. 4.14 Illustration of the coordinate system in the author’s code and the
alignment of the substrate.

4.4.5 Determination of computational domain and gridding
considerations

From the out-of-plane view of the as-sprayed substrate as shown in Fig. 4.15, it is

observed that the deposit has a hazy outer boundary, which is not clearly defined

area with very low thickness, like a halo. Experimentally this characteristic, or

halo phenomena is observed because the YSZ color is different with the substrate.

However, in the simulation, it is very difficult to discriminate the thickness

difference, especially when the substrate is curved-shape substrate. Therefore, the

computation domain is selected according to the inner circle (diameter 13.2mm)

of the deposit. Referring to the contour of number of particles in the virtual plane,

the computational domain is −8 mm ≤ 𝑥 ≤ 8 mm and −18 mm ≤ 𝑦 ≤ −1 mm,

slightly larger than the inner circle size evaluated from the deposit image.

As shown in Fig. 4.16(a), the computational domain is divided into grids with

uniform size Δ𝑥 = Δ𝑦 = 5 𝜇m. This figure is just an illustration of the gridding

strategy, but not using the realmesh size. The resulting nodes of the grids have their

peculiar 𝑧 values. The deposit profile is constructed from these nodes. Therefore,

every cell in the two-dimensional plane represents a facet of the profile, which has
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Fig. 4.15 Out-of-plane view of the deposit (a) without annotation (b) with
annotation, showing the halo phenomena. The deposit is taken from case
2, the one formed in the middle part of the substrate.

Fig. 4.16 The two-dimensional computational domain for deposit profile
and its gridding.

its own normal direction. The projection of the facet to the 𝑥 − 𝑦 two-dimensional

plane is clearly shown in Fig. 4.16(b) and (c).

4.4.6 Modeling of single splat geometry on the deposit profile

The particles deform to splats with different geometry in the space due to different

impact velocity 𝑉, impact angle 𝜃 and some other parameters. The impact angle for
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an individual particle is determined by the particle impact direction and the profile

surface direction. The particle essentially impacts onto a facet of the deposit profile.

Because the incoming particles are assumed to impact on the virtual plane

perpendicularly, the 𝑥 and 𝑦 coordinates of the impact point on the deposit profile

are the same as on the virtual plane. These coordinates (𝑥,𝑦) are converted to the

grid coordinates (normalized by the grid size) by

𝑥􀐔 =
𝑥

Δ𝑥
, 𝑦􀐔 =

𝑦

Δ𝑦
(4.33)

where 𝑥􀐔 and 𝑦􀐔 are the grid coordinates of the impact point, Δ𝑥 and Δ𝑦 are the grid

size along 𝑥 and 𝑦 directions respectively . The closest node (𝑃1) to the impact point

(𝐼) is found by rounding these values, as shown in Fig. 4.17(a).

Fig. 4.17 Determination of (a) the impact surface facet vertex and (b) the
computation of the surface normal at the impact point.

The normal of one facet is evaluated by the two vectors starting from the lower

left corner of the facet. As in Fig. 4.17(a), three points 𝑃1, 𝑃2 and 𝑃3 are in

counter-clockwise order. The facet normal is

⃗⃗𝑛 = ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑃1𝑃2 × ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗𝑃1𝑃3 (4.34)

The surface normal ⃗⃗𝑛 at the impact point 𝐼 is computed as the average value of the

normals of the 16 facets around the node point 𝑃1. Shown in Fig. 4.17(a), these

facets are selected from the point 𝑃1, by selecting 2 grids to the four directions (±𝑥

and±𝑦).
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As shown in Fig. 4.18, the surface normal ⃗⃗𝑛 can be expressed as [𝑢,𝑣,𝑤]. Since

the particles impact onto the virtual plane perpendicularly, which means they are

parallel to the component 𝑤. Therefore the impact angle of an individual particle

can be computed from the surface normal at the impact point 𝐼

𝜃 = arctan(
√𝑢􀍰 + 𝑣􀍰

𝑤
) (4.35)

Fig. 4.18 Projection of a single elliptical splat on the deposit surface onto
the 𝑥−𝑦 two-dimensional plane and the transformation between the global
coordinate system and the splat coordinate system.

The impact angle 𝜃 itself can not define the splat alignment in space. Another angle

parameter, elongation angle 𝛼, is defined to describe the splat elongation direction

in the 𝑥 − 𝑦 two dimensional plane:

𝛼 = arctan(
𝑣

𝑤
) (4.36)

The splat elongates into anellipseon thedeposit profile, then this ellipse is projected

onto the 𝑥−𝑦 two-dimensional plane. Therefore themajor (𝑎) andminor (𝑏) radius

can be calculated with respect to the aspect ratio 𝜁.

𝑎 =
𝑑√𝜁

2
(4.37)

𝑏 =
𝑑

2√𝜁
(4.38)
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The focus distance 𝑐 is expressed as

𝑐 = √𝑎􀍰 − 𝑏􀍰 (4.39)

The projected major radius 𝑎􀚅 = 𝑎 cos 𝜃, while the projected minor radius 𝑏􀚅 = 𝑏

because the minor axis is parallel to the 𝑥 − 𝑦 two-dimensional plane. The position

of the projected ellipse center𝑂􀚅 is found by extending the impact point 𝐼􀚅 along the

elongation direction by the elongation distance 𝑙􀚅.

𝑥􀐂􀚆 = {
𝑥 + 𝑙􀚅 cos 𝛼, u≥0
𝑥 − 𝑙􀚅 cos 𝛼, u<0

(4.40)

𝑦􀐂􀚆 = 𝑦 + 𝑙􀚅 sin 𝛼 (4.41)

The elongation distance 𝑙􀚅 on the projected plane can be calculated from the

elongation distance 𝑙 of the splat on the deposit profile.

𝑙􀚅 = 𝑙 cos 𝜃 (4.42)

where the elongation distance on the deposit profile can be evaluated by

Equation 4.30 and Equation 4.31.

𝑙 = (0.04147𝜃 − 0.096)𝐷 (4.43)

where 𝜃 is the impact angle for individual impact particle, 𝐷 is the initial particle

diameter.

A local coordinate system is set up for every individual splat, which is called the splat

coordinate system. The origin of this coordinate system is set at the projected ellipse

center 𝑂􀚅 (𝑥􀐂􀚆, 𝑦􀐂􀚆), the 𝑥
􀚅 axis is aligned with the projected major axis, the 𝑦􀚅 axis

is aligned with the projected minor axis. For the convenience of description, the

original coordinate system is calledglobal coordinate system. In the splat coordinate

system, a boundary frame A’B’C’D’ is drawn encompassing this ellipse. The frame

corner coordinates are respectively

⎧
⎪

⎨
⎪
⎩

𝐴􀚅(−𝑎􀚅, −𝑏􀚅)

𝐵􀚅(𝑎􀚅, −𝑏􀚅)

𝐶􀚅(𝑎􀚅,𝑏􀚅)

𝐷􀚅(−𝑎􀚅,𝑏􀚅)
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in the splat coordinate system.

The coordinates of these four points in the splat coordinate system are transformed

to the coordinates in the global coordinate system. Then, a frame aligned on

the grids encompassing this boundary frame is created, as a rectangle 𝐸𝐹𝐺𝐻 in

Fig. 4.18(b). All the nodes inside this frame are evaluated iteratively if they should

be included in the splat thickness calculation for this splat.

In the individual splat coordinate system, because the splat center is𝑂􀚅(0,0), a point

in the ellipse must satisfy the equation below:

𝑥􀚅
􀍰

𝑎􀚅􀍰
+
𝑦􀚅

􀍰

𝑏􀚅􀍰
≤ 1 (4.44)

where (𝑥􀚅,𝑦􀚅) are the point coordinates in the splat coordinate system, 𝑎􀚅 and 𝑏􀚅 are

the splat major andminor radius respectively. Therefore, the variable

𝑐􀐛 =
𝑥􀚅

􀍰

𝑎􀚅􀍰
+
𝑦􀚅

􀍰

𝑏􀚅􀍰
(4.45)

is considered as the criterion whether a point resides in the ellipse area.

Based on this algorithm, a method is established to determine if a node is included

in the thickness calculation in a splat, as shown in Fig. 4.19. In subfigure (b), the

ellipse represents the splat covering area. The red points are the nodes which are

considered to be included in the splat thickness calculation for this splat. These

nodes are determined by two criterion parameters 𝑟 and 𝑠.

Fig. 4.19(a) shows an example node𝑃 in the boundary frame, assuming it is the grid

node (𝑚,𝑛). Firstly, the coordinates of this node are transformed from the global

coordinate system (𝑥􀐚,𝑦􀐛) to the splat coordinate system (𝑥􀚅􀐚,𝑦
􀚅
􀐛). Four midpoints

of the grid line segments surrounding this node 𝑃 are labeled as 𝑆􀍯, 𝑆􀍰, 𝑆􀍱 and 𝑆􀍲.

The coordinates of these points in the splat coordinate system are

⎧
⎪

⎨
⎪
⎩

𝑆􀍯 = (𝑥􀚅􀐚􀍸􀍮.􀍳,𝑦
􀚅
􀐛)

𝑆􀍰 = (𝑥􀚅􀐚,𝑦
􀚅
􀐛􀍸􀍮.􀍳)

𝑆􀍱 = (𝑥􀚅􀐚􀍹􀍮.􀍳,𝑦
􀚅
􀐛)

𝑆􀍲 = (𝑥􀚅􀐚,𝑦
􀚅
􀐛􀍹􀍮.􀍳)

The criterion variable 𝑐􀐛 is evaluated for node 𝑃 and passed to parameter 𝑟
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Fig. 4.19 Determinationofnodes for an individual splat thickness calculation.

𝑟 =
𝑥􀚅􀐚

􀍰

𝑎􀚅􀍰
+
𝑦􀚅􀐛

􀍰

𝑏􀚅􀍰
(4.46)

Another parameter 𝑠 is defined as the average value of the criterion variable 𝑐􀐛 for

points 𝑆􀍯 to 𝑆􀍲,

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

𝑠􀍯 =
􀐥􀚆􀔒􀑰􀑦.􀑫

􀑨

􀐎􀚆􀑨
+

􀐦􀚆􀔓
􀑨

􀐏􀚆􀑨

𝑠􀍰 =
􀐥􀚆􀔒

􀑨

􀐎􀚆􀑨
+

􀐦􀚆􀔓􀑰􀑦.􀑫
􀑨

􀐏􀚆􀑨

𝑠􀍱 =
􀐥􀚆􀔒􀑱􀑦.􀑫

􀑨

􀐎􀚆􀑨
+

􀐦􀚆􀔓
􀑨

􀐏􀚆􀑨

𝑠􀍲 =
􀐥􀚆􀔒

􀑨

􀐎􀚆􀑨
+

􀐦􀚆􀔓􀑱􀑦.􀑫
􀑨

􀐏􀚆􀑨

𝑠 =
􀐠􀑧􀍸􀐠􀑨􀍸􀐠􀑩􀍸􀐠􀑪

􀍲

(4.47)

As shown in Fig. 4.19, 𝐴, 𝐵 and 𝐶 represent three different types of nodes in the

splat coordinate system. Fornode𝐴, the criterionparameter 𝑟 satisfies the condition
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𝑟 ≤ 1, i.e., the node falls inside the ellipse, it is considered as part of the splat and

being assigned with a splat thickness 𝑡􀚅.

It is observed that some nodes outside the ellipse are very close to the ellipse

boundary. If they are excluded, the approximation error may be unsatisfactorily

large. To reduce the approximation error, the criteria parameter 𝑠 is introduced to

determine if the node is very close to the ellipse.

Illustrated in Fig. 4.19(c), if none of the fourmidpoints surrounding node (like node

𝐵) is inside the ellipse (𝑠 > 1), the node is excluded; if at least one of the four

midpoints surrounding node (like node 𝐶) fall in the ellipse (𝑠 ≤ 1), the node is

included.

All the nodes included in the individual splat thickness calculation will be assigned

witha thickness 𝑡􀚅. FromFig. 4.19(a), it canbe seen that this is a goodapproximation

of the splat covering area by this algorithm.

The splat thickness 𝑡􀚅 can be calculated from the impact particle diameter 𝐷, the

impact velocity 𝑉 and the impact angle 𝜃. From Equation 5.3, 5.5 and 5.6 the splat

thickness 𝑡 is

𝑡 =
2

3

𝐷

𝜉􀍰
(4.48)

Illustrated in Fig. 4.20, the distance 𝑡􀚅 thus can be calculated as

𝑡􀚅 =
𝑡

cos 𝜃
(4.49)

where 𝜃 is the angle between the impacted surface and the 𝑥 − 𝑦 two-dimensional

plane; it is also the impact angle of the impact particle with respect to the impacted

surface.

4.4.7 Modeling of multiple overlapping splats

The particles impact onto the deposit surface at different time. In this work,

simplified thickness accumulation is implemented for deposition formation. Upon

impact, the subsequent droplet forms splat overlapping the previously deposited

splats compactly.
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Fig. 4.20 Nodeadvancementalong𝑧 axis causedby single splatdepositing.

Fig. 4.21 schematically shows the concept of two overlapping splats. The thickness

of these two splats 𝑡􀍯 and 𝑡􀍰 are projected to the 𝑧 direction as 𝑡􀚅􀍯 and 𝑡􀚅􀍰. In the

overlapping area, the thickness increase is the summation of the two projected

thickness 𝑡􀚅􀍯 + 𝑡􀚅􀍰.

Fig. 4.21 Schematic illustration of the deposition model depicting the
thickness build-up of two overlapping splats.
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By this means, there is no pores or non-continuous part in the deposit. This will

under-predict the deposit volume. More realistic inter-splat microstructure will be

the consideration of this code in the future.

4.4.8 Overall model procedure and case implementation

Theentire procedure for themodel is clearly shown in the flowchart inFig. 4.22. The

code is written in C++ programming language and listed in Appendix H. When the

code is implemented, the 𝑥 − 𝑦 two-dimensional plane grid size is set as 5 × 5 𝜇m.
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Select one particle

diametervelocity impact 
position

spread factor

equivalent splat 
diameter and thickness

deposit 
profile

impact angle and 
elongation angle

projected major, minor radius, elongation 
distance and splat covering area

criteria parameter r and s for 
nodes within the covering area

increase the deposit 
profile for single splat

Finish all the particles 
within one time interval?

Finish all the time 
interval?

Update the deposit profile 
and write to file

Write final deposit

Program End

Program Start Particles parameters from 
FLUENT© simulation

No

Yes

NoYes

Fig. 4.22 Flowchart of the the deposit model implementation procedure.
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Three cases are implemented by following the experiment cases. In addition, a

complementary case is carried out by taking a flat surface as the targeted substrate,

although there is no experimental counterpart for this case. However, it is a problem

to decide the vertical position of the substrate. In the experiment, the vertical

position is roughly set by observation. Moreover, the particles trajectory deviates

from the spray torch axis to the downward (−𝑦) direction. Therefore, it is impossible

to set the deposit position exactly when carrying out the experiments. In order to

determine the deposit position on the substrate surface, image analysis form the

SprayWatch diagnostics are carried out.

The substrate position 𝑦􀍮 along 𝑦 axis for the three cases are evaluated, as shown in

Fig. 4.23 to Fig. 4.25. The evaluation method is depicted below. Take case 1 as an

example, Fig. 4.23(a) shows the SprayWatch© image before the deposition starts.

FOV X is calculated from the focus distance fd.

𝐹𝑂𝑉𝑋 = 0.039913 + 0.09735 × 𝑓𝑑

= 0.039913 + 0.09735 × 276 = 26.9 mm

The image width is set as this calibrated FOV X value, keeping the width to height

ratio unchanged. Then a profile with the substrate surface radius 𝑅 is drawn and

fitted to the surface arc in the image, which is brighter than the background. Then

the substrate summit 𝑆 is found, which is actually in the position (𝑦􀍮,0) in the (𝑦,𝑧)

coordinate. Thedeposit apexposition is evaluatedby its relativeposition to thepoint

𝑆. In case 1, the coordinate is (𝑦􀍮+16.7,1.045) in theunits ofmillimeter. InFig. 5.59,

the contour center for the number of particle is about (0,-10) in the units ofmm.

The deposit apex is assumed to be at the contour center, thus 𝑦􀍮 + 16.7 = −10.

By this means ,the substrate position along 𝑦 axis for case 1 can be determined as

𝑦􀍮 = −26.7 mm.

The results of the position 𝑦􀍮 are listed in Table 4.7. 𝑡􀐝 is introduced to describe

the thickness of the deposit, which is defined as the distance from one point on

the profile surface to the corresponding substrate surface at the same 𝑥 and 𝑦

values. Peak deposit thickness 𝑡􀐝􀐚 is the peak value of the 𝑡􀐝. In the SprayWatch©
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diagnostics images, it is evaluated as the distance from the deposit apex to the

substrate surface.

Table 4.7 Image dimension calibration for cases 1 to 3 and the final
maximal deposit projected thickness 𝑡􀐝􀐚.

Case Focus distance (mm) FOV X (mm) 𝑦􀍮 (mm) 𝑡􀐝􀐚 (mm)

1 276 26.90 -26.70 2.99

2 270 26.32 -5.69 1.05

3 273 26.62 12.00 2.32
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Fig. 4.23 Determination of the deposit position and apex height for case 1.

Fig. 4.24 Determination of the deposit position and apex height for case 2.

Fig. 4.25 Determination of the deposit position and apex height for case 3.
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Chapter 5

Results and Discussion

5.1 Introduction

This chapter presents the results of experiments and simulations described in

Chapter 3 and Chapter 4. The experimental results are analyzed to validate the

simulation results. Combining the experimental and simulation results, some

interesting findings are made.

In the first section, the plasma plume temperature and velocity field are presented

firstly. An axial centerline and two orthogonal slices are created to extract the data

in the simulation results. The effect of the inclusion of the substrate on the plasma

plume is investigated by the contour and vector stream plots. In simulation, the

individual particle trajectory and temperature and velocity history are examined

to investigate the effect of the particle sizes. The substrate inclusion effect on the

particle distribution is also analyzed by comparing the case with substrate and the

freestream case. The online-diagnostics of the in-flight particles in the experiment

is used to validate the freestream case in the simulation. Although SprayWatch©

cannot capture all the particles in the trajectory, the obtained data represent the

in-flight particle parameters value and distribution.

The second section is divided into two subsections based on the analysis of splatting

behavior on the flat substrate and curved substrate. The impact behavior is mainly

discussed in the subsection for flat substrate, including thedroplet flattening, jetting

and fingering phenomena; while the splat morphology evaluation is carried out in

both the two subsections. Splat morphology factors – spread factor, aspect ratio

and elongation factor are evaluated and related to the impact parameters, such as

droplet velocity and impact angle.

In the third section, the deposit growth and final morphology from experimental

observation are analyzed. Simulation results are compared with the experiments

both by the profile shape and the maximum peak thickness quantity.
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5.2 Plasma Field Generation and In-flight Particle
Behavior

The simulation results on plasma field generation and in-flight particle behavior

are analyzed in this section. Lines and surfaces cutting through the computaional

domainarecreated toacquire theplasma temperatureandvelocitydistribution. The

in-flight particles are “captured” by plane at the position of 80mm. To investigate

the effect of particle size on the particle fate, single particles with different sizes

are traced. The SprayWatch© on-line diagnostics are used to compare with the

Freestream case of the simulation.

5.2.1 Data acquisition lines and surfaces

In order to analyze the simulation results, data of interest are extracted along several

surfaces (or lines). As shown in Fig. 5.1, the line PQ along z-axis is referred to

as Centerline; two plane-shape longitudinal sections at 𝑥 = 0 and 𝑦 = 0 are

respectively referred to as YZ-plane (blue color) and XZ-plane (pink color).

Fig. 5.1 Schematic Illustration of centerline and YZ- and XZ-plane slices.

Moreover, two parallel acquisition surfaces of the substrate front face are created

to get the near-substrate-wall flow field behavior. Fig. 5.2 illustrates the side view

of parallel data acquisition surface, which has a distance 𝐷􀐤 to the substrate front

face. These two parallel surfaces are respectively referred to as near surface with
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𝐷􀐤 = 0.1𝑚𝑚 and far surface with 𝐷􀐤 = 5 mm. It is necessary to mention that the

length of the parallel data acquisition surfaces extends in both directions within the

downstream computational domain, while the substrate front face is of a length 𝐿,

as shown in Fig. 5.3. The cross-hatched surface represents the substrate front face,

while the surface in front of it is the data acquisition surface. The region on the data

acquisition surface directly ahead of the substrate front face, is referred to as inner

region; while the extended region at sides of the inner region is referred to as outer

region.
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Fig. 5.2 Schematic illustration of side view of parallel data acquisition
surface.

For visualization convenience, a flattening procedure maps specific curvilinear

coordinates of the parallel data acquisition surface (near or far) (Fig. 5.4(a)) into a

planar representationwithout distortion(Fig. 5.4(b)). The resultant surface is called

Developed Surface, with a transformed Y coordinate Y’= 𝑅𝜃.
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Outer Region

Inner Region

Substrate Parallel Data Acquisition Surface

W 

L 

Fig. 5.3 Schematic illustration of inner region and outer region of the
parallel data acquisition surface.

Fig. 5.4 Schematic Illustration of flattening parallel curved surface into
developed surface: (a) original surface; (b) developed surface.
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5.2.2 Grid independence tests and verification of simulationmodel

A grid independence test is conducted on the mesh models at the beginning of the

simulationwork to ensure an optimizedmesh schemewas obtained. It is carried out

for Freestream case with three levels of grid size: coarse with number of total grids

as 715161, medium 1475949 and fine 2174076. The three levels are roughly in a ratio

of 1×, 2× and 3× the number of grids of the coarse model respectively. The plasma

temperature and velocity magnitude were extracted from XZ-plane to monitor the

effects of the mesh refinement, which are shown in Fig. 5.5. The coarse, medium

and fine model are illustrated respectively by solid, dashed and dotted lines. There

is no much discrepancy between these three levels, and an average of about 3%

difference is found between adjacent levels. Therefore, the coarse grid scheme is

adopted for the followingworkbecause the less consumptionof computing timeand

resource.

Fig. 5.5 Grid independence tests forFreestreambycomparisonof contours
of (a) temperature and (b) velocity in XZ plane.

In order to verify the numerical model, it is modified to fit the experimental setup

by Mckelliget et al.’s work[129]. This model was simulated based on the operating

conditions of 7.4 kW power input and 35.4 l/min of argon gas flow rate. The

mathematical models, the assumptions and boundary conditions setting remained

as the author’s model. Moreover, a comparison model is set up with turbulence

correction advised by Bolot et al.[130]
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Figure 5.6 (a) and (b) respectively shows the plasma temperature and axial velocity

distribution along the Centerline. The square scatters, solid lines and dashed lines

are the experimental data from Mckelliget et al.[129], result of the model without

turbulence correction and the model with turbulence correction respectively. It

can be seen that plasma core of the current model is shorter than the turbulence

correctionmodel but closer to the experimental data at a relatively far distance away

from the torch exit. Because the intention of our current work is to investigate the

influence of curved substrates on the plasma field, especially the particle behavior

far away from the plasma jet core, therefore, the current model without turbulence

correction is adopted.

Fig. 5.6 Verificationof simulationmodelbycomparisonwithexperimental
data from McKelliget et al.[129] in (a) temperature and (b) axial velocity
along centerline.

5.2.3 Temperature and velocity distributions along axial centerline

Fig. 5.7(a) shows the plasma temperature distribution along the centerline for the

five cases. Fr stands for freestream case, S1 and S2 represent the two substrates with

different shape, C and V represent concave and convex orientations respectively.

The radius of the surface facing to the spray torch thus is 11, 13, 51, 57mm for S1-C,

S1-V, S2-C and S2-V case respectively. Because of the high intensity arc, the plasma

temperature increases sharply at the upstream of nozzle throat face. The expansion

effect of argon gas due tohigh temperature results in a similar plasmavelocity profile

(Fig. 5.7(b)).
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Temperature and velocity start to drop immediately after the nozzle throat face,

in a relatively small reduction rate. The temperature (also the velocity) decreases

drastically to ambient condition after approximately 20mm downstream of the

nozzle front face. Plasma velocities of those cases with inclusion of substrates

initially almost coincide with the freestream case up to nearly 20mm upstream of

the substrate front face, where they start deviating from the freestream cases due

to the obstruction effect. Comparing with plasma velocity, the obstruction effect on

the plasma temperature is relatively minor, until approximately 10mm upstream.

The temperature drop across the substrate is more drastic than the upstream of the

substrate front face. For different cases, the temperature drop intensity is nearly the

same, but at different temperature decreasing rates, which varies inversely as the

substrate thickness. This phenomena is shown clearly in Fig. 5.7(b).
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(a)

(b)

Fig. 5.7 Predictionof axial centerlinedistributionof (a)plasma temperature,
(b) plasma velocity. Fr stands for freestream case, S1 and S2 represent
the two substrates, C and V represent concave and convex orientations
respectively.
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5.2.4 Plasma plume thermal field

Fig. 5.8 andFig. 5.9present plasma temperature contours for the substrate S1 andS2

respectively. The contours are symmetrical about the YZ-plane (as seen in XZ-plane

view), but not about the XZ-plane (as seen in YZ-plane view). There is a deviation

of the plasma plume to the negative Y direction due to the carrier gas injection.

Temperature of the plasma core region with relatively higher value remains nearly

the same shape, as a result of the far distance from the substrates; isothermal

temperature contour lines follow the substrate shape to some extent. The concave

substrate causes amoredrastic divergence. When thewidthof the concave substrate

exceeds a certain value, the plasma flow reverses; whilst there will be a vortex flow

when the width of the convex substrate falls below a certain value.

(a) XZ-plane of S1-C. (b) YZ-plane of S1-C.

(c) XZ-plane of S1-V. (d) YZ-plane of S1-V.

Fig. 5.8 Comparisonofplasma temperaturecontours inXZ-andYZ-planes
for the substrate S1 in the concave (C) and convex (V) orientations.
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(a) XZ-plane of S2-C. (b) YZ-plane of S2-C.

(c) XZ-plane of S2-V. (d) YZ-plane of S2-V.

Fig. 5.9 Comparisonofplasma temperaturecontours inXZ-andYZ-planes
for the substrate S2 in the concave (C) and convex (V) orientations.

Temperature contours in the near surface and far surface are shown in Fig. 5.10.

As claimed previously, near surface and far surface are two parallel surfaces with

respect to the substrate front face, andwith the distance to the substrate front face of

0.1mm and 5mm respectively. The contour seems more regular in far surface than

that in near surface. There is a high temperature gradient across the shared borders

of inner region and outer region (at nearly 25mm along X direction) in near surface.
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Fig. 5.10 Temperature contours in near and far surfaces for four different
cases with substrates. S1 and S2 represent the two substrates, C and V
represent concave and convex orientations respectively.

5.2.5 Plasma velocity field

As the velocity magnitude contours in XZ- and YZ- plane are quite similar to the

temperature contours, only the velocity contour of S1-C case is shown, in Fig. 5.11.

Fig. 5.12 shows velocity contours in the near surface and far surface. In contrast to

the plasma temperature, velocity is more affected by substrate obstruction. There

is still a relatively high gradient across the shared borders of inner region and outer

region innear surface. Contour shape andvelocitymagnitude at inner regionof near

surface are totally different from those at its counterpart area in far surface, caused

by the stagnation effect. Whilst the contour shapes remains similar and velocity

magnitude is changed little in the outer region of these two surfaces. The contours
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are symmetric with respect to 𝑋 = 0 but deviate to the negative Y direction with

respect to 𝑌 = 0.
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Fig. 5.11 Comparison of plasma velocity contours in XZ- and YZ-planes
for S1-C case. C represents concave orientation.
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Fig. 5.12 Velocity contours in near and far surfaces for four different cases
with substrates. S1 and S2 represent the two substrates, C and V represent
concave and convex orientations respectively.

Fig. 5.13 shows clearly the plasma velocity streamlines in the longitudinal XZ- and

YZ-planes. Velocity magnitude is indicated by grayscale (the darker the arrow, the

larger the velocity magnitude). Initially the plasma flow develops freely after it exits

from the nozzle; but at the near-wall region, the stream is drastically diverted

due to the substrate obstruction and follows the substrate wall shape. The velocity

vectors are shown in Fig. 5.14. The maximum velocity magnitude is observed at the

shared borders of inner region and outer region (±25mm in X direction). Substrates

placed in convex orientation provide an “easier way” for the stream to bypass

around the substrates. Those with relatively large curvature (S1) will result in all

upward-reversing flow (in Y direction) along the substrate front surface for concave

case (Fig. 5.13(b)) or intensive turbulence at rear area of the substrate (Fig. 5.14(d))

for convex case, which is called “wave” phenomena. The velocity vectorswhich flow
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towards substrate side edges from surrounding domain are also caused by such a

turbulence effect, as shown in Fig. 5.14(d).

Fig. 5.13 Plasma velocity vectors in XZ- and YZ-planes of four cases with
substrates. S1 and S2 represent the two substrates, C and V represent
concave and convex orientations respectively.
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Fig. 5.14 Plasma velocity vectors in near surface of four cases with
substrates. S1 and S2 represent the two substrates, C and V represent
concave and convex orientations respectively.
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5.2.6 Particles in-flight temperature, velocity and trajectory

In oder to have a comprehensive understanding of the in-flight particles behavior,

two different types of injections are utilized to set the initial particle injection

position for the simulation, which is illustrated in Fig. 5.15.

In type (a), referred to as point injection, particles are injected at the center of

the injection port of the plasma torch; in type (b), referred to as surface injection,

particles are injected as a group from each cell of the mesh of the injection port.

Point injection is for introducing a single particle to investigate its trajectories and

in-flight behavior; while surface injection is for multiple particles injection, where

the particles are distributed uniformly on the injection surface of the injection

port. Combined with different particle size ranges, different injection methods are

implemented to investigate the in-flight particle features.

Fig. 5.15 Injection types: (a) point Injection; (b) surface Injection.

In order to investigate the particle size effect on the trajectory, a group of particles

with discrete sizes of 22 𝜇m, 47.8 𝜇m, 73.5 𝜇m, 99.5 𝜇m and 125 𝜇m are injected by

point injection type in freestreamcase. These five particle sizes are selected from the

particle size range, with uniform difference ∼26 𝜇m. Fig. 5.16 shows trajectories of

these particleswithin the computing domain; an insert shows part of the trajectories

magnified to illustrate more clearly the profiles. while part of the trajectories are

magnified to illustrate more clearly the profiles.
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Fig. 5.16 Trajectories of particles injected from injection port center: #1,
2.20 𝜇m; #2, 4.78 𝜇m; #3, 7.35 𝜇m; #4, 9.95 𝜇m; #5, 12.5 𝜇m.

Entrained by the same carrier gas, larger particles are imparted with higher inertia

comparing with those with smaller sizes, which enables them to penetrate further

across the plasma jet. So it can be noted that larger particles tend to have a lower

trajectories.

At the same time, particles temperature and velocity profiles along their trajectories

are respectively shown in Fig. 5.17 and Fig. 5.18. Both the velocity and temperature

of these particles increase drastically when they exit from the injector and

immediately entrained by the plasma jet; and after reaching a peak value, start

to decrease. Smaller particles have a steeper velocity/temperature gradient and a

larger peak value, which is due to their lower inertia and heat capacity. It has to be

mentioned that the particle is assumed to be introduced in a quasi-liquid state, thus

the temperature starts at 300 K, which is not in conflict with the reality.

In the successivework, S2-C case (substrate 2, with concave orientation facing to the

plasma torch) with particles loading is compared with freestream case to see if the

inclusion of substrate will have effects on the particle trajectories, and further affect

the particle distributions on the substrates. For the sake of investigating the effect of
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Fig. 5.17 Particles temperatureprofile along their trajectories. #1, 2.20 𝜇m;
#2, 4.78 𝜇m; #3, 7.35 𝜇m; #4, 9.95 𝜇m; #5, 12.5 𝜇m.

plasma flow on small particles with diameter down to several 𝜇m, vaporization and

evaporation effect is deactivated to avoid their vanishing during the flight.

For each case, particles with the same diameters of 3 𝜇m, 5 𝜇m and 10 𝜇m are

injected by surface injection type respectively in freestream case and S2-C case.

S2 represents the substrate 2, C represents concave orientation, thus the radius

of the front face is 51mm. All the particles are captured by the substrate, and

then illustrated on the developed surface of the front face of the substrate. For the

freestream case, a virtual substrate with exactly the same geometry as that in S2-C

case is included to make sure the mesh conditions of these two cases are exactly

the same. The virtual substrate is also used for particles capturing. Results are

shown respectively in the figures from Fig. 5.19 to Fig. 5.21, it can be seen that

smaller particles aremore susceptible to the plasma flow deflection by the substrate

obstruction. It is obvious that the diverging flow deviates the smaller particles from

their freestream trajectories. For 3 𝜇m particles, the upward and sideway flow
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Fig. 5.18 Particles velocity profile along their trajectories. #1, 2.20 𝜇m; #2,
4.78 𝜇m; #3, 7.35 𝜇m; #4, 9.95 𝜇m; #5, 12.5 𝜇m.

makes the distribution wider and higher than that in the freestream case; while for

5 𝜇m particles, the downward flowmakes the distribution lower. When the particles

diameter increases to 10 𝜇m, the difference becomes insignificant.

From the study above, it can be concluded that there is a threshold of particle

diameter, above which the particles are insusceptible to the flow deflection. In

the combination of spray parameters (carrier gas flow rate, primary gas flow rate,

energy source, injection position and method, etc.) in this work, the threshold is

approximate 10 𝜇m.

The dispersion of particles due to turbulence in the fluid phase is not taken into

account in all the above work. The purpose is to investigate the effect of substrate

inclusion on the particle trajectory shift. In the following work, stochastic tracking

approach is used for particle dispersion prediction. The power feedstock which is

the commercially available powder YSZ particles is defined for a range of diameters

between 22 and 125 𝜇m with intervals 1 𝜇m. These particles are injected by surface
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Fig. 5.19 Particle distribution comparison between freestream and S2-C
with 3 𝜇m uniform particles injection. Y’ scale is larger than the X axis for a
better illustration.

injection type, andcapturedby the substrate. The resultantparticledistributiondata

are post-processed by a Fortran code and then mapped onto the developed surface

of the substrate in a contour form.

Fig. 5.22 shows the contour distributions of particles in terms of diameter, number

of particles, temperature and velocity on the developed surface of the substrate

in S2-C case, shown in the left column; while freestream case is compared,

in the right column. No significant effect of the substrate on the dispersion of

particles is observed. The result also confirms the conclusion above, despite

of the consideration of particle dispersion. In addition, it is noticed that larger

particles tend to accumulate at the lower part of the substrate, with lower

velocity and temperature. However, it is noted that contour of the number of

particles have a different contour shape (concentric circles) with those of the other

parameters (temperature, velocity, diameter). By superimposing subfigure (a) and

(f) together, it is found that theparticleswith themediumdiameters have thehighest

concentration.
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Fig. 5.20 Particle distribution comparison between freestream and S2-C
with 5 𝜇m uniform particles injection. Y’ scale is larger than the X axis for a
better illustration.
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Fig. 5.21 Particle distribution comparison between freestream and S2-C
with 10 𝜇m uniform particles injection. Y’ scale is larger than the X axis for
a better illustration.
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Fig. 5.22 Comparison of contours of particle in-flight parameters; results
from the S2-C case is illustrated in the left column, while the corresponding
freestream case in the right column.
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Fig. 5.23 shows particle temperature distribution histogram and probability plot,

which is obtained from the particles dispersion data of S2-C. Most of the particles

range between the melting point of 2988 K and boiling point of 5273 K for zirconia,

implying the majority of particles would have either melted or vaporized, which

is the expected result for plasma spray coating. Fig. 5.24 shows the particle

temperature distribution over different particle sizes. Black points form a trend-line

ofmean particle temperatureswithin the entire particle size range. Smaller particles

tend to acquire higher temperature comparingwith their larger counterparts, which

supports the result from Fig. 5.17 and Fig. 5.22. This phenomenon is attributed to

the relationship between heat transfer and temperature variation. The convective

heat transfer equals the energy increase of the particle, 𝑄􀐐 = 𝑊􀐝, i.e.,

𝑚􀐝𝐶􀐝Δ𝑇􀐝 = ℎ𝐴􀐝(𝑇􀐙 − 𝑇􀐝) (5.1)

where 𝑄􀐐 and 𝑊􀐝 are the convective heat transfer between plasma and particle

and the energy increase of the particle respectively. 𝑇􀐙 and 𝑇􀐝 are respectively the

temperature of plasma and particle, Δ𝑇􀐝 is the temperature change of the particle,

Δ𝑇􀐝 = 𝑇􀐝 − 𝑇􀐖, where 𝑇􀐖 is the initial particle temperature. By substituting the

expressions of mass of the particle𝑚􀐝 =
􀍯

􀍴
𝜋𝜌􀐝𝐷

􀍱
􀐝 , and the surface area 𝐴􀐝 = 𝜋𝐷􀍰

􀐝 ,

an equation of the particle temperature variance is derived:

Δ𝑇􀐝 =
6ℎ

𝜌􀐝𝐷􀐝 + 6ℎ
(𝑇􀐙 − 𝑇􀐖) (5.2)

Therefore, the smaller particles have the tendency to acquire higher temperature

change. In other words, the smaller particles experience heat transfer per volume

due to their larger ratio of surface area to the volume.

In Fig. 5.24, grey color scattered points represent each individual particle. The

uppermost particles aligned to be in a nearly straight line, where the temperature

reaches the boiling point and never goes up further. It is noted that some of the

particles with relatively small sizes have lower temperature. This phenomenon

may be understood by the following way: the small particles have lower initial

momentumwhen they flush into the nozzle; therefore, they are unable to penetrate

into the jet core, where the highest plasma temperature exists. In addition, the
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smaller particles cool down faster at the lower temperature regions of the plasma

plume.
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Fig. 5.23 Particle temperature distribution histogram (lower figure) and
probability plot (upper figure) in S2-C case.

In this particle heat transport model, it is assumed that the Biot number is low

(≪ 1.0), which means the particles have a nearly infinite thermal conduction.

The instantaneous heat flow from the surface to the center of the particles gives

it the uniform particle temperature. This assumption is more suitable for metallic

particles, which have much larger thermal conduction than Zirconia.

Zirconia particles have poor heat conducting materials, which will result

in a significant difference between the surface temperature and the internal

temperature. In some cases, evenwhen the surface temperature reaches the boiling

point, its center may still be in solid state[58]. So particles will start evaporate
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Fig. 5.24 Particle temperature and mean temperature distribution versus
diameter.

earlier than the simulation data, which results in a more severe mass losses. So the

distribution of particles diameter will drift towards the smaller value, which further

makes the particles more susceptible to the flow change by the substrate. However,

even though the internal conduction is considered, the conclusion that the substrate

inclusion has insignificant effect on the particle in-flight parameters should also be

valid. It is because of the small portion of the smaller particles and the relatively

large initial size range (22 𝜇m to 125 𝜇m). Furthermore, the mass losses due to the

evaporation, together with the particle rebound and overspray at substrate may be

the dominant reasons for the rather low deposition efficiency (≈ 40%)[29] in the

actual spraying process using the same operating conditions.
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5.2.7 Comparison between SprayWatch© diagnostics and the
simulation

SprayWatch©diagnostics results are comparedwith the simulation results. Because

the measurement distance by SprayWatch© is 80mm, a virtual plane is created in

front of the plasma torch to acquire the particles data in the Freestream model, at

the stand-off position 80mm. The velocity magnitude distribution (Fig. 5.25) and

particle flight angle distribution (Fig. 5.26) are compared with the SprayWatch©

results.

(a) (b)

Fig. 5.25 Particle velocitymagnitudedistributionhistogramandprobability
plot from (a) SprayWatch© diagnostics and (b) simulation.

The simulation predicts well the range of particle velocities and distributions. The

velocity ranges from 70.9m/s to 431.6m/s in the simulation, while the velocity from

SprayWatch© ranges from 83.3m/s to 396.5m/s. The simulation results are skewed

to a lower velocity than their experimental counterparts, but generally present

similar distribution shape.
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(a) (b)

Fig. 5.26 Particle velocitymagnitudedistributionhistogramandprobability
plot from (a) SprayWatch© diagnostics and (b) simulation.

FromSprayWatch© results, most of theparticles are in the rangeof−2∘ and10∘. The

simulation histogram agrees well with the experiment, but with very few particles

scattered with larger flight angles.
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5.3 Droplet Impact Behavior and Splat Morphologies

This section discusses the droplet impact behavior under thermal spray conditions.

It is mainly from the experiments and simulations on the flat substrate case under

normal impact and on the curved substrate. Splat morphologies are analyzed to

derive the splat shape in the space, which will further become the basis for the

deposit formation simulation.

5.3.1 Geometric quantities definition

Several quantities are introduced in this work to characterize the geometry of the

splats. Adropletwithdiameter𝐷 impactingon the substrate formsadisk-shape splat

with a thickness 𝑡, as in Fig. 5.27.

Fig. 5.27 Illustration of a molten droplet impacting on the substrate to
form a disk-shape splat.

The thickness of the splat is denoted as 𝑡. In a simplified mode, the thickness is

assumed to be uniform. Therefore, the thickness 𝑡 can be deduced from the volume

𝑉􀐠 and the area 𝐴􀐠 of the splat.

𝑡 =
𝑉􀐠

𝐴􀐠
(5.3)

In the case of normal impact, the cross section along the thickness direction of the

splat takes a circular shape. Besides the thickness 𝑡, the diameter 𝑑 is employed to

describe the shape of the splat. The extent of the droplet flattening is described by
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the spread factor 𝜉, defined as the ratio of the splat diameter 𝑑 to the initial droplet

diameter𝐷.

𝜉 =
𝑑

𝐷
(5.4)

If during the droplet impacting, the volume of the droplet remains unchanged, the

volumeof thedroplet is the sameas thevolumeof the splat𝑉􀐠. Thus the initial droplet

diameter can be derived as

𝐷 =
􀑩

√
6𝑉􀐠

𝜋
(5.5)

Since the splat diameter 𝑑 can be derived from the splat area 𝐴 as

𝑑 = 2√
𝐴􀐠

𝜋
(5.6)

the spread factor can be expressed as

𝜉 =
0.91√𝐴􀐠

􀑩
√𝑉􀐠

(5.7)

where 𝑉􀐠 and 𝐴􀐠 are the volume and area of the splat respectively.

Under normal impact, the splat approximates a circular disk with the diameter 𝑑. If

the droplet impacts onto the surface obliquely, which is termed as “oblique impact”,

resulting splat shape will elongates to an elliptical disk, as shown in Fig. 5.28.

Impact angle 𝜃 is defined as the angle between the droplet velocity vector and its

normal velocity (component perpendicular to the substrate surface). Under oblique

impact, the diameter 𝑑 is no longer appropriate to describe the splat shape. The

major radius 𝑎 andminor radius 𝑏 are introduced to achieve this purpose, as shown

in Fig. 5.29.

To describe the elongation degree of an elliptical splat, another shape factor, aspect

ratio ζ is introduced, which is defined as the ratio between the major and minor

radius

𝜁 =
𝑎

𝑏
(5.8)
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(a) normal impact

(b) oblique impact

Fig. 5.28 Perfect formation of (a) a circular splat from normal impact and
(b) an elliptical splat from oblique impact.

By such a definition, an elliptical splat can be converted mathematically into a

circular splat with the same area. This circular splat with the same area is called an

“equivalent splat”, the diameter of which is “equivalent diameter”.

Take the equivalent diameter 𝑑 as an intermediate quantity, combining with the

spread factor 𝜉 and aspect ratio 𝜁, the splat morphology at different impact angles

can be described.

The equivalent diameter of the splat can be expressed by the initial droplet diameter

𝐷 and spread factor 𝜉:
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Fig. 5.29 Idealized illustration of the aerial view of the splat for the case of
normal impact and oblique impact.

𝑑 = 𝐷𝜉 (5.9)

In the case of normal impact, the equivalent diameter 𝑑 is the geometry diameter of

the splat; in the case of oblique impact, the major radius 𝑎 and minor radius 𝑏 can

be derived by the area conservationmethod:

Area of circle = Area of ellipse

𝜋𝑑􀍰

4
= 𝜋𝑎𝑏

Combining with Equation 5.8, the major andminor radius can be derived as:

𝑎 =
𝑑𝜁

2
(5.10)

𝑏 =
𝑑

2𝜁
(5.11)

5.3.2 Effect of impact parameters on the droplet impact behavior

5.3.2.1 Characterization of individual splats from confocal profiles on flat
substrates.

A method is developed to derive the spread factor from the profiles acquired

by confocal imaging profiler. Image maps and 3D shaded rendering images are
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constructed by Surfer 8® (Golden Software, Inc., Golden, Colorado, USA) from the

ascii dataof theprofile. Examplesof the images are shown inFig. 5.30 . Surfer® is a 3D

processing software used for terrain modeling, surface analysis, contour mapping,

3D surface mapping, volumetrics, andmuchmore purposes.

Fig. 5.30 (a) Imagemapsand (b)3Dshaded rendering imagesconstructed
from the profile data acquired by confocal imaging profiler.

The image map of the splat (a) is postprocessed by Image-Pro Plus 6® (Corporate

Headquarters, Media Cybernetics, Inc., MD, USA). Image-Pro Plus is an image

processing and analysis software, which is always deployed in the computer of a

microscope system. Dimension analysis is a fundamental function of this software.

In Image-Pro Plus, a boundary is defined carefully by tracing the points along

the periphery of the splat. The encompassed area 𝐴 is evaluated, with fingers

characteristics included to obtain an accurate area measurement. The Surfer®

calculation function is employed to evaluate the splat volume. A base surface

elevation is evaluated by choosing an area with no splat material covered. By

defining this elevation as lower surface, the splat volume 𝑉􀐆 is evaluated by

integrationmethod.

5.3.2.2 Evolution of droplet morphology during impact

The evolution of droplet morphology during impacting for case 3 is shown in

Fig. 5.31, which is colored by the variable “solid fraction”. The figures are adjusted

in a perspective view to observe the morphology evolutionmore clearly.
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(a) 0.0 𝜇s (b) 0.071 𝜇s

(c) 0.193 𝜇s (d) 0.500 𝜇s

(e) 1.660 𝜇s (f) 2.492 𝜇s

(g) 3.972 𝜇s (h) 4.910 𝜇s

Fig. 5.31 Evolutionofdropletmorphologyduring its impactperpendicularly
onto the substrate. The contour is based on the value of Volume of Fluid.

It is noticed that the droplet experiences a drastic change of state. The droplet

flattens within a short time (approx. 0.500 𝜇s as in Fig. 5.31(d)). Before the droplet

flattening ceases, solidification occurs in the fluid layer close to the substrate surface

and spreads upward to form a solidified layer. This characteristics is named as the

“two-layer characteristic” in this work. After the droplet achieves the maximum
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flattening extent, the fringe of the splat starts to solidify, while the remaining fluid

on top of the solidified layer continues to expand outward, as in Fig. 5.31(e). This

fluid accumulates at the fringe and elevates the fringe to a higher level than the

interior of the splats, presenting a “pizza-like” morphology. The corresponding

center surface of the splat at the same time frames are shown in Fig. 5.32. The

contour is colored by the VOF value 𝐹. The z-axis is scaled up by 5 times, in order to

see the characteristics more clearly. The raised fringe characteristic is more clearly

shown in these cross section view of the splats which is also seen in the constructed

images from confocal image profiler data as in Fig. 5.30. The solidification expands

to the interior (Fig. 5.31(f) and (g)) and finishes approx. 4.9 𝜇s after the moment of

impact (Fig. 5.31(h)).
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(a) 0.0 𝜇s (b) 0.071 𝜇s

(c) 0.193 𝜇s (d) 0.500 𝜇s

(e) 1.660 𝜇s (f) 2.492 𝜇s

(g) 3.972 𝜇s (h) 4.910 𝜇s

Fig. 5.32 Evolution of droplet morphology at the center surface during its
impact perpendicularly onto the substrate. The contour is based on the
value of Volume of Fluid.
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5.3.2.3 Effects of thermal parameters on splatting behavior

At the fixed velocity 200m/s, different cases with different other parameters are

carried out to investigate their effects on the splatting behavior. A sub-table of

Table 4.6 is extracted as Table 5.1, including cases 1,8-12 and 15:

Table 5.1 Simulation cases implemented for the normal impact with
fixed velocity 200m/s.

Case T (K) h (W/m􀍰K) Ts (K)

1 3200 1 × 10􀍴 823

8 3500 2 × 10􀍳 823

9 3500 1 × 10􀍴 300

10 3500 1 × 10􀍴 823

11 3500 1 × 10􀍴 1573

12 3500 1 × 10􀍵 823

15 3800 1 × 10􀍴 823

Case 1, 10 and 15 have the same substrate temperature (823K) and the same

heat transfer coefficient (1 × 10􀍴W/m􀍰K). The cross-section view of the splat

at the center surface for these cases are shown in Fig. 5.33. It is found that

the temperature increase ((a) 3200 K→(b) 3500 K→(c) 3800 K) makes the fringe

elevation characteristic more obvious, which means that the higher temperature

promotes the fringe elevation. It could be attributed to the more-pronounced

delayed solidification of the fluid on top of the solid layer, which results more fluid

accumulation at the fringe of the splat. It is also noticed that the droplet temperature

does not affect the droplet flattening degree, which will be explained later in the

summary part of this section.

At the fixed temperature 3500 K and the substrate temperature 823 K (case 8, 10, 12),

the lower heat transfer coefficient (2 × 10􀍳W/m􀍰K) results in a more pronounced

fringe elevation, as in Fig. 5.34(a). By observing the evolution procedure of the

cross section of the splat (Fig. 5.35), it could be noticed that the droplet experiences

a recoil procedure after the splat achieves its maximum spread. This is possibly

caused by the surface tension effects, since the splat remains fluid state for a long

time due to the slow heat transfer to the substrate. It is also the reason for the
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larger fringe elevation. The higher heat transfer coefficient (10􀍵W/m􀍰K) results in

a faster solidification, which inhibits the recoil tendency and the fringe elevation,

as noticed in Fig. 5.34(a)-(c). Therefore, it is concluded that the higher the droplet

temperature, or the lower theheat transfer coefficient bothpromotes the splat fringe

elevation and the splat recoil.

Because the substrate temperature 823 K in the simulation is just the approximate

mean value of the averaged values at the measurement points of the substrate, it is

believed that some areas of the substrate have higher temperature. In contrast to

case 10, case 9 has a lower substrate temperature 300 K and case 11 has a higher

one 1573 K. The resulting cross section of the splat of case 9-11 is shown in Fig. 5.36.

It can be seen that the splat fringe elevation is more evident when the substrate

temperature is at higher level. Combining the results of all these cases relevant

to thermal parameters, it could be concluded that these parameters will affect the

fringe elevation and recoil procedure after the splat achieves its maximum spread,

by the surface tension effects.
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Fig. 5.33 Cross section view of a splat at the center surface, showing
different extents of fringe elevation under different droplet temperature.
The contour is based on the value of Volume of Fluid.



188 188

188 188

Chapter 5 Results and Discussion

164

Fig. 5.34 Cross section view of a splat at the center surface, showing
different extents of fringe elevation under different heat transfer coefficient.
The contour is based on the value of Volume of Fluid.
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Fig. 5.35 Cross section viewof a splat at the center surface at different time
frame, under a low heat transfer coefficient 2×10􀍳W/m􀍰K. The contour is
based on the value of Volume of Fluid.
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Fig. 5.36 Cross section view of a splat at the center surface, showing
different extentsof fringeelevation fordifferent substrate surface temperature.
The contour is based on the value of Volume of Fluid.
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5.3.2.4 Effect of droplet velocity

The droplet velocity is varied to see its influence on the splat morphology. The

velocity is set as 50m/s (case 4), 80m/s (case 5), 100m/s (case 6) 120m/s (case 7),

200m/s (case 10), 300m/s (case 13) and 400m/s (case 14). These cases are shown

in Table 5.2. From the analysis above, it is noticed that the difference between case

10 ( 10􀍴W/m􀍰K) and case 12 ( 10􀍵W/m􀍰K) is not significant. Therefore, in this

section the heat transfer coefficient is fixed at 10􀍴W/m􀍰K, the droplet temperature

at 3500 K, the substrate temperature at 823 K. The cross section of the splat bottom

surface is shown in Fig. 5.37. For the convenience of formating, the case with

velocity 100m/s is not shown, but it is still involved in the spread factor calculation.

It is noticed that the droplet spread degree increases with the velocity. At high

velocity, splashing characteristic such as fingers appear to be obvious. By using

Image-Pro Plus®, the radius of the splat is evaluated. Thus the splat spread factor ξ

can be derived, the comparison of which are discussed in the next section, together

with the experimental evaluations.

Table 5.2 Simulation cases implemented for the normal impact with
fixed interface heat transfer coefficient 106W/m􀍰K, droplet temperature
3500 K, substrate temperature 823 K.

Case 4 5 6 7 10 13 14

V(m/s) 50 80 100 120 200 300 400

Another group of simulation is carried out, featuring different substrate

temperature, droplet temperature and interface heat transfer coefficient, with high

impact velocity 400m/s to see the droplet splatting behavior under such extreme

condition. Impact parameters of simulated cases are shown in Table 5.3.

The cross section of the bottom surface of the splat is shown in Fig. 5.38. All the

cases give almost the same splat size, but different splat morphology. The cases

(Fig. 5.38(c) and Fig. 5.38(d)) with higher droplet temperature 3800 K present the

morphology characteristic of jetting-out fluid (fingers). The substrate temperature

increase does not promote the jetting behavior. At higher droplet substrate

temperature, a higher interface heat transfer coefficient makes the jetting
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characteristic more evident. The jet diameter is larger for the case 17 (10􀍵W/m􀍰K,

Fig. 5.38(c)) than that in case 16 (10􀍴W/m􀍰K, Fig. 5.38(d)).
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Fig. 5.37 Cross section of a splat at the bottom surface, showing different
spread degree for different velocity. The contour is based on the value of
Volume of Fluid.
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Table 5.3 The impact parameters setting for the simulations on droplet
jetting behavior.

Case T (K) Ts (K) h (W/m􀍰K )

2 3200 823 10􀍴

3 3200 1573 10􀍴

16 3800 823 10􀍴

17 3800 823 10􀍵

(a) case 2, t = 1.20 𝜇s (b) case 3, t = 3.50 𝜇s

(c) case 16, t = 1.50 𝜇s (d) case 17, t = 5.40 𝜇s

Fig. 5.38 Cross section of a splat at the bottom surface, showing different
jetting behavior at different combinations of substrate temperature, droplet
temperature and interface heat transfer coefficient. The contour is based on
the value of Volume of Fluid.
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5.3.2.5 Measurement of splat parameters

From simulation results, radius of the splats in Fig. 5.37 are evaluated.

Experimentally, the 3D profile data of the splats from confocal imaging profiler

are processed to evaluate the splat area 𝐴􀐠 and volume 𝑉􀐠. Then the droplet spread

factor ξ can be derived and compared.

Good agreement is found between the experiments and the simulation. As shown

in Table 5.4, the evaluated experimental spread factor 𝜉 of the splats ranges from

3.36 to 4.61, while the simulation spread factor of splats under different velocities

ranges from 3.24 at droplet velocity 80m/s to 4.53 at 400m/s. In order to quantify

the effect of droplet velocity, the splat spread factor is related to the droplet velocity

from simulation results as in Fig. 5.39.

Table 5.4 Calculated splat area, volume, diameter and the
corresponding spread factor.

splat area (𝜇m􀍰) volume (𝜇m􀍱) diameter (𝜇m) spread factor

1 1445.08 1295.04 21.45 3.36

2 4041.16 4915.20 35.86 3.40

3 3346.98 2759.32 33.12 3.80

4 3807.25 3166.97 34.81 3.82

5 3878.37 3402.19 36.72 3.94

6 3106.66 1882.7 31.45 4.10

7 7626.32 5147.11 49.27 4.61

It couldbe found that the final spread factor 𝜉 and thedroplet velocity𝑉 haveapower

function relationship. The fitted formula is as below:

𝜉 = 1.1532𝑉􀍮.􀍰􀍲 (5.12)

As the accepted method, this formula is converted into the format with respect

to the Reynolds number. Because the initial droplet diameter is 20 𝜇m, the

density is 5890 kg/m􀍱and the fluid viscosity 𝜇 = 0.0037𝑒𝑥𝑝(6100/𝑇) =

0.0037𝑒𝑥𝑝(6100/3500) = 0.021 Pa⋅s, the spread factor could be rewritten as:

𝜉 = 0.7663𝑅𝑒􀍮.􀍰􀍲 (5.13)
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Fig. 5.39 Relationship of splat spread factor and the droplet velocities
derived from the simulation.

The values of the scaling factor 𝑎 = 0.7663 and the exponent 𝑏 = 0.24 could be

derived, whichare comparable to the valuesbyWatanable et al.[93] (𝑎 = 0.8200,𝑏 =

0.21) and Pasandideh-Fard et al.[88] (𝑎 = 0.5000,𝑏 = 0.25).

The good agreement of the spread factor between the experiments and simulation

also means that the current input parameters setting (heat transfer coefficient

10􀍴W/m􀍰K, droplet temperature 3500 K, substrate temperature 823 K) can predict

well the morphology size.

5.3.2.6 Summary on droplet splatting behavior

Summary on the droplet splatting behavior is made from the discussion above. It is

based on the analysis of the experimental andnumerical results, togetherwith some

hypothesis supported by the literature.

Studies have shown that the droplet impact behavior is influenced by various

parameters, mainly the Reynolds and Weber numbers, as well as the substrate

surface roughness and thermal contact resistance (reciprocal of the heat transfer

coefficient)[83, 98 and 99]. In the expression of Reynolds number 𝑅𝑒 =
􀑒􀐉􀏷

􀑍
,
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the value of 𝑅𝑒 is proportional to the velocity 𝑉; while the temperature 𝑇

influences 𝑅𝑒 via changing the value of viscosity 𝜇 in an insignificant way of 𝜇 =

0.0037𝑒𝑥𝑝(6100/𝑇). Thus the spread degree is significantly affected by the droplet

velocity but changes littlewith the droplet temperature. Theheat transfer coefficient

affects the spread degree in a dynamic wetting way: higher heat transfer coefficient

results in ahigher fluid cooling rate andahigher solidification rate. Therefore, under

a low heat transfer coefficient, the fluid solidifies slower, thus after the droplet

reaches its maximum spread, it starts to recoil due to the surface tension effects.

In a word, The small spread degree of low heat transfer coefficient is caused by the

receding of the fluid after flattening. But at higher level of heat transfer coefficient

(1×10􀍴W/m􀍰K and 1 × 10􀍵W/m􀍰K), the spread degree remains almost the same.

In the spreading phase, the inertia takes a dominant place; while in the recoiling

phase, the surface tension plays an important role. The solidification will modifies

these two phases, which is influencedmainly by the heat transfer coefficient.

It is widely claimed that the substrate transition temperature is an important

parameter that affects the droplet spread and splashing behavior, above which the

splat presents a circular shape[103]. This phenomenon has been concluded to be

attributed to the thermal contact resistance change due to chemical composition

change of the substrate surface, removal of the contaminants and water molecules

and the morphology change of the substrate in a micro-scale. From the simulation

results, it seems that the magnitude of the substrate temperature (thermal contact

resistance is considered separately) does not affect the impact behavior too much.

Fig. 5.40 Illustration of the formation of short and long fingers.

An illustration of the formation of short fingers and long fingers is shown inFig. 5.40.

At the early stage, the droplet experiences a drastic heat transfer with the substrate

and forms a thin solid layer, which is defined as the solidified layer close to
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the substrate at the moment when spreading ceases, just as the phenomenon

mentioned by Dhiman et al.[121]. Higher velocity and higher droplet temperature

result in low fluid viscosity decrease rate, thus the Rayleigh-Taylor instabilities

caused by fluid deceleration promotes fluid jetting out from the periphery of the

droplet to form fingers. It is shownby the dropletmorphology of case 10 inTable 5.3

andas shown inFig. 5.41. Thedroplet remains as fluid before obvious jetting occurs.

Because at thismoment the droplet kinetic energy is very high, the fingers appear to

be long in the radial direction, which is called long fingers in this work.

After jetting out, the fluid recedes a little bit due to the surface tension. As the

higher heat transfer coefficient speeds up the solidification of the bottom layer, the

jetting fluid freezes faster to make this phenomena more evident. This agrees with

the conclusion by Zhang et al. that the droplet splashing is due to the high rate of

solidification[131]. In the simulation, the fluid-substrate interface is considered as

non-slip condition. It is believed that the surface roughness, the air gap between

the droplet and the substrate, the physic of fluid undercooling will make the jetting

behavior more pronounced and occur at lower droplet temperature and velocity.

As the fluid spread ceases, the remaining fluid in the interior of the splat continues

to flow outward on top of the solidified layer. Higher droplet temperature, higher

substrate temperature and lower heat transfer coefficient delays the solidification of

the fluid. The fluid flows outward and accumulates at the periphery of the splat to

elevate the fringe. The fringe elevation and the low fluid viscosity in the interior area

of the splat may contribute to some other splatting behavior. The fluid disturbance

caused by fluid turbulence, substrate roughness, or the air entrapment by the

fluid, may cause the fluid on the solidified layer to jet over the elevated fringe to

form fingers, as shown in Fig. 5.40(a). In the case where the elevated fringe is not

obvious, the fingers could also form due to Rayleigh-Taylor instabilities, as shown

in Fig. 5.40(b). Because at this moment the fluid velocity is much lower than the

moment of impact, the fingers appear to be shorter. Therefore, the fingers formed

at this moment is called short fingers. The two-layer characteristic, short and long

fingers of the splat are shown in Fig. 5.42, which is produced by enlarging part of

Fig. 3.21(b).
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5.3.3 Splat morphology on the curved substrates

(a) 0.0 𝜇s (b) 0.067 𝜇s

(c) 0.170 𝜇s (d) 0.480 𝜇s

(e) 0.930 𝜇s (f) 1.610 𝜇s

Fig. 5.41 Droplet morphology evolution during impact in the case of high
velocity (400m/s) and high temperature (3800 K). Legend displays 0 values
for all contour range due to fully liquidus state at these time frames in the
simulation.
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Fig. 5.42 SEM photo of the splat, showing two-layer characteristic, short
and longer fingers.

5.3.3.1 Splats characterization and analysis

Splats on the curved substrate obtained by the optical microscope are evaluated

geometrically. Major radius and minor radius are evaluated. The principle of

deriving these parameters are shown below:

As in Fig. 5.43, the splat (a) can be simplified as an ellipse (b). The major radius 𝑎

andminor radius 𝑏 essentially define the shape of the ellipse. In Image-Pro Plus©, a

closed line is drawn following the ‘boundary’ of the splat to form an ellipse. The area

and circumference are extracted as 𝐴􀐒 and 𝑆􀐒 respectively.

In the simplified ellipse, the area of the ellipse is expressed as:

𝐴􀐒 = 𝜋𝑎𝑏 (5.14)

The circumference is expressed as an optimized quadratic approximation

(derivation detail in Appendix F). :

𝑆􀐒 = 2𝜋√𝑤
𝑎􀍰 + 𝑏􀍰

2
+ (1 − 𝑤)𝑎𝑏 (5.15)

where𝑤 = 0.7966106 for minimum overall approximation error.

Eventually, the major radius andminor radius of the ellipse could be derived as:
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Fig. 5.43 An illustration of an ellipse, which is a simplified splat shape,
used to represent a splat shape at oblique impact. (a) Example splat at the
impact angle 46∘, (b) Simplified elliptical shape.

𝑎 =
√0.06358𝑆􀍰􀐒 + 0.4741𝐴􀐒 +√0.06358𝑆􀍰􀐒 − 0.7991𝐴􀐒

2

𝑏 =
√0.06358𝑆􀍰􀐒 + 0.4741𝐴􀐒 −√0.06358𝑆􀍰􀐒 − 0.7991𝐴􀐒

2

In total 62 splats are captured and evaluated. A preliminary relationship between

the aspect ratio and impact angle is derived from the plot in Fig. 5.44. UCL and

LCL are the upper and lower control limit respectively. The derived formula is the

polynomial fit of the aspect ratio (𝜁).

𝜁 = 0.93146 + 0.01684𝜃 − 2.70151𝐸 − 4𝜃􀍰 + 4.30331𝐸 − 6𝜃􀍱 (5.16)

Images under confocal imaging profiler are evaluated using Surfer® to get the spread

factor of droplets at different impact angles. The spread factors are plotted in

Fig. 5.45. Fig. 5.46 shows a selection of images (a-e) and 3D surface contours (f-j)

of splats at different impact angles. It can be seen that the range of spread factor is

from 3.21 to 4.49 without a trend in the scatter. A preliminary conclusion is that the

impact angle θ do not significantly affect the spread factor ξ.
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Fig. 5.44 Aspect ratio calculated from the splats with respect to the impact
angle.

Fig. 5.45 Spread factorsof splats atdifferent impact anglesof the substrate.
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impact angles, which are reconstructed from confocal data. The unit along
all the three axes are 𝜇m, the curved surface radius is 13.8mm.
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5.3.3.2 Effects of surface curvature on the splat shape

The effect of substrate curvature on the splat shape is evaluated by simulation.

Fig. 5.47 shows the bottom surfaces of the splats on curved surface under the impact

angle 0∘(a–c) andundernormal impact on flat surface (d–f). The velocities are varied

at the values 120m/s, 200m/s and 300m/srespectively.

It is found that the splats approximates a circular disk shape, even on the curved

surface. From the initial droplet diameter 𝐷 = 20 𝜇m and the derived diameter of

the splat, the spread factors ξ are evaluated and listed in Table 5.5.

Table 5.5 Spread factor of splats when droplets impact at the impact
angle of 0∘ on curved substrate surface and on flat surface under normal
impact.

Velocity (m/s) 120 200 300

curved 3.38 3.78 4.30

flat 3.43 3.78 4.24

The spread factors remain unchanged for the same velocity between the case

of curved substrate and the flat substrate. This could be explained by the large

difference between the droplet and the substrate surface diameter. Therefore, the

spreading area for individual splat can be considered as a flat facet on the curved

substrate.
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(a) curved surface, 120m/s (d) flat surface, 120m/s

(b) curved surface, 200m/s (e) flat surface, 200m/s

(c) curved surface, 300m/s (f) flat surface, 300m/s

Fig. 5.47 Bottom surfaces of splats on curved surface at the impact angle
of 0∘(a-c) and under normal impact on flat surface (d-f). The radius of the
curved surface is 13.5mm, the curvature direction is along the 𝑥 axis. The
contour is based on the value of Volume of Fluid.
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Fig. 5.48 Bottom surfaces of splats on curved substrate with diameter (a)
1mm and (b) 2mm.

The substrate curvature canbe consideredas themultiplicative inverse of the radius.

Two other cases are carried out to investigate whether the surface curvature has

effects to the splat spreading when the curvature is very large. The curved surface

diameter is set as 2mm and 1mm. The droplet impacts onto the substrate surface at

the impact angle of 0∘. The slices at the bottom surfaces of the two cases are shown

in Fig. 5.48.

Combining with the flat surface case (curvature of zero) and the case of curved

surface diameter 13.8mm, comparison of spread factors is shown in Table 5.6, with

respect to the surface curvature.

Table 5.6 Spread factor of splats when droplets impact at impact angle
0∘ with surface curvatures in the simulation.

Surface radius (mm) flat 13.8 1 0.5

Curvature (m􀍹􀍯) 0 72.5 1000 2000

𝜉 3.78 3.78 3.74 3.77

The splat shape still approximates a circular disk. The results reveals that evenwhen

the substrate curvature is as large as 2000, the splat spread factor remains almost

constant, thus the surface to be impact can still be considered as a flat facet. This

is the basis for the author’s work on the deposit modeling, in which the surface
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for individual droplet spreading is considered as flat surface with the same surface

normal.

5.3.3.3 Effect of impact angle on droplet flattening behavior on curved substrate

The splat elongates to an ellipse under an oblique impact. The bottom surfaces of

the splats are used to extract the splat geometry factors. Fig. 5.49 shows themethod

to extract the values, taking the case at impact angle 𝜃 = 40∘ under impact velocity

𝑉 = 200m/s. Thedistance from the focus to the ellipse center is denotedas 𝑐, which

is also calculated. The ellipse center 𝑂 is found firstly. Then the major radius 𝑎 and

minor radius 𝑏 are measured, from which the ellipse focus distance 𝑐 is computed.

𝐶 denotes the elliptical splat focus, while the impact point 𝐼, due to the computing

model setup, is at the point of (0,0) in the figure. Thus the elongation distance 𝑙

could bemeasured. The results are listed in Table 5.8 for comparison.

Fig. 5.49 Illustrationof extractionof theellipticaldistance𝑐 andelongation
distance 𝑙, showing thecaseat impact angle𝜃 = 40∘ under velocity 200m/s.

Bottom surfaces of splats on curved substrate at different impact angles are shown

from Fig. 5.50 to Fig. 5.52, for the cases under impact velocity 120m/s, 200m/s and

300m/s respectively. In each figure, the subfigures are adjusted to be in the same

scale, in order to see the splat shape and size changes. A quarter of the droplet and

the substrate underneath it is modeled for the cases with droplet impacting under

impact angle 0∘.
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Geometric evaluationof splatshasbeendone toextract themajor radius𝑎 andminor

radius 𝑏. The corresponding spread factor ξ and aspect ratio ζ are also calculated.

The data are listed in Table 5.5:

Table 5.7 Major radius 𝑎, minor radius 𝑏, spread factor ξ and aspect
ratio ζ of splats when droplets impact at different impact angles with
different impact velocities.

Velocity (m/s) 0∘ 20∘ 40∘ 60∘

120

a (𝜇m) 33.80 33.74 38.02 46.95

b (𝜇m) 33.80 33.48 29.51 25.08

spread factor ξ 3.38 3.36 3.35 3.43

aspect ratio ζ 1.00 1.01 1.29 1.87

200

a (𝜇m) 37.80 38.10 41.90 53.25

b (𝜇m) 37.80 36.18 33.95 28.08

spread factor ξ 3.78 3.71 3.77 3.88

aspect ratio ζ 1.00 1.05 1.23 1.89

300

a (𝜇m) 42.30 42.40 45.65 51.50

b (𝜇m) 42.30 40.3 38.78 32.50

spread factor ξ 4.23 4.13 4.20 4.09

aspect ratio ζ 1.00 1.05 1.17 1.58

Fig. 5.50 “Bottom surfaces” of splats on curved surface (radius 13.8mm)
at different impact angles, impact velocity of 120m/s.
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Fig. 5.51 “Bottom surface” of splats on curved surface (radius 13.8mm) at
different impact angles, impact velocity of 200m/s.

Fig. 5.52 “Bottom surface” of splats on curved surface (radius 13.8mm) at
different impact angles, impact velocity of 300m/s.

Th spread factor and aspect ratio fall within the range of the experimental results,

which justifies the simulations. The results reveal that the spread factor increases

with the impact velocity. Under the same velocity, the spread factor varies little with

the impact angle. Considering the estimation error during the geometry extraction,
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it can be concluded that the spread factor remains unchanged when the impact

angle increases.

The aspect ratio ζ increases obviously with the impact angle, which is plotted

in Fig. 5.53. The fitted curve under different velocities in the plot is shown

in Equation 5.17. It seems that the case with impact angle 60∘ and velocity

300m/s produces an unexpected result, which is significantly lower than the other

two cases. This may attributed to the mass loss under higher velocity at such a

high impact angle. Due to this reason, the aspect ratio formula of splats at different

impact angles from experiment is used in the author’s work.

Fig. 5.53 Relationship of aspect ratio (𝜁) and the impact angle θ derived
from the simulation.

⎧

⎨

⎩

𝜁(120) = 1 − 5.75𝑒 − 3𝜃 + 3𝑒 − 4𝜃􀍰 + 6.25𝑒 − 7𝜃􀍱

𝜁(200) = 1 + 5.08𝑒 − 3𝜃 − 2.75𝑒 − 4𝜃􀍰 + 7.29𝑒 − 6𝜃􀍱

𝜁(300) = 1 + 4.42𝑒 − 3𝜃 − 1.88𝑒 − 4𝜃􀍰 + 4.58𝑒 − 6𝜃􀍱

(5.17)
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Kang et al. [113] assumed that the impact point of individual droplet is one of the foci

of the resulting elliptical splat. To verify this hypothesis, geometric evaluation has

been done to extract the distance between the impact point 𝐼 and the ellipse center

𝑂, which is denoted as elongation distance 𝑙.

Table 5.8 Elliptical splat focus distance 𝑐 and elongation distance 𝑙 at
different impact angles under different impact velocities derived from the
simulation.

Velocity (m/s) Quantity (𝜇m) 0∘ 20∘ 40∘ 60∘

120
c 0 4.18 23.97 39.69

l 0 11.9 29.51 42.18

200
c 0 11.94 24.56 45.24

l 0 13.18 28.48 50.20

300
c 0 13.18 24.08 39.94

l 0 15.64 33.30 47.82

Both 𝑐 and 𝑙 increasewith the impact angle. However, thevalueof 𝑙 is larger than that

of 𝑐, whichmeans the impact point is not one of the foci of the ellipse. To determine

the elliptical splat center from the impact point, the elongation factor χ is defined as

the ratio between 𝑙 and the initial droplet diameter𝐷.

𝜒 =
𝑙

𝐷
(5.18)

The elongation factor χ with respect to the impact angle θ under different impact

velocities are shown in Fig. 5.54.

A linear relationship between the elongation factor χ and the impact angle θ is

found. Similarly, the cases under high velocity 300m/s deviates more with the

other two velocities. In order to simplify the simulation, the case under the velocity

(200m/s) close to the mean velocity is considered. The fitted formula of that is as

Equation 5.19.

𝜒 = 0.04147𝜃 − 0.096 (5.19)
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Fig. 5.54 Relationship of the elongation factor χwith respect to the impact
angle under different velocities.
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5.4 Deposit Formation

The observations by SprayWatch© of the deposit formation are analyzed to reveal

the deposition procedure and involving phenomena. The correlation of focus

distance and thewidthof field of viewof SprayWatch© is used to evaluate thedeposit

profiles in the captured images. Simulation results are visualized to compare with

the experimental observations and measurements, including the deposit profile

growth.

The deposits formed on the upper, middle and lower part of the convex surface of

the curved substrate are called case 1, 2 and 3 respectively. In addition, a numerical

case is carried out to simulate the deposit formation on the flat substrate, which is

compared with the experimental work done by Kang.

5.4.1 Experimental observations and analysis

Fig. 5.55 shows the deposit profile growth with time on the substrate curved surface

for case 1 taken by SprayWatch©. The bright particle traces are mostly aligned

in the horizontal direction, which justifies the assumption in the deposition code

that the particles impact onto the virtual plane perpendicularly. The deposit profile

can be observed clearly because of the illumination caused by higher temperature

radiation.

It is obvious that the deposit profile curvature increase with the time. The initial

substrate curvature is 11.7m􀍹􀍯. The final deposit curvature is not uniform at

different positions of the surface. Themaximum curvature is at the deposit summit,

which is evaluated as in Figure 5.56. Two points𝐴 and𝐴􀚅at both sides of the deposit

summit 𝑆 are selected. The tangential lines of the deposit at these two points are

drawn 𝐴𝐵 and 𝐴􀚅𝐵􀚅.

The rotation angle between 𝐴𝐵 and 𝐴􀚅𝐵􀚅 is

𝛼 =
45∘

360
× 2𝜋 = 0.785

Themean deposit curvature𝐾 between 𝐴 and 𝐴􀚅 is
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𝐾 =
𝛼

𝐴𝐴􀚅
=

0.785

0.00165
= 475 m􀍹􀍯 (5.20)

Thismaximumcurvature ismuchsmaller than the thresholdvalue2000m􀍹􀍯 evaluated

in the droplet impact behavior simulation, less than which the substrate surface

can be considered as flat surface. This observation justifies that single particle is

assumed to impact onto a flat facet in the deposition code.

(a) 0 s (b) 2 s (c) 3 s

(d) 4 s (e) 5 s (f) 6 s

(g) 7 s (h) 8 s (i) 9 s

Fig. 5.55 Side view of deposit growing for case 1 by SprayWatch©
diagnostics.
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Fig. 5.56 Maximum curvature evaluation of the deposit at the last time
frame for case 1.

Not all theparticles adhere to thedeposit (or substrate) surface. Someof theparticles

rebound into the environment andothers impact onto the deposit and are deposited

again at a different location, suchparticles are called secondary depositing particles.

The rebound and secondary depositing phenomena are more clearly shown in

Fig. 5.57, including case 2 and 3. The rebounded particles cause a dim glow around

the deposit.
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(a) case 2

(b) case 3

Fig. 5.57 Rebound phenomenon occurs during the depositing.
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Fig. 5.58 shows the out-of-plane view of the as-sprayed substrate. It is noticed that

the deposit presents a halo characteristic: the deposit fades out gradually outwards,

presenting a relativelymore obvious inner circle andahazydonut between the inner

circle and the outer circle. However, it is very difficult to define an exact boundary of

the deposit. Although not clear, the outer boundary is observed roughly in a circular

shape, which is about twice the size of the inner circle.

This structure could be explained by the contour of number of particles in unit time

in the virtual plane shown in Fig. 5.59(a). The size of the two circles is evaluated.

The reason to choose case 2 is that the deposit is approximately at the summit of the

substrate convex surface. The inner circle diameter is 13.2 mm, which corresponds

to the contour value of 500; the outer circle diameter is 22.6mm, which corresponds

to the contour value of 100. The particle distribution ranges from FLUENT© output

are −17.2 mm ≤ 𝑥 ≤ 17.5 mm] and −24.0 mm ≤ 𝑦 ≤ 5.98 mm. However, it

is difficult to observe deposit material outside the outer circular boundary drawn in

the figures. It may be attributed to the small particle numbers in that area.

The hazy area center does not coincide with the deposit summit, which may be

attributed to two phenomena:

• The mass flow rate contour presenting a lower position contour center along 𝑦

direction than the number of particles contour, as in Fig. 5.59(b).

• As in Fig. 5.57, the rebound and secondary depositing changes the depositing

area. This phenomenon is more pronounced when the particle impact angle

(substrate inclination angle) is larger (Fig. 5.57(b)).
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Fig. 5.58 Out-of-plane view of the as-sprayed substrates.



219 219

219 219

Chapter 5 Results and Discussion

195

(a) (b)

Fig. 5.59 Contours of (a) number of particles (b) mass flow rate in the
virtual plane from simulation results for the freestream case.
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5.4.2 Comparison between simulation results and experimental
results of deposits

The deposit building-up is a time-dependent procedure. Fig. 5.60 shows the

simulated deposit growth on the flat surface.

Fig. 5.60 Simulated deposit growth on the flat surface.
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The peak deposit thickness at 5 s is compared with the experiment from Kang[113].

The plasma spray conditions are almost the same and the deposition efficiency is

set the same as that in Kang’s experiment as 0.4. Fig. 5.61 shows the experimental

profile obtained. The peak deposit thickness is 1.84mm, while the value from

simulation is 1.72mm.

Fig. 5.61 Sideviewof experimentallyobtaineddeposit on the flat substrate[113].

Fig. 5.62 to Fig. 5.64 show side view of the deposit profile growing for the three cases

on the curved substrate, in SprayWatch© diagnostics (a–c) and simulation (d–f) at

different time frames. The length scale are adjusted to be the same. The deposit

maximumpeak thickness 𝑡􀐝􀐚 is evaluated at the selected time steps for each case in

both simulation and experiments. The results are listed in Table 5.9. It can be seen

that the author’s code predicts the deposit profile growing trend well. The profiles

present similar shapes between the experiment and the simulation.

Table 5.9 Comparison of maximum peak deposit thickness 𝑡􀐝􀐚 (mm) for
three cases.

Case Method Time frame 1 Time frame 2 Time frame 3

1
Experiment 0.95 1.83 2.99

Simulation 0.84 1.69 2.87

2
Experiment 0.57 1.05 1.67

Simulation 0.49 0.88 1.58

3
Experiment 1.48 1.82 2.32

Simulation 1.41 1.74 2.24
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Fig. 5.62 Deposit profile growth for case 1 from (a–c) SprayWatch©
diagnostics and (d–f) simulation . Time frame 1: 4s, time frame 2: 6s, time
frame 3: 9s.
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Fig. 5.63 Deposit profile growth for case 2 from SprayWatch© diagnostics
(a–c) and simulation (d–f). Time frame 1: 2s, time frame 2: 3s, time frame
3: 5s.
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Fig. 5.64 Deposit profile growing for case3 fromSprayWatch©diagnostics
(a–c) and simulation (d–f). Time frame 1: 5s, time frame 2: 6s, time frame
3: 8s.

Fig. 5.65 shows the deposit profiles from TalyScan measurements (a–c) and

simulations (d–f) for the three cases. Because the TalyScan sets the starting point as

origin, the position of which on the substrate surface is difficult to locate, these
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profiles are used to show the shapes of these deposits, but not to quantify the

deposit. The deposit profiles in the simulation has a square-like boundary, due

to the particles selectionmentioned in the methodology section.

Fig. 5.65 3D profiles of deposit on case 1, 2 and 3 fromTalyScan (a–c) and
simulation (d–f).

The simulation results are in good agreementwith the experimentalmeasurements,

except that the simulated profiles are not as smooth as their experimental

counterparts. It could be attributed to the assumption that the splats overlap over

others compactly. In reality, the splats are rigid body, i.e., pores formbetween these

splats, making the deposit profile more smooth but with larger size.
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Chapter 6

Conclusions and Future Work

6.1 Conclusions

6.1.1 Introduction

This thesis has presented work on three aspects of the plasma spraying coating

process, namely 1) plasma and particle interaction, 2) droplet impact behavior on

the substrate and 3) deposit formation. Combining these topics provide a significant

investigation into the modeling of plasma spraying system. The important findings

and contributions of the work will be summarized in three parts according to these

aspects.

The first part concludes the plasma plume and in-flight particle behavior in

freestreamandwith substrate obstruction. The influences of substrate inclusionand

the particle size on the particle trajectory and temperature are also discussed.

The second part firstly discusses the complementary relationship between the

simulation and experiments for the droplet impact behavior. It is then divided into

two subparts: the droplet splatting behavior on the flat and the curved substrates.

The former discussion mainly focuses on the type of formed splats and possible

impacting phenomena causing these splats. In addition, the effect of velocity on

splat spread factors is one of the concerns in this subpart. The part on curved

substratesmainly focuses on the effect of impact angle and surface curvature on the

splat shapes.

The thirdpart describes theobservationandanalysis of deposit formationprocedure

and the final deposit shape resulting from the experiments. Simulation results are

then compared with the experimental measurements, including the achievements

and limitations.
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The final part draws some overall conclusions and messages to the thermal spray

research and technology, using concise sentences to conclude the the author’s

contributions.

6.1.2 Plasma plume and in-flight particle behavior

Anumericalmodel of plasma spraying process has beenmodeledbyComputational

Fluid Dynamics (CFD) method using FLUENT© commercial package. The plasma

plume and in-flight particle parameters for freestream case are validated by

experimental measurements. The plasma plume temperature and velocity field

along the plasma torch axial axis compare well with the investigations from the

literature. As for the in-flight particle behavior such as velocity, temperature

and flight angle, the simulation results also agree well with the SprayWatch©

on-linemonitoring systemmeasurement carried out by the author. Based upon this

accepted validation, sufficient confidence is achieved on the basic model. Further

exploration on the impact of curved substrate are conducted on the strength of the

basic model.

In the simulation, curved substrates with different sizes and orientations are

introduced into the plasma plume to examine the effect of the substrate curvature

and shape on the plasma flow field and in-flight particle behavior. It is found that the

plasma flow temperature and velocity remains unaffected by the substrate inclusion

until a short distance in front of the substrate. The substrates with larger curvature

result in all upward-reversing flow (in Y direction) along the substrate front surface

for concave case or a wave at rear of the substrate for convex case. Plasma velocity is

more affected by the substrate obstruction than the plasma temperature.

Smaller particles are found to be more susceptible to the diverging flow caused

by the substrate. There exists a threshold particle size of 10 𝜇m, above which

there is no significant effect of flow change on the particle trajectory. Such small

particles have low mass inertia, hence are very susceptible to influences of flow.

For the commercial powders used in the current work, the particle size range

are above the threshold. Thus the substrate inclusion has almost no effect on the

particles spatial distribution and parameters. Smaller particles also tend to achieve
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higher temperature comparing with larger particles due to their low thermal inertia.

Simulations on droplet impact and deposit formation use the particles data in the

freestream from SprayWatch© diagnostics and FLUENT© simulations respectively.

6.1.3 Droplet splatting behavior on flat and curved substrate

Numerical and experimental work is carried out to investigate the droplet splatting

morphology on flat and curved substrates. The numerical model is developed

using commercial computational fluid dynamics package Flow-3D®. The simulated

spread factor and aspect ratio fall in the range of the experimental measurements.

The experiments show that the aspect ratio increases with the impact angle while

the spread factor remains unaffected. This finding is further investigated in the

simulation.

6.1.3.1 Droplet splatting behavior on flat substrate

Different typesof splats (near-perfect, minor splashingand flower-like) areobserved

under scanning electronic microscope (SEM) and confocal imaging profiler. From

simulation, it is also found that the spread factormainly increaseswith the Reynolds

number. The solidification is affected by the droplet temperature, substrate

temperature and interface heat transfer coefficient, thus modifies the morphology

of the final splat. Higher droplet temperature, substrate temperature and lower

interface heat transfer promotes the splat fringe elevation by lowering the fluid

viscosity decrease rate. This in turn maintains the low viscosity at the highly fluid

state. Accompanying phenomenon is the splat receding caused by the surface

tension effects. The hypotheses of a two-layer characteristic during droplet impact

is proposed from the simulation results. Higher velocity increases the possibility of

long fingers formation, which occurs at the early stage of the impact; while the fluid

layer on top of the solidified base layer results in short fingers characteristic.

From simulation the droplet velocity input is explicit, an equation of spread factor 𝜉

can be developed with respect to the droplet velocity:

𝜉 = 1.1532𝑉􀍮.􀍰􀍲 (6.1)



229 229

229 229

Chapter 6 Conclusions and Future Work

205

where 𝑉 is the droplet impact velocity.

The equation can bemodified with respect to the dimensionless number 𝑅𝑒

𝜉 = 0.7663𝑅𝑒􀍮.􀍰􀍲 (6.2)

Which gives comparable values of the scaling factor and exponent to the literature.

6.1.3.2 Droplet splatting behavior on curved substrate

The simulation shows that the splat spread factor remains almost the same on the

curved surfaces with different curvatures, if the curvature is less than a threshold

of 2000m􀍹􀍯. The spread factor is also not significantly affected by impact angle.

However, the splat elongates to an elliptical shape under an oblique impact. The

elongationdegree (givenby the elongation factor) increaseswith the impact angle. It

is found the impact point sometimes deviates far away from the elliptical splat focus

point. The elongation factor χ is introduced to determine the splat center from the

impact point location and has the correlation with the impact angle as the equation

below:

𝜒 = 0.04147𝜃 − 0.096 (6.3)

where θ is the droplet impact angle.

Simulated aspect ratio ζ also can be correlated with the impact angle. In order to

include the droplet velocity effect in the deposit growth code, an equation is derived

from the experimental results:

𝜁 = 0.93146 + 0.01684𝜃 − 2.70151𝐸 − 4𝜃􀍰 + 4.30331𝐸 − 6𝜃􀍱 (6.4)

The deduced relations of spread factor, aspect ratio and elongation factor are used

to compute the splat shape in the deposit code.

6.1.4 Simulation and Experiment on Deposit Formation

Rebounding and secondary depositing phenomena are observed from the images

captured by SprayWatch©. The rebounding phenomena is one of the factors
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affecting the deposition efficiency. The secondary depositing after initial rebound

may cause the depositing area shift and expand.

It is noticed that the deposits have a halo characteristic. Due to the particles spatial

distribution, the deposit fades out continuously outwards. Thus it is difficult to

define a real boundary of the deposit. But an inner circular boundary of the deposit

is clearly observed. This structure characteristic helps the author to decrease the

computation area of the deposition code, which significantly improves the code

efficiency.

The predicted deposit increases with time, presenting similar shapes and growth

tendency with the experimental measurements. The peak deposit thicknesses

are close to the experiments, but show lower values consistently than the

measurements, which are caused by the splat overlapping strategy in the code.

6.1.5 Contributions

• The Ansys Fluent simulationmodel could help to adjust the spray parameters

in the practical thermal spray process, such as the input power, current

and spray distance, to the user-desired range. The process parameters and

its effect on the particle trajectory will lead to improvement of deposition

efficiency.

• The work on the single splat formation improves our insight into the

elementary aspects of the thermal spray process. Discussion on the physics

underlying the splat formation may provide the other researchers some ideas

worthy of further work. Besides, it provides helpful information on other

high-speed droplet impact applications, such as soldering of multi-grid flip

chip assembly in the semiconductor industry, paint spraying, ink jet printing

andmicro fluidics to name a few.

• The simulationmodel on the deposit formationmay be helpful in the study of

the deposit topological and mechanical properties of thermal spray coatings.

Moreover, it may be useful for the optimization of processing conditions

in thermal spray practices. Incidentally, the effort to consider the previous
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deposit profile as the substrate for the latter incoming particles may provide

an alternative idea for coating formationmodeling.
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6.2 Suggested Future Work

The work presented in this thesis brings insights into new exciting areas that

should be investigated. These would provide suggestions of possible investigation

directions. Moreover, it is necessary to do some improvements on the current work,

if possible. All these will are listed below:

• Theauthor’s code for thedeposit formation is practicable tomodel andpredict

deposit profile geometric characteristics and its growth with time. Currently

the particles flight angle is assumed to be 0∘ (i.e., perpendicular to the virtual

plane). In the future, the code can be improved by considering the particle

in-flight directions. The individual impact point can be computed from the

intersection of the particle trajectory and the virtual plane, taking the particle

velocity at impact and the updated deposit profile. This procedure will make

the simulationmore realistic.

• The author’s code can be further improved to include porosity. From the

published literature, there are several different sources of porosity, such as

peripheral curl up of individual splats, entrapment of gas between splats and

unmeltedparticles presence. Experiments canbe carriedout to investigate the

intersplat characteristics. Simulations by Flow-3D® also can be implemented

as a complement to the experiments.

• The particle rebound and secondary depositing can be further investigated. If

possible, a model can be developed to evaluate these phenomena, in order to

determine the amount of particles involved in deposition in the simulation.
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Appendix B

GoverningDifferential Equation forPlasmaFlow

The rate of change of 𝑥-momentum of the fluid element equals the total force in

the 𝑥-direction on the element due to surface stresses and the rate of increase of

𝑥-momentum due to sources; the 𝑥-component of the momentum equation is as

below:

𝜕(𝜌𝑢)

𝜕𝑡
+ 𝛻(𝜌 ⃗⃗𝑢𝑢) =

𝜕(−𝑝 + 𝜏􀐥􀐥)

𝜕𝑥
+
𝜕𝜏􀐦􀐥

𝜕𝑥
+
𝜕𝜏􀐧􀐥

𝜕𝑧
+ 𝑆􀐀􀐥 (B.1)

In a Newtonian fluid, the viscous stresses are proportional to the rates of

deformation. In the case of incompressible flow, the nine viscous stress

components, six of which are independent, are:

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪

⎩
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􀑛􀐢
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􀑛􀐦
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􀑛􀐤

􀑛􀐧

𝜏􀐥􀐦 = 𝜏􀐦􀐥 = 𝜇(
􀑛􀐢

􀑛􀐦
+

􀑛􀐣

􀑛􀐥
)
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𝜏􀐦􀐧 = 𝜏􀐧􀐦 = 𝜇(
􀑛􀐣

􀑛􀐧
+

􀑛􀐤

􀑛􀐦
)

(B.2)

Substituting Equation B.2 into Equation B.1:

𝜕(𝜌𝑢)

𝜕𝑡
+𝛻(𝜌 ⃗⃗𝑢𝑢) = −
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𝜕𝑝

𝜕𝑥
+ 𝛻(𝜇𝛻𝑢) + 𝑆􀐀􀐥 (B.3)

For a steady, turbulent flow and without additional source to increase the

momentum in 𝑥-direction, Equation B.3 can be rewritten as

𝛻(𝜌 ⃗⃗𝑢𝑢) = 𝛻[(𝜇􀐙 + 𝜇􀐡)𝛻𝑢] −
𝜕𝑝

𝜕𝑥
(B.4)
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Comparing Equation B.4 with the general form of governing equations given in

Equation 4.1, the diffusion coefficientΓ􀑟 equals𝜇􀐙+𝜇􀐡 and the source termcontains

−
􀑛􀐝

􀑛􀐥
.
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Appendix C

ThermodynamicandTransportPropertiesofGases

C.1 Argon Gas

Argon gas was used as arc gas and carrier gas in the simulation. Its

temperature-dependent properties of density, specific capacity, thermal

conductivity and viscosity are presented in Fig. C.I.
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4.2.6.1 Argon Gas  

Argon gas was used as arc gas and carrier gas in the simulation.  Its 

temperature dependent properties of density, specific capacity, thermal conductivity 

and viscosity are presented in Figures 4.2(a) to 4.2(d), respectively.  

 

 

 

 

 

 

 

 

 

Figure 4.2: (a) Variation of argon gas density with respect to temperature. 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: (b) Variation of argon gas specific heat with respect to temperature. 
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temperature dependent properties of density, specific capacity, thermal conductivity 
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Figure 4.2: (a) Variation of argon gas density with respect to temperature. 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: (b) Variation of argon gas specific heat with respect to temperature. (a) (b)
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Figure 4.2: (c) Variation of argon gas thermal conductivity with respect to 
temperature. 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: (d) Variation of argon gas viscosity with respect to temperature. 
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Figure 4.2: (c) Variation of argon gas thermal conductivity with respect to 
temperature. 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2: (d) Variation of argon gas viscosity with respect to temperature. 
 

(c) (d)

Fig. C.I Variation of argon gas (a)density (b) specific heat (c) thermal
conductivity and (d) viscosity with respect to temperature.
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C.2 Air

Similar to argon gas, thermodynamic and transport properties of air are presented

in Fig. C.II.
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4.2.6.2 Air  

Similar to argon gas, its variations of thermodynamic and transport 

properties as presented in Figures 4.3(a) to 4.3(d) are density, specific heat 

capacity, thermal conductivity and viscosity, respectively.  

 

 

 

 

 

 

 

 

 

Figure 4.3: (a) Variation of air density with respect to temperature. 

 

 

 

 

 

 

 

 

  

 

Figure 4.3: (b) Variation of air specific heat with respect to temperature. 
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4.2.6.2 Air  

Similar to argon gas, its variations of thermodynamic and transport 

properties as presented in Figures 4.3(a) to 4.3(d) are density, specific heat 
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Figure 4.3: (a) Variation of air density with respect to temperature. 

 

 

 

 

 

 

 

 

  

 

Figure 4.3: (b) Variation of air specific heat with respect to temperature. (a) (b)

 Chapter 4: Modeling and Simulation for Plasma and Particle Behavior 
 

 4-18 

0.00

1.00

2.00

3.00

4.00

5.00

6.00

0 5000 10000 15000 20000 25000
Temperature, T (K)

Th
er

m
al

 C
on

du
ct

iv
ity

, k
 (W

/m
K

)

Data from Boulos et al. (1994)

Fitted Profile for FLUENT©

0.00E+00

5.00E-05

1.00E-04

1.50E-04

2.00E-04

2.50E-04

3.00E-04

0 5000 10000 15000 20000 25000
Temperature, T (K)

V
is

co
si

ty
,  

   
(k

g/
m

s)

Data from Boulos et al. (1994)

Fitted Profile for FLUENT©

 

 

 

 

 

 

 

 

 

 

 
 
Figure 4.3: (c) Variation of air thermal conductivity with respect to temperature. 
 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.3: (d) Variation of air viscosity with respect to temperature. 
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Figure 4.3: (c) Variation of air thermal conductivity with respect to temperature. 
 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4.3: (d) Variation of air viscosity with respect to temperature. 
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Fig. C.II Variation of air gas (a)density (b) specific heat (c) thermal
conductivity and (d) viscosity with respect to temperature.
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C.3 Mixture of Gases

Mixing law of different gases are listed below.

• Mixture Density

𝜌 =
∑
􀐛 𝑉􀐛𝜌􀐛

∑
􀐛 𝑉􀐛

=

∑
􀐛

􀐌􀔓

􀑒􀔓
𝜌􀐛

∑
􀐛

􀐌􀔓

􀑒􀔓

=
1

∑
􀐛

􀐌􀔓

􀑒􀔓

• Mixture Specific Heat

𝐶􀐝 =
∑
􀐛 𝑌􀐛𝐶􀐝􀐛

∑
􀐛 𝑌􀐛

=∑

􀐛

𝑌􀐛𝐶􀐝􀐛

• Mixture Thermal Conductivity

𝑘 =
∑
􀐛 𝑌􀐛𝐶􀐝􀐛

∑
􀐛 𝑌􀐛

=∑

􀐛

𝑌􀐛𝐶􀐝􀐛

• Mixture Viscosity

𝜇 =
∑
􀐛 𝑌􀐛𝜇􀐛

∑
􀐛 𝑌􀐛

=∑

􀐛

𝑌􀐛𝜇􀐛

where 𝑉􀐛 is the volume fraction and 𝑌􀐛 the mass fraction for species 𝑛.
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Appendix D

InputDataCalculation for FLUENT©Simulation

Except for the gas properties, some other input data for Fluent simulation is

calculated as below.

• Turbulence intensity at arc gas inlet. Argon gas volume flow rate 𝑄 = 72 slm =

1.20 × 10􀍹􀍱m􀍱/s.

𝑈 =
𝑄

𝐴
=

1.2 × 10􀍹􀍱

􀑑

􀍲
(0.008)􀍰

= 23.8732 m/s

𝑅𝑒􀏻􀏷 =
𝜌􀏴􀐟𝑈𝐷􀐛􀐜􀐧

𝜇􀏴􀐟
=

1.6228 × 23.8732 × 8 × 10􀍹􀍱

2.1250 × 10􀍹􀍳
= 14585.0086

Turbulence Intensity = 0.16(𝑅𝑒􀏻􀏷)
􀍹􀍮.􀍯􀍰􀍳 = 0.16 × 14585.0086􀍹􀍮.􀍯􀍰􀍳 = 4.83%.

• Turbulence intensity at carrier gas inlet. Argon gas volume flow rate 𝑄 =

4.20 slm = 7 × 10􀍹􀍳m􀍱/s.

𝑈 =
𝑄

𝐴
=

7 × 10􀍹􀍳

􀑑

􀍲
(0.003)􀍰

= 9.9030 m/s

𝑅𝑒􀏻􀏷 =
𝜌􀏴􀐟𝑈𝐷􀐛􀐜􀐧

𝜇􀏴􀐟
=

1.6228 × 9.9030 × 3 × 10􀍹􀍱

2.1250 × 10􀍹􀍳
= 2268.7890

Turbulence Intensity = 0.16(𝑅𝑒􀏻􀏷)
􀍹􀍮.􀍯􀍰􀍳 = 0.16 × 2268.7890􀍹􀍮.􀍯􀍰􀍳 = 6.09%.

• Power output Based on the operating conditions stated in Table ??, Current

input 900A, Voltage 35V,

Power Input =𝑈𝐼 = 900 × 35 = 31.5 kW

While the torch efficiency is 67%,

Power Output = 31.5 × 0.67 = 21.11 kW.

• Geometry dimension. Torch diameter is 8mm, length is 10mm.
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Torch volume =
􀑑×􀍮.􀍮􀍮􀍶􀑨

􀍲
× 0.01 = 5.0265 × 10􀍹􀍵m􀍱.

• Energy source. Energy source for Fluent input is quantified in energy per unit

volume

Energy

Volume
=

21.11 × 10􀍱

5.0265 × 10􀍹􀍵
= 4.1997 × 10􀍯􀍮 W ⋅ m􀍹􀍱
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Appendix E

Liquidus and Solidus Temperature of YSZ

The generally accepted melting point for pure zirconia is 2715∘C[16], which always

appears in thematerials suppliers’ data-sheets. The addition of yttriamay cause this

temperature to change. As the molecular weight of zirconia is 123.22, and that of

Yttria is 225.81, the mole fraction of yttria in 8wt% YSZ is

8

225.81
8

225.81
+

92

123.22

× 100% =
0.03543

0.03543 + 0.74661
× 100% = 4.53% (E.1)

From the phase diagram of Yttria-Zirconia system (Fig. E.I), at 4.53mole% yttria

composition, the liquidus temperature is about 3031K(2758∘C), and the solidus

temperature is about 2978K(2705∘C).

Fig. E.I Equilibrium phase diagram of Yttria-Zirconia system
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Appendix F

The Ellipse Circumference Approximation

The ellipse circumference 𝑆 is used to evaluate the elliptical splat major and

minor radius. It is necessary to find an effective and relatively accurate method to

approximate the value. The following methods are short review of Approximations

of Ellipse Perimeters by Stanisav SykoraII.

By elementary integrationmethods, the circumference of an ellipse

𝑥􀍰

𝑎􀍰
+
𝑦􀍰

𝑏􀍰
= 1 (F.1)

is expressed as

𝑆(𝑎,𝑏) = 4𝑎 ∫

􀕉

􀑨

􀍮
(1 −

𝑎􀍰 − 𝑏􀍰

𝑎􀍰
sin 𝜃)􀍮.􀍳d𝜃 (F.2)

where 𝑎 and 𝑏 are the major andminor radius of the ellipse respectively[132].

However, the evaluation of Equation F.2 through infinite series or fractions is

computationally inefficient. In addition, it is not easy for the reverse calculation of 𝑎

and 𝑏 in the current work. For this reason, an approximation to 𝑆(𝑎,𝑏) using simple

algebraic expressions is necessary.

Johannes Kepler used the arithmetic mean √𝑎𝑏 as an equivalent radius to

approximate the circumference:

𝑆(𝑎,𝑏) = 2𝜋√𝑎𝑏 (F.3)

Leonhard Euler replaced the arithmeticmeanwith a quadraticmean√(𝑎􀍰 + 𝑏􀍰)/2:

𝑆(𝑎,𝑏) = 2𝜋√
𝑎􀍰 + 𝑏􀍰

2
(F.4)

Quadratic approximation is a hybrid between Kepler’s geometric-mean

approximation (Equation F.3) and Euler’s square-mean approximation

II http://www.ebyte.it/library/docs/math05a/EllipsePerimeterApprox05.html
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(Equation F.4). A generalized quadratic mean 𝑄(𝑎,𝑏,𝑤) dependent on a parameter

𝑤 is defined:

√𝑤
𝑎􀍰 + 𝑏􀍰

2
+ (1 − 𝑤)𝑎𝑏 (F.5)

For𝑤 = 0, the value is the geometric mean;for𝑤 = 1 the value is the square mean.

The best approximation for the ellipse perimeter is obtained when𝑤 = 0.7966106.
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Appendix G

2D Cartesian Coordinates Transformation

In the Real-time Substrate Node Model (RT-SNM) code, one of the major

constituents is the 2D Cartesian coordinates transformation. This part will depict

the point coordinate transformation between two 2D Cartesian coordinates.

In the RT-SNM code, the points on the deposit profile are projected onto the 𝑥 − 𝑦

two dimensional coordinates,which is called “general coordinate system”. Take one

of such points 𝑃 as example, its coordinates in the general coordinate system (𝑂,𝑖,𝑗)

is (𝑥,𝑦), as shown in Fig. G.I. A new coordinate system (𝑂􀚅,𝑖􀚅,𝑗􀚅), like the “splat

coordinate system” is introduced. Point 𝑃 becomes point 𝑃􀚅 in the new coordinate

system, whose coordinate is (𝑥􀚅,𝑦􀚅). The coordinates of the origin of the new

coordinate system𝑂􀚅 in thegeneral coordinate system is (𝑎,𝑏)and theanglebetween

𝑖 and 𝑖􀚅 is α.

Fig. G.I Illustration of 2D Cartesian coordinate transformation.

Thecoordinates (𝑥,𝑦) in the general coordinate systemcanbeexpressedas formulae

of the coordinates (𝑥􀚅,𝑦􀚅) in the new coordinate system, as Equation G.1.
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{
𝑥 = 𝑥􀚅 cos 𝛼 − 𝑦􀚅 sin 𝛼 + 𝑎

𝑦 = 𝑦􀚅 sin 𝛼 + 𝑦􀚅 cos 𝛼 + 𝑏
(G.1)

Reversely, the coordinates (𝑥􀚅,𝑦􀚅) in the new coordinate system can be expressed as

formulae of the coordinates (𝑥,𝑦) in the general coordinate system, asEquation G.2.

{
𝑥􀚅 = (𝑥 − 𝑎) cos 𝛼 + (𝑦 − 𝑏) sin 𝛼

𝑦􀚅 = −(𝑥 − 𝑎) sin 𝛼 + (𝑦 − 𝑏) cos 𝛼
(G.2)
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Appendix H

The Deposition Code

1 #include<fstream>

2 #include<iostream>

3 #include<string>

4 #include<math.h>

5 #include <sstream>

6 using namespace std;

7 const int num = 298760;

8 const double gr = 0.000005;

9 const int xmin = -1600;

10 const int xmax = 1600;

11 const int ymin = -3600;

12 const int ymax = -200;

13 const int f = 0.00001/gr;

14 const int nx = xmax - xmin +1;

15 const int ny = ymax - ymin +1;

16 double particle[num][22];

17 double profile[3201][3401]={0};

18 double r1[2],r2[2],r3[2],r4[2],t[2],s[4];

19 int vert[num][2];

20 int dt = 0.5,sp = 30;

21 /*** time interval in the unit second and the calculation round ***/

22 int i,j,l,m,n,k;

23 double theta,proj;

24 double ynul= -4.31e-3;

25 double w1[4],w2[4];

26 int facet;

27 double xg, yg, xpri, ypri, x_coor,y_coor;
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28 int imp(double x, double y)

29 {

30 if (x+y-int(x)-int(y)>1)

31 return -1;

32 else

33 return 1;

34 }

35 double outMax(double *w)

36 {

37 double temp;

38 temp=w[0];

39 for (l=1;l<4;l++){

40 if(w[l]>temp)

41 temp = w[l];

42 }

43 return temp;

44 }

45 double outMin(double *w)

46 {

47 double temp;

48 temp=w[0];

49 for (l=1;l<4;l++){

50 if(w[l]<temp)

51 temp = w[l];

52 }

53 return temp;

54 }

55 int nor(double x)

56 {

57 if (x==0)

58 return 0;
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59 else

60 return x/fabs(x);

61 }

62 void R(double px, double py, double qx, double qy, double alpha,double

63 *r) //transofrm splat coordinate to substrate coordinate.

64 { r[0] = px*cos(alpha)- py*sin(alpha) + qx;

65 r[1] = px*sin(alpha)+ py*cos(alpha) + qy;

66 }

67 void T(double px, double py, double qx, double qy, double alpha,

68 double *t)

69 {

70 t[0] = (px-qx)*cos(alpha)+(py-qy)*sin(alpha);

71 t[1] = (py-qy)*cos(alpha)-(px-qx)*sin(alpha);

72 }

73 int main()

74 {

75 /*############### Read data file and create output files ###########*/

76 ifstream fin("particle.txt");

77 for (i=0; i<3201; i++) //initialize the profile

78 {for (j=0; j<3401; j++)

79 profile[i][j]=-8.568e-2+sqrt(pow(8.568e-2,2)

80 -pow(((j+ymin)*gr-ynul),2));}

81 for (i=0; i<num;i++) //initialize the particle data

82 {for(j=0;j<5;j++)

83 {fin>> particle[i][j];

84 }

85 }

86 /**** calculate the absolute impact position on the grid.****/

87 for (i=0; i<num; i++)

88 {particle[i][5] = particle[i][0]/gr;

89 particle[i][6] = particle[i][1]/gr; // impact location y.
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90 }

91 for (i=0; i<num; i++)

92 {

93 facet = imp(particle[i][5],particle[i][6]);

94 //determine the facet

95 vert[i][0] = int(particle[i][5] + 0.5*(1-facet))-xmin+1;

96 //determine the facet vertex x coordinate on grid

97 vert[i][1] = int(particle[i][6] + 0.5*(1-facet))-ymin+1;

98 //determine the facet vertex y coordinate on grid

99 }

100 //************************* until here, the common procedure is done.

101 The following is time repetition dependent ***********

102 for (k=1; k<=sp; k++)

103 {

104 std::stringstream ss;

105 ss<<"Deposit"<<k<<".txt";

106 // sh<<"Heposit"<<k<<".txt";

107 ofstream fout(ss.str().c_str());

108 // ofstream fouth(sh.str().c_str());

109 for (i=0; i<num; i++)

110 {

111 for (j=-f;j<f;j++)

112 {

113 particle[i][7] = particle[i][7] + profile[vert[i][0]-f][vert[i][1]+j]

114 - profile[vert[i][0]+f][vert[i][1]+j];

115 particle[i][8] = particle[i][8] + profile[vert[i][0]+j][vert[i][1]-f]

116 - profile[vert[i][0]+j][vert[i][1]+f];

117 }

118 particle[i][7] = particle[i][7]/(2*f);

119 particle[i][8] = particle[i][8]/(2*f);

120 particle[i][9] = atan(sqrt(pow(particle[i][7],2)
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121 + pow(particle[i][8],2)));

122 //the facet inclined angle

123 }

124 for (i=0; i<num; i++)

125 {

126 theta = particle[i][9]*180/3.1415926;

127 proj = cos(particle[i][9]);

128 particle[i][10] = 0.93146 + 0.01684*theta -2.70151e-4*pow(theta,2)

129 +4.30331e-6*pow(theta,3); //aspect ratio

130 if (particle[i][10]<1)

131 {

132 particle[i][10]=1;

133 }

134 particle[i][11] = 0.5* particle[i][2]*sqrt(particle[i][10]);

135 //major axis

136 particle[i][12] = 0.5* particle[i][2]/sqrt(particle[i][10]);

137 //minor axis

138 particle[i][13] = sqrt(pow(particle[i][11],2)

139 - pow(particle[i][12],2)); //ellipse c

140 if (particle[i][8] == 0) // transformation angle

141 {

142 particle[i][16] = 0;

143 }

144 else if ((particle[i][8]!=0) && (particle[i][7]==0))

145 {

146 particle[i][16] = 1.5707963;

147 }

148 else

149 particle[i][16] = atan(particle[i][8]/particle[i][7]);

150 particle[i][14] = particle[i][0] + particle[i][13]* proj

151 *nor(particle[i][7])*cos(particle[i][16]); //ellipse center x
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152 particle[i][15] = particle[i][1] + particle[i][13]

153 *proj*sin(particle[i][16]); //ellipse center y

154 particle[i][17] = 2*pow(particle[i][3],3)/(3*proj*

155 pow(particle[i][2],2));

156 // thickness of single splat

157 particle[i][11] = particle[i][11]*proj; // aprime

158 }

159 for (i=0; i<num; i++)

160 { R(particle[i][11],particle[i][12],particle[i][14],

161 particle[i][15],particle[i][16],r1);

162 R((-particle[i][11]),particle[i][12],particle[i][14],

163 particle[i][15],particle[i][16],r2);

164 R(particle[i][11],(-particle[i][12]),particle[i][14],

165 particle[i][15],particle[i][16],r3);

166 R((-particle[i][11]),(-particle[i][12]),particle[i][14],

167 particle[i][15],particle[i][16],r4);

168 w1[0]= r1[0];

169 w1[1]= r2[0];

170 w1[2]= r3[0];

171 w1[3]= r4[0];

172 w2[0]= r1[1];

173 w2[1]= r2[1];

174 w2[2]= r3[1];

175 w2[3]= r4[1];

176 particle[i][18] = outMin(w1)/gr -1;

177 //boundary points gridization

178 particle[i][19] = outMax(w1)/gr +2;

179 particle[i][20] = outMin(w2)/gr -1;

180 particle[i][21] = outMax(w2)/gr +2;

181 }

182 for (i=0; i<num; i++)
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183 {

184 for (m=int(particle[i][18]); m<int(particle[i][19]); m++)

185 {

186 for (n=int(particle[i][20]); n<int(particle[i][21]); n++)

187 { xg = m*gr; //real position x

188 yg = n*gr; //real position y

189 T(xg,yg,particle[i][14],particle[i][15],particle[i][16],t);

190 if (pow((t[0]/particle[i][11]),2)

191 + pow((t[1]/particle[i][12]),2)<=1)

192 {

193 profile[m-xmin+1][n-ymin+1] = profile[m-xmin+1][n-ymin+1]

194 + particle[i][17]*2.589e-4*particle[i][4]*dt/pow(particle[i][3],3);

195 }

196 }

197 }

198 }

199 for (n=0; n<ny; n++)

200 { y_coor = (n + ymin)*gr;

201 for (m=0; m<nx; m++)

202 {x_coor = (m + xmin)*gr;

203 fout<<x_coor<<"\t"<<y_coor<<"\t"<<profile[m][n]<<endl;

204 }

205 }

206 fout.close();

207 //fouth.close();

208 }

209 return 0;

210 }
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