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Abstract

Social network is a social structure of nodes that are tied by various kinds of relationships,

such as kinships, friends, web links, colleagues, citation links, etc. Recently, large on-line

social networks have become very popular among web users. A key feature of many online

social networks is that they are driven by social influence between users. Specifically, the

structural and semantic properties of individuals, communities and network can be traced back

to the social influence effect. Hence, studying the social influence between users in a network is

of great importance in many applications such as viral marketing, online advertising, advanced

web architecture design, etc.

In this dissertation, we propose a framework called iMASON (influence-driven Multi-level

Analysis of online SOcial Networks) that systematically investigates social influence effect

in social networks from multiple granularity including individual-level, community-level and

network-level. Specifically, arrays of novel influence-related problems are tackled and many

new interesting findings are uncovered in this thesis. We propose four different models under

iMASON in order to analyze the social influence effect at different levels. At individual level,

we propose to study and predict blog cascade affinity. We also propose a novel algorithm

called CASINO to evaluate each node’s influence and conformity. At community level, we

propose AffRank to rank the ability of product communities to absorb new members which

is driven by social influence effect. At network level, we propose a novel algorithm called

PATINA to solve influence maximization problem. Moreover, we also propose a novel cascade

model called C2 (Conformity-aware Cascade) model taking into account conformity of nodes in

xiii



influence cascade process. We propose CINEMA to solve the influence maximization problem

under C2 model. We test iMASON framework in many different real-world social networks

including Blogosphere, Twitter, Blippr, Epinions, Slashdot, etc. Our experimental results show

that iMASON exhibit superior performance compared to state-of-the-art techniques in all these

three levels of social influence study.

xiv



Chapter 1

Introduction

Social network analysis (SNA) views social relationships in terms of network theory consisting

of nodes and ties. Nodes are the individual actors within the networks; ties are the relationships

between the actors. The relationship could be friendship, communication, trust, etc. In the se-

quel, we will use the term node and individual interchangeably. The power of SNA stems from

its difference from traditional social scientific studies, which assume that it is the attributes of

individual actors that matters. SNA produces an alternate view, where the attributes of individ-

uals are less important than their relationships and ties with other actors within the network.

The reason is that these relationships and ties are driven by social influence [2, 3] which is the

most important phenomenon that distinguishes social network from other networks [4].

1.1 Background

In social psychology, social influence occurs when an individual’s thoughts, feelings or actions

are affected by other people [2, 3]. Majority of social ties in social networks such as who-

believe-whom, who-emails-whom, who-likes-whom or who-borrowed money from-whom can

be concluded as social influence effect. We refer to these networks which are driven by social

influence effect as influence-driven social networks. In this thesis, we focus on these networks

and study how the social influence phenomenon affects them. For example, Figure 1.1 depicts

a conversation between users u1 and v which is a common scenario in many kinds of social

1
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Google application usersGoogle+ users

Gtalk users

Google+ users

u1

v

v: Google+ is 

wonderful!

u1: Re: Pls send 

me an invitation. ...

Android users

u1 u2

...

...

v

w

(a) atomic social 

influence phenomenon

(b) effect of social 

influence on community

(c) effect of social 

influence in network 

Figure 1.1: The effect of social influence phenomenon in social network.

networks [3, 5, 6, 7, 8, 9, 10]. Suppose that v recommends a new application of Google+ to

her neighbors. One of her friend u1 sees the recommendation and decides to have a try. In

summary, u1 is influenced by v to use a new application. Similarly, u2 is also influenced by

w to use this application. Such effects will result in a growth of the Google+ user community

which is shown in Figure 1.1(b). Thus, the evolution of a community can be traced back to

the effect of social influence. Similar to the evolution of Google+ community, Gtalk user and

Android user communities also evolve in this way (i.e., Figure 1.1(c)). Such changes will result

in the evolution of the whole Google user network. It is obvious that most of the changes and

evolutions of social networks can be seen as the result of the atomic social influence effect in

Figure 1.1(a). Thus, in this thesis we propose a framework called iMASON (influence-driven

Multi-level Analysis of SOcial Networks) to investigate SNA from social influence effect in all

the three levels of study. It includes individual-level which investigates social influence effect

between individual users, community-level which investigates social influence in community

evolution, and network-level which investigates social influence propagation within the whole

network.

2
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vu

w x

v

x

trust trust

Network-level Community-level Individual-level

Figure 1.2: Different levels of social influence analysis.

1.2 Overview of Existing Research

Generally speaking, there are three levels of research directions in SNA, namely, individual

analysis, community analysis and network analysis, which focus on studying the individual

behavior, community evolution, and global network properties, respectively. Thus, the social

influence study can also be classified into these three levels which is shown in Figure 1.2. In

the following, we describe the key features of social influence and its relationship with the

evolution of social network at these three different levels.

Individual-level. Individual-level social influence happens in person-to-person form [11]. It

can be referred to as atomic social influence phenomenon [12]. As shown in Figure 1.1(a),

there are obviously three factors: the subject node who is influencing others (i.e., v), the social

tie where influence flows (i.e., −→u1v) and the object node who is influenced (i.e., u1).

One key feature with respect to the subject node is the influence of it. In many other net-

works, there exist ways to measure the importance of each node (i.e., node centrality in general

graph [13, 14, 15, 16, 17], PageRank in World Wide Web [18]). Similarly, nodes in a social

network also exhibit different abilities to influence others. As the connections between nodes in

social networks are driven by social influence effect, existing approaches of measuring nodes’

importance in other networks may not be applicable in social networks. Moreover, different

3
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social networks may be driven by different types of influence (i.e., friendship, trust, cooper-

ation, etc.). Thus, the influence mining algorithm in different social networks may also vary

from each other. For example, many models have been proposed to find the most influential

blogger [19, 20], expert in a forum [21], the most influential expert in a coauthor network [22],

etc.

Each social tie in social networks may carry different weight. The measure of weight may

vary in different kind of social networks. For example, degree of trust in Epinions has been

studied in [23], polarity of the communication have been studied in [24, 25, 26], presence of

the communication have been predicted in [27].

Community-level. As an effect of the social influence, people in a social network with similar

hobbies, job and education background may form communities [28, 29, 30, 31]. These commu-

nities in social network are highly dynamic with new members joining, old members leaving,

etc. Thus, detecting communities within a highly dynamic social network is a challenging

task. Researchers have proposed several methods in order to find communities within different

social networks using either structural information or a combination of structural and content

information. Authors in [29, 32] have proposed methods using structural information to extract

communities within social networks. Besides, works in [30, 33, 34, 35, 36, 37] have explored

ways of using both structural information and social influence effect in discovering communi-

ties within social networks. Moreover, many models have been proposed to investigate how

social influence affects the evolution of a given a community [1, 38].

Network-level. Social influence effect have made social network significantly different from

others especially in that social networks exhibit much higher clustering coefficient than other

networks. Watts and Strogatz [39] found a clustering coefficient of 0.79 for the actor network

where two actors are linked if they appear in the same movie. However, a corresponding power

grid network or random graph with the same size has a coefficient of 0.08 or 0.00027, respec-

tively. It indicates that the nodes in social networks are highly clustered compared to other
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networks. Such a property makes social network an important media to spread information

across a group of people [5, 40, 41]. Thus, how to maximize the information spread from

a limited set of seed nodes have been proposed as a problem in this field. It is well known

as influence maximization problem [4, 42, 43]. Kempe et al. [4] has proved that the prob-

lem is NP-hard and submodular. Thus, greedy-based approaches can achieve within 63% of

the optimal solution. Hence, many greedy-based algorithms have been proposed to solve this

problem [42, 43]. However, all these approaches are computationally expensive. To address

this problem, a series of heuristic approaches such as DegreeDiscountIC [42] and LDAG [44]

have been proposed. However, these approaches exhibit inferior result quality compared to

those greedy approaches. In summary, these heuristic approaches sacrifice seed quality for

running time.

1.3 Motivation

In the preceding sections, we highlighted the effect of social influence in social network study

and discussed issues with respect to social influence research at individual-level, community-

level and network-level. In this section, we discuss the limitations of existing social influence

study and the motivation of this thesis.

Individual-level. As discussed in Section 1.2, existing works on individual-level social influ-

ence study have either focused on the subject node (i.e., v in Figure 1.1) which is the node

influencing others or the communication (i.e., −→u1v) which is the link that influence flows along.

However, these works have ignored the object node (i.e., u1) which is the node being influ-

enced by others. The works in influence mining have showed that different nodes may exhibit

different ability to influence others. Similarly, different nodes may also exhibit different incli-

nation to be influenced by others. For example, in Figure 1.1(b) u1 and u2 may exhibit different

inclination to be influenced. Thus, it is possible that u1 joins Google+ network but u2 does not
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Figure 1.3: (a)Influence maximization scenario. (b)Influence of node v5. (c)Influence of node
v5 and v4.

as he is hard to be convinced. Can we predict the probability of u1 and u2 to join a community

by analyzing the information embedded in the network? In this thesis we provide an affirma-

tive answer to this question by proposing a systematical model to predict the probability of a

blogger to join a blog cascade.

Besides, influence spread from v to u1 in Figure 1.1 not only depends on the influence of v

but also depends on the inclination of u1 to be influenced. However, none of existing work has

evaluated the inclination of u1 to be influenced. In this thesis, we propose a novel algorithm

called CASINO in Chapter 4 to address this problem. It quantifies the influence and conformity

of each individual in a network by utilizing the positive (e.g., trust, agreement) and negative

(distrust, disagreement) relationships between individuals.

Community-level. Within the network of Google users in Figure 1.1(c), there are different user

communities such as Google+, Android and Gtalk. As the network is evolving, these commu-

nities may grow at different speed. An important question in viral marketing is that, among

these communities which one is more probable to absorb new members or grow faster? The

answer to this question is important to marketing and business strategists [31, 45]. However,

existing works in community-level social influence study have not addressed this problem.

In this thesis, we address this problem by proposing a novel model AffRank to rank product

communities according to their ability to absorb new members in future.

Network-level. As discussed in Section 1.2, social network has become an important media
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to spread information across a group of people. Suppose a company wants to market a new

product through the social network of potential customers as depicted in Figure 1.3. This net-

work consists of eight individuals represented by nodes and the edges between them represent

connections or relationship between individuals. The company has a limited budget such that

it can only select a small number of initial users (significantly less than 8 in Figure 1.3) in the

network to use it for free. It hopes that these users will like the product and trigger a cascade

of social influence by recommending the product to other friends, and many individuals will

ultimately adopt it. Many cascade models such as independent cascade model (IC), weighted

cascade model (WC) and linear threshold model (LT) have been proposed to describe the way

how influence propagate from person to person [4]. Assume influence propagates within Fig-

ure 1.3 according to IC model with p = 1, thus influence propagates along each edge with

probability equal to 1. If the company expects to select only one initial user they may select

v5 first as it may influence the most number of potential users which is shown in Figure 1.3(b).

If the number of initial users is two, the company may select v5 first and then v4 as shown in

Figure 1.3(c). Obviously, the company expects the size of the influenced population to be as

large as possible. Such a problem is formally defined as influence maximization problem [4]

and has drawn much attention recently [42, 43].

A key limitation of the existing approaches is their efficiency and scalability. It requires

more than 14 hours for a desktop with 1.86GHz Due-Core CPU and 4GB RAM to find seed set

of size 100 in a network with only 37,154 nodes according to the research in [42]. Given the

existence of real-world networks containing millions of nodes, it will take days by these greedy

approaches to find seeds (see in Chapter 6). Consequently, deployment of these techniques on

large-scale social networks is not feasible. To alleviate the aforementioned performance bot-

tleneck, Chen et al. [42] proposed several heuristics that exploit degree information to bring

in tremendous improvement to the computation time. Specifically, these heuristic-based tech-

niques are orders of magnitude faster than all greedy algorithms. However, the quality of seed
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set with respect to influence spread can be inferior compared to greedy approaches for many

networks. Is it possible to design a greedy approach that can significantly reduce the computa-

tion time for seed set without compromising on the quality of influence spread? We provide an

affirmative answer to this question in this thesis by proposing a novel algorithm PATINA which

solves the problem in a parallel and distributed way. It first partitions the network into a set of

non-overlapping subnetworks. Each subnetwork is associated with a COG-sublist which stores

the marginal gains of the nodes in the subnetwork in descending order. The node with max-

imum marginal gain in each COG-sublist is stored in a data structure called MAG-list. These

structures are manipulated by PATINA to efficiently find the seed set.

Moreover, taking into account the conformity of nodes we proposed a novel Conformity-

aware Cascade model (C2). According to the model, the influence propagation probability

from node u to v not only depends on the influence of u but also depends on the conformity of

v. We optimize the seed selection phase in PATINA such that it computes each node’s influence

size according to C2 model instead of IC or WC in each iteration.

1.4 Overview of Research

In order to address the aforementioned limitations, we propose in this thesis a framework called

iMASON (influence-driven Multilevel Analysis of SOcial Networks) which systematically stud-

ies large online social networks from the perspective of social influence. In this thesis, we in-

vestigate social influence phenomenon at individual-level, community-level and network-level

over many different real-world social networks (i.e., Blogosphere, Twitter, Social rating net-

works, Paper collaboration and Wiki).

The architecture of iMASON framework is shown in Figure 1.4 which depicts all the com-

ponents that constitute the framework. The framework takes real-world social network data as

input. Given an arbitrary real-world social network, iMASON investigates the social influence

effect at three different levels: individual, community and network. Four different models are
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Figure 1.4: The iMASON framework.

Table 1.1: Multi-level models with references to the chapters in this thesis.
Level Models under iMASON Objective
Node Blog Cascade Affinity

(Chapter 3)
discover cascade joining behavior of
bloggers

CASINO (Chapter 4) evaluate the influence of each individual
incorporating the conformity factor

Community AffRank (Chapter 5) predict the ability of communities to
absorb new members which is actually
driven by social influence effect

Network PATINA (Chapter 6) solve influence maximization in large so-
cial networks

CINEMA (Chapter 7) solve influence maximization with re-
spect to conformity of nodes

proposed under iMASON in order to address the limitations of existing work in aforementioned

social influence study. Firstly, blog cascade affinity is investigated at individual-level. CASINO

is proposed to evaluate the influence and conformity of individual nodes. Secondly, AffRank

model is proposed to rank the product communities according to their ability to absorb new

members. Thirdly, at network-level a novel algorithm PATINA is proposed to maximize influ-

ence propagation within large networks. Moreover, we propose CINEMA by optimizing PATINA

with respect to conformity. All these models are summarized in Table 1.1.

We proposed four models that aim to address limitations discussed in Section 1.3 at all the
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three levels under iMASON framework.

• At node level, we modeled a blog’s inclination to join a specific cascade as cascade

affinity. As a piece of information spreads over the underlying blogosphere via hyper-

links, it creates a trace, called a blog cascade [46]. Nodes in the cascade are the posts

in blogosphere that are correlated with some specific information and edges, which rep-

resent influence relations, are hyperlinks between the posts. We investigated the affinity

from seven different aspects: elapsed time, number of participants, star-likeness ratio,

number of friends, popularity of participants, citing factor, and initiator-media links. We

proposed both probabilistic and non-probabilistic learning models and predicted the blog

cascade affinity for an arbitrary pair of cascade and blog. Besides, we investigated the

social influence process in detail and find an important aspect which have been ignored

in previous influence mining models: conformity. It describes a person’s inclination to be

influenced by others. We proposed a novel algorithm CASINO which takes into account

both influence and conformity factors and finally assigns each person a pair of indices

indicating his influence and conformity.

• At community level, we studied product communities’ abilities to attract new customers

from the aspects of several features such as affinity rank history, average ratings, and

affinity evolution distance which have not been proposed before. We modeled the evo-

lution of product community ranks as a regression problem and proposed an AffRank

model to predict the future affinity rank of a product community. To the best of our

knowledge, we are the first to study the affinity rank in social rating networks.

• At network level, we proposed an algorithm called PATINA which effectively reduces

both space and time cost for solving influence maximization problem. Besides, it can be

easily adopted in distributed environment and will thus accelerate the computation much
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more. To the best of our knowledge, we are the first to propose a solution that can be eas-

ily scaled to distributed environment and run in parallel. Moreover, we take into account

the conformity of nodes in influence propagation and propose a novel Conformity-aware

Cascade model (C2) based on our study of conformity in CASINO model. Our study re-

vealed that state-of-the-art algorithms cannot provide satisfactory result if we take into

account the conformity of nodes. Thus, we propose a conformity-aware algorithm called

CINEMA in order to solve the influence maximization problem in C2 model.

1.5 Novel Contributions

The iMASON framework investigates social networks from the social influence perspective at

three different levels, namely, individual, community and network. To study social influence

effect at all these three levels, we propose several novel contributions as followings.

• A set of novel features to describe the personal behavior and community evolution:

A group of content-oblivious macroscopic and microscopic features have been proposed

to measure the blog cascade affinity. To the best of our knowledge, these features have

not been studied together in the context of blogosphere. Moreover, the features star-

likeness ratio, citing factor, and initiator-media links have not been studied in any previ-

ous work. On the other hand, to measure the evolution of product communities in social

rating networks we have proposed features such as affinity rank history, affinity evolution

distance, and average rating. They are shown to exert significant influence on affinity

rank prediction in our study.

• A novel perspective to investigate social influence phenomenon: To measure the in-

fluence of each individual node, we propose to study the social influence phenomenon

by taking into account the factor of conformity. We are inspired by the concept of con-

formity in social psychology research [2] and propose to evaluate it in real-world social
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networks. To the best of our knowledge, we are the first to study the interplay of influen-

tials and conformers with the goal of social influence analysis.

• A set of algorithms and models for extracting novel information: We propose several

models and algorithms to study social network from the aspect of social influence. With

respect to individual-level study, we propose a blog cascade affinity model using a series

of novel features to predict a blogger’s inclination to join a given cascade. We also

propose a novel algorithm CASINO to evaluate the influence and conformity of nodes

in an arbitrary social network. With respect to community level SNA, we propose an

AffRank model using a group of novel features to predict the future affinity rank of a

product. With respect to network level SNA, we propose a novel algorithm PATINA to

maximize influence propagation within large social networks. Moreover, we propose

a conformity-aware algorithm called CINEMA which optimizes PATINA with respect to

conformity.

1.6 Organization of the Thesis

The rest of this thesis is organized as follows.

• In Chapter 2, we discuss existing works in the area of social influence study.

• In Chapter 3 and Chapter 5, we present our work on node-level social influence study.

Firstly, in Chapter 3, we reveal the problem of blog cascade affinity. In this work, we

investigate each individual blog’s probability of joining a given cascade based on several

proposed features. Besides, in Chapter 4 we propose a conformity-aware social influence

analysis model CASINO which aims to find influentials as well as those people who are

most easily to be influenced.

12
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• In Chapter 5, we discuss our work on community level social influence of AffRank which

ranks the communities according to their abilities to absorb new members in future.

Studying the affinity ranks of product communities will help us to predict a community’s

ability of attracting new members.

• In Chapter 6 and Chapter 7, we investigate the network level social influence study.

Firstly, in Chapter 6 we present a model PATINA, which can run in both single node

mode and distributed environment, to solve the influence maximization problem in large

real-world social networks. Secondly, in Chapter 7 we propose a novel cascade model

called Conformity-aware Cascade model (C2) by taking into account the conformity of

nodes. In order to solve the influence maximization problem in C2 model, we proposed

CINEMA by optimizing PATINA with respect to conformity.

• In Chapter 8, several improvements and extensions under current consideration are dis-

cussed, which constitute to a part of the future work of this research.
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Chapter 2

Literature Review

In this chapter, we present an overview of the representative research work in social influence

study. Those work can be classified into three levels. Figure 2.1 shows the categorization of

social influence study in detail. We shall follow this structure and discuss each of them. After

that, we summarize these work and compare them with ours.

2.1 Individual-level Analysis

Recall from Chapter 1, there are three main research areas with respect to individual-level

social influence study: the subject node which influence others, the social tie where influence

flows and the object node which is influenced. In the sequel, we discuss each of them in

sequence.

2.1.1 Subject Node

Influential mining problem [47, 48, 49] is the focus in the research field with respect to subject

node. It aims to answer the following question: given a social network, which are the most

important nodes with respect to a specific application? In the following, we review some

representative work in this field.

Out-break. Leskovec et al. [43] discussed the problem of out-break detection in networks.

The authors answered the following question: which blogs should we read to avoid missing
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Figure 2.1: Social influence study categorization.

important stories? In the paper, the authors proposed a model to find a set of nodes as sensors

so that once outbreak happens the system sensors can detect the outbreak as soon as possible.

Nodes selected from the model can be referred to as a placement of sensors. According to their

approach, the problem is formed as:

max
A⊆Λ

R(A) subject to c(A)≤ B (Eq. 2.1)

where R(A) is a placement score of a placement A to be maximized, c(A) is the related cost of

such a placement A, and B is a given budget. To accomplish the task, they introduced a penalty

function:

π(A) = ∑
i

P(i)πi(T (i,A)) (Eq. 2.2)

where for a placement A ⊆ Λ, T (i,A) = mins∈A (i,s) is the time until event i is detected by

one of the sensors in A, P is a given probability distribution over the events, πi(t) denotes the

penalty of detecting event i at time t. T (i,∅) is set to ∞, πi(∞) is set to some maximum penalty

incurred for not detecting the event i. Then R can be defined as:

R(A) := ∑
i

P(i)Ri(A) = π(∅)−π(A). (Eq. 2.3)

Following this model, the authors showed by experiment that they can find a series of impor-

tant nodes in blogosphere such that detecting information cascades with the minimum cost is

possible.
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Influential blogger. Agarwal et al. [20] proposed a model to measure the significance of

blogs. They developed a ranking algorithm to discover influential bloggers with the help of

a post influence graph where the influence of a blog post flows along the post-post links. If I

denotes the influence of a node (or a blog post p), then InfluenceFlow across that node is:

InfluenceFlow(p) = ωin

|ι|

∑
m=1

I(pm)−ωout

|θ|

∑
n=1

I(pn) (Eq. 2.4)

where ωin and ωout are the weights that can be used to adjust the contribution of incoming and

outgoing influence, respectively. pm denotes all the blog posts that link to p, where 1≤m≤ |ι|;

pn denotes all the blog posts that are referred by p, where 1 ≤ n ≤ |θ|; |ι| and |θ| are the total

number of in-links and out-links of p. InfluenceFlow accounts for the part of a post’s influence

that comes from in-links and out-links. The overall influence of a blog post p can be defined

as:

I(p) = ω(λ)× (ωcomγp + InfluenceFlow(p)) (Eq. 2.5)

where ω is a weight function which rewards or penalizes the influence score of a blog post

depending on the length λ of the post. ωcom denotes the weight that can be used to regulate the

contribution of the number of comments γp towards the influence of blog post p. Hence, for a

blogger B, the influence score of each of B’s N posts can be calculated as the blogger’s iIndex:

iIndex(B) = max(I(pi)) (Eq. 2.6)

where 1≤ i≤ N. Thus, bloggers within a blogsphere can be ranked according to iIndex.

Heat diffusion. Ma et al. [50] used heat diffusion models to find a set of k influential

candidates as target for marketing strategy in social networks. Particularly, the influence prop-

agation is modeled as a heat diffusion process within social networks where the influence a

node i receives at a particular timepoint t follows a heat diffusion formula as the following.

fi(t +∆t)− fi(t)
∆t

= α(−τi fi(t)+ ∑
j:(v j,vi)∈E

1
d j

f j(t)) (Eq. 2.7)

16



CHAPTER 2. LITERATURE REVIEW

In the above equation, τi is a flag to identify whether node i has any outlinks, such that τi = 0

if node i does not have any outlinks, otherwise, τi = 1. Solving the equation, the influence that

nodes receive at timepoint t can be expressed as the following.

f(t) = eαtHf(0),Hi j =


1/d j, (v j,vi) ∈ E,

−τi, i = j,

0, otherwise

(Eq. 2.8)

Based on this idea, the top-k candidates whose heat diffused to the largest scope are selected

using a greedy algorithm.

Twitter authority. In a different media, Pal et al. [51] used the count of original tweets,

conversational tweets, and re-tweets of a tweeter as features to rank the authority of each

tweeter in the context of different topics. They employed a Gaussian Mixture Model to compute

the authority score of each tweeter. Formally, the authority score for twitter i can be computed

as the following.

RG(xi) =
d

∏
f=1

[
∫ x f

i

−∞
N(x;µ f ,σ f )]

w f (Eq. 2.9)

In the above equation, w f is the weight that is put on feature f ; x f
i is the associated value of

node i on feature f ; N(x;µ f ,σ f ) is the univariate Gaussian distribution with model parameters

as µ f and σ f . The authority score defined above helps in devising a total ordering under “≤”

over all the users. To validate their results, they conducted a survey to rate the authority of the

tweeters and use it as the ground truth for authority ranking.

The comparison of all the aforementioned work is summarized in Table 2.1. They did

not address the following issues. First of all, there exist positive edges and negative edges in

Twitter where positive edges represent agreement while negative ones represent disagreement

relationships. The aforementioned models failed to distinguish negative edges from positive

ones. They treated both kinds of edges equally. Secondly, these existing researches lack justi-

fication over the influential mining result. In contrast, our work in Chapter 4 addressed both of
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the above issues in that we not only take into account both positive and negative edges but also

justify the mining result in link prediction task.

Table 2.1: Influential mining models comparison

Negative edge Edge type Text analysis Justification

Out-break [43] X Undirected X X
Influential blogger [20] X Directed X X
Heat diffusion [50] X Directed X X
Twitter authority [51] X Directed X user survey

CASINO X Directed X link prediction

2.1.2 Social Tie

A common problem that is related with social tie is link mining which can be described as fol-

lows: given a pair of unconnected nodes i, j, what is the probability that they are connected in

a future time t ′. Since social networks consist of individuals, the links between the individuals

tend to mirror or, in some cases, establish new information propagation kernels. Studying the

social tie allows discovery and usage of information dissemination within social networks. We

review some representative link mining work in the following and then compare them with our

work.

Common neighbor. Liben-Nowell et al. have proposed an algorithm to solve the problem

of link prediction [27]. They developed approaches to link prediction based on measures of

the “proximity” of nodes in a network. Experiments on large social networks suggest that

information about future interactions can be extracted from network topology alone. Their

approach is based on the idea that two nodes x and y are more likely to form a link if Γ(x) and

Γ(y) have large overlap where Γ(x) denotes the neighbors of x. It follows the natural intuition

that such node pairs represent authors with many colleagues in common, and hence are more

likely to come into contact. Thus, the authors set several different score measures to evaluate
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the probability x and y will cooperate in future.

score(x,y) := |Γ(x)∩Γ(y)| (Eq. 2.10)

score(x,y) := |Γ(x)∩Γ(y)|/|Γ(x)∪Γ(y)| (Eq. 2.11)

score(x,y) := |Γ(x)| · |Γ(y)| (Eq. 2.12)

Equation Eq. 2.10 is the concept of common neighbors, Newman [52] has verified a correla-

tion between the number of common neighbors of x and y and the probability that they will

collaborate in the future. Equation Eq. 2.11 utilized jaccard coefficient which is widely used in

information retrieval, measuring the similarity of features between x and y. Equation Eq. 2.12

is based on preferential attachment model [53, 54] which claimed that the probability a new

edge involves node x is proportional to Γ(x) . The authors also proposed that the probability of

connecting x and y is correlated with the product of the number of collaborators of x and y.

Historical study. O’Madadhain et al. [55] proposed an algorithm for prediction and rank-

ing of link existence based on event-based network data. The main contribution of their paper

is predicting the probability for pair of individuals to co-participate in the same event. The

problem can be formally described as follows: “given the information of a series of events,

will entities v j and vk co-participate in at least one event in a future specified interval?”. The

authors treat this task as a data-driven classification problem (in which “co-participating” is

one class, and “not co-participating” is another). The methods used are primarily probabilistic

classifiers, which assigns a probability to each class conditioned on the values of a set of spec-

ified features, whose nature may vary depending on the data set. They defined the conditional

probability as the following:

p(v j,vk ∈ Pt,t+∆t | f (ϒ1,t ,X ,Y ) = w) (Eq. 2.13)

where v j,vk ∈ Pt,t+∆t is a binary proposition defining whether entities v j and vk co-participate

in any event during the period t, t +∆t, f is a function returning a vector w of feature values,
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ϒ1,t is the historical event data up to time t, and X ,Y are the relevant entities and event co-

variate data. By computing the conditional probability as above, they are able to predict the

probability that a pair of individuals will co-participate in a event.

Signed edge prediction. In many social networks, there exists different attitude attached

to the edges. For example, in Epinions the social ties between users may express trust or dis-

trust; in Slashdot the social tie may indicate agreement or disagreement. The edges attached

with trust/agreement can be labeled as positive; the edges representing distrust/disagreement

can be labeled as negative. Leskovec et al. [24] investigated some of the underlying mecha-

nisms that determine the signs of links in large social networks where interactions can be both

positive and negative. They used logistic regression to predict the signs of edges in signed

networks by exploiting a series of features as following.

P(+|x) = 1
1+ e−(b0+∑n

i bixi)
(Eq. 2.14)

Within the above formula, x is a vector consisting of features (x1, . . . ,xn) and b0, . . . ,bn are

the coefficients learned from the training data. All these features are solely extracted from

the structure of the network. They showed that their model significantly improves previous

approaches.

OOLAM. Cai et al. [56] proposed another algorithm called OOLAM (an Opinion Ori-

ented Link Analysis Model) by introducing a new feature (i.e., influence) aside from the 7-

dimensional degree features in [24]. A PageRank-like algorithm was developed to compute

the influence of individual users and then use it as another feature in an SVM classifier to

predict the signs of edges. They showed that by taking into account the social influence of

individual users the accuracy of edge sign prediction can be significantly improved. Based on

this, they categorized influence personae into Positive Persona, Negative Persona, and Contro-

versy Persona. Positive and Negative Personae represent users with high positive and negative

influence, respectively. The last kind of Controversy Persona represents a group of individuals

who are liable to be challenged or supported by many.
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Table 2.2: Link mining models comparison

Negative
edge

Edge type Social influence features Object node

Common neigh-
bor [27]

X Undirected X X

Historical study [55] X Undirected X X
Signed edge predic-
tion [24]

X Directed X X

OOLAM [56] X Directed node influence X

CASINO X Directed node influence & confor-
mity

X

Blog cascade affin-
ity

X Directed #friends, popularity of
participants, citing factor,
initiator-media link

X

The difference of all the aforementioned algorithms is summarized in Table 2.2. The afore-

mentioned approaches did not take into account the object node which is influenced. In con-

trast, both of our work blog cascade affinity (Chapter 3) and CASINO (Chapter 4) investigate

the object node. Moreover, only OOLAM takes into account the features that are driven by

social influence effect. In detail, they evaluated the influence of nodes. In contrast, in CASINO

we not only study the influence of u on the sign of edge −→uv but also investigate the conformity

of v and its effect on u’s influence; in blog cascade affinity, we investigated a series of social

influence driven features such as number of friends, popularity of participants, citing factor,

and initiator-media link.

2.1.3 Object Node

The majority of existing work focused on either the subject who is influencing others or the

edge where influence propagate. They have not systematically investigated the object in social

influence phenomenon. The only work regarding to the object node who is influenced by others

can be found in viral marketing research. The majority of marketers are interested in evaluating

the probability for a user to purchase a particular product. It is of much importance for on-line
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Figure 2.2: Affinity of buying a product as a function of number of received recommendations.

advertising and information propagation. Authors in [10] have investigated people’s buying

behavior towards the number of recommendations. In Figure 2.2 the authors showed that the

probability for a user to buy a product versus the number of recommendations she had received.

For the case of book, the buying probability exhibits a decrease as the number of recommenda-

tions increases while the buying behavior for DVD keeps on increasing until a saturation point

after 10 recommendations. However, apart from the number of recommendations, many other

features that are related to social influence study need to be taken into account in this field of

research. In Chapter 3 we shall propose a series of novel features that exert significant impact

on the probability for a blogger to join a cascade.

In summary, all the aforementioned work in the field of individual-level study have only

focused on the subject node and social tie in social influence phenomenon. They have ignored

the object node. In this thesis, we address two specific problems with respect to the object

nodes. Firstly, we propose to study and predict the probability for a blogger to join a cascade.

Secondly, we propose a novel algorithm CASINO to evaluate the influence and conformity of

nodes in a network in order to measure the nodes’ inclination to be influenced by others.
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2.2 Community-level Analysis

As an effect of social influence phenomenon, people form communities in a network. Con-

sequently, a great deal of work have focused on mining implicit communities in online social

networks [57]. A community is a group of people with some common properties. Commu-

nity mining is in fact subgraph identification [58] or node clustering [59]. There are two main

research directions in this area: community evolution study and community affinity.

2.2.1 Community Evolution

The basic problem to be addressed with respect to community-level study is how to evaluate

and extract communities which are highly evolving. To solve this problem, researchers made

a well accepted assumption that communities are groups of people who are relatively stable

along the evolution of network [32]. Based on this assumption, many frameworks have been

proposed to find communities within evolutionary networks [38]. We present some of them in

the following.

FacetNet. Lin et al. [33] analyzed communities and the evolution of them through a unified

process. An adjacency matrix factorization approach is introduced in the paper. According to

the approach, the adjacency matrix of a network W can be factorized as W = XΛXT where X ∈

Rn×m
+ and ∑i xi j = 1 [60]. In addition, Λ is an m×m non-negative diagonal matrix. According

to the paper, matrices XΛ fully characterize the community structure in the network. Based on

the factorization, the authors proposed snapshot cost which captures how well the community

structure XΛXT fits W at time t. It can be expressed as CS = D(W∥XΛXT ) where D(A∥B) is

the KL-divergence between A and B. Similarly, the authors proposed another concept called

temporal cost to measure how consistent the community structure at time t is with respect to

that of t− 1. It can be calculated as CT = D(Y∥XΛ) where Y = Xt−1Λt−1. Both of the cost

are then linearly combined together into a total cost formula as follows.

cost = α ·D(W∥XΛXT )+(1−α) ·D(Y∥XΛ) (Eq. 2.15)
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Following this approach, communities can be detected by minimizing this cost. The authors

justified this model in both synthetic dataset and real-world datasets.

GraphScope. GraphScope [37] is a parameter-free algorithm where the Minimum De-

scription Length (MDL) principle is employed to extract communities as well as their changes.

According to this model, the evolution of a graph G is modeled as a graph stream G =

{G(1),G(2), . . . ,G(t), . . .}. The goal of the model is to find good partitions of source and destina-

tion nodes that describe the community structure. In order to evaluate the quality of partitions,

they proposed an encoding scheme to represent temporal partitions, graphs and subgraphs. For

example, Figure 2.3(a) depicts a social network where circles represent source node and square

denotes destination nodes. The adjacency matrix of the graph is shown in Figure 2.3(b). Con-

ceptually, such a binary matrix can be store as a binary string with length mn, along with the

two integers m and n. For example, Figure 2.3(b) can be stored as 110000100011 (in column

major order), along with two integers 4 and 3. To reduce the space, more scientific scheme

such as Huffman coding can be employed to store that string. The code length for that is accu-

rately estimated as mnH(G(t)) where H(G(t)) is the entropy of binary string of G(t) that can be

computed as follows.

H(G(t)) =−p(1) log p(1)− p(0) log p(0) (Eq. 2.16)

In the equation, p(1) (resp., p(0)) denotes the ratio of 1 (resp., 0) in the entrance of matrix

G(t). After encoding the subgraphs using this method, MDL is employed to evaluate the cost

between the code of different subgraphs. In this way, those subgraphs with the minimum cost

can be view as communities as they do not change much between snapshots.

MONIC. MONIC [28] models the changes within each individual community. The authors

first clustered the graphs at each snapshot. The goal of the model is to find similar clusters

across different snapshots of the same graph. These similar clusters are viewed as the same

community evolving from one snapshot to another. In order to do this, they proposed a measure
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Figure 2.4: Cluster evolution graph.

to evaluate the overlap from a cluster X at time ti to cluster Y at time t j (ti < t j) which can be

described as the following.

overlap(X ,Y ) =
∑a∈X∩Y age(a, t j)

∑x∈X age(x, t j)
(Eq. 2.17)

The age(x, t j) describes the weight of record x at time t j. Using this measure the best matching

cluster, which exhibits the highest overlap value with X , can be selected. The selected cluster

is then viewed as the identity cluster that evolves from X . The authors also identified a set of

key events, such as survive, split, disappear, which are further studied based on the changes of

clusters.

Stable cluster. Bansal et al. [30] also viewed the evolution of a graph as a stream of graphs

and clustered each snapshot into partitions. They further used jaccard similarity to measure

25



CHAPTER 2. LITERATURE REVIEW

Table 2.3: Summary of community dynamics research.
Models Difference measure Parameter-

free
Evolution pattern
comparison

GraphScope [37] minimum description
length

X X

MONIC [28] cluster intersection X X
Stable Cluster [30] jaccard similarity X X
FacetNet [33] KL-divergence X X
Event-driven [61, 65] overlap ratio of vertices X X

AffRank ∆Affinity and ∆Affinity
rank

X DTW distance

the similarity between clusters at different snapshots. It is computed as the intersection of

community members at different time points divided by the union of the members.

overlap(C1,C2) =
|C1∩C2|
|C1∪C2|

(Eq. 2.18)

In this way, a cluster evolution graph is formed. An example is shown in Figure 2.4. Each

node is a cluster at a particular time point while edge weight is the jaccard similarity between

clusters. The nodes in column “Day 1” represent the clusters identified in the graph at first

snapshot. An edge pointing from node “12” to node “21” indicates that the cluster C12 is

similar to C21 with similarity of 0.5. Such a high similarity means that C21 is probably evolved

from C12. Thus, from this graph it is easy to find the most stable cluster by tracing each path

from “source” to “sink” and select the one which exhibits the highest accumulated weight.

Event-driven. Asur et al. [61, 65] studied the evolution of graphs to understand particular

patterns for communities and individuals over time. They defined the overlap ratio of vertex set

for the same community over two timestamps as overlap(x,y) = |x
∩

y|
min(|x|,|y|) . Popularity index

for community j at time i is:

PI(C j
i ) =

Vi

∑
x=1

Join(x,C j
i )−

Vi

∑
x=1

Leave(x,C j
i ) (Eq. 2.19)

Influence index for node x is defined as: In f (x) = |moves(companions(x))|/|moves(x)|.
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The aforementioned work have proposed different ways to evaluate the evolution of a com-

munity. They are summarized in Table 2.3. Existing work all focused on mining the similarity

of communities from the interaction of their members. In contrast, we propose a series of

novel measures in AffRank (Chapter 5) by evaluating the similarity between the evolution pat-

tern of communities. We show by experiments that these measures exhibit significant effect in

predicting the affinity rank of communities.

2.2.2 Community Affinity

Another area of community-level study is the finding the factors that exert effect on a com-

munity’s ability to attract new members. Formally, the ability of a community to attract new

members is referred to as community affinity [45, 62]. We describe some representative work

which investigate community affinity.

Group formation. Backstrom et al. [38] demonstrated that the community size, connec-

tivity between community members, and number of friends a user has in a community have

strong influence on community affinity. They modeled the affinity problem as a standard clas-

sification task: the nodes eventually join a group are denoted as positive while those do not are

denoted as negative samples. Two real-world social network datasets (LiveJournal and DBLP)

were studied in that paper. They extracted several features (friends in the group, clustering

coefficient of the group, etc.) for each node and employed a decision tree to predict the sign

of node samples. As shown in Figure 2.5, having a large clustering coefficient is negatively

related to growth.

The experimental results showed that community affinity is highly affected by existence of

friends in the target community.

Dynamics in VM. Leskovec et al. [63] showed that an individual’s probability of buying

a DVD increases with the number of recommendations he has received. There is a saturation

point at the value of 10, which means after a person receives 10 recommendations on buying a
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Figure 2.5: The ratio of community growth as a function of clustering coefficient

particular DVD, the probability of buying does not increase anymore. Moreover, by studying the

correlation between people’s buying behavior and the number of recommendations they have

received the authors found that such correlation is significant in some products (i.e., DVD and

Book). Further, a logistic regression model is employed to test the success of recommendation

based on the findings on the affinity of buying a product.

Propagation in Flickr. Cha et al. [41] conducted a study on Flickr over the same problem.

The authors investigated the correlation between picture’s popularity and network topology.

Specifically, the number of fans for each picture at different distance from the uploader is

examined in the paper. It is reported that the probability for a user to become a fan of a photo

increases with the number of her friends who are already fans of the photo. On the other hand,

the authors also reported that the number of fans a picture have is also affected by the elapsed

time since the picture was uploaded.

Table 2.4 summarizes the differences between AffRank we propose in Chapter 5 and exist-

ing approaches. Obviously, there exists a correlation between the number of recommendations,

clustering coefficient in a community and the community’s ability to absorb new members.

These work have showed that the number of recommendations feature exerts positive effect

on community affinity while clustering coefficient exerts negative effect. The aforementioned
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Table 2.4: Summary of community affinity research.
Models Features adopted Method Target network Affinity evolution

study
Group forma-
tion [38]

friends in the group,
group size, clustering
coefficient

decision
tree

collaboration
network

X

Dynamics in
VM [63]

#recommendations,
price, #reviews

logistic re-
gression

recommendation
network

X

Propagation in
Flickr [41]

#fans, #friends,
elapsed time

statistic
analysis

flickr network X

AffRank affinity rank history,
affinity evolution dis-
tance, average rating
besides above features

ARX social rating net-
work

X

work did not address the issue of predicting the future affinity ranks of products in a product

community which is more valuable in many applications. Are there any other features that

will affect a community’s ability to absorb new members? In this thesis, we propose a novel

model in Chapter 5 taking into account the evolution of community affinity and the difference

of affinity evolution patterns between communities in order to rank communities according to

their ability to attract new users in the near future.

2.3 Network-level Analysis

Social influence phenomenon has turned social networks into important channels for infor-

mation propagation. The dynamics of information dissemination in social networks is of

paramount importance in processes such as rumors or fads propagation, spread of product inno-

vations or “word-of-mouth” communications. Due to the difficulty in tracking a specific infor-

mation when it is transmitted by people, most current understandings of information spreading

in social networks come from models of indirect measurements. It is strongly related to the

research of epidemic and contagion problems which study the propagation models of viruses

and diseases.
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A main research goal in this field is the influence maximization problem. Formally, the

problem can be described as follows, find the set of initial users of size k (referred to as seeds)

so that they eventually influence the largest number of individuals (referred to as influence

spread) in the network. The influence spread in the network may follow one of the following

cascade models.

• Independent cascade (IC) model. Let Ai be the set of nodes that are influenced in the

i-th round and Ao = |S|. For any (u,v) ∈ E such that u is already in Ai and v is not

yet influenced, v is influenced by u in the next (i+ 1)-th round with an independent

probability p, which is referred to as the propagation probability. Thus, if there are t

neighbors of v that are in Ai, then v ∈ Ai+1 with probability 1− (1− p)t . This process is

repeated until Ai+1 is empty.

• Weighted cascade (WC) model. Let (u,v) ∈ E. In this model, if u is influenced in round

i, then v is influenced by u in round (i+1) with probability 1/v.degree. Thus, if v has t

neighbors influenced at the i-th round then the probability for a node v to be influenced

in the next round is 1− (1−1/v.degree)t .

• Linear threshold (LT) model. In this model, each node v has a threshold θv uniformly

and randomly chosen from 0 to 1; this represents the weighted fraction of v’s neighbors

that must become influenced (active) in order for v to be influenced. All nodes that were

influenced in step (i−1) remains so in step i, and any node v is influenced when the total

weight of its influenced neighbors is at least θv.

To achieve the goal of influence maximization, existing work have proposed many meth-

ods to find some nodes in the network to spread the information initially with minimal cost

and maximal influence. The algorithmic study towards the problem of influence maximization

within social networks can be traced back to the year 2001 when Domingos et al. [64, 66]
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proposed a probabilistic method to predict the number of influenced nodes in a network to help

companies determine the potential customers for marketing a product. They modeled the cus-

tomers as a social network and adopted markov random field method to study the propagation

of influence. After that, many algorithms have been proposed to solve the problem. These

algorithm can be classified into two groups, greedy algorithms and heuristic algorithms.

2.3.1 Greedy Algorithms

Greedy algorithms are a group of greedy approaches which greedily select the node with the

maximum marginal gain towards the existing seeds in each iteration. These algorithms provide

high quality results which are within 63% of the optimum solution. However, they suffer from

the running time. The state-of-the-art technique [42] requires more than 14 hours to find seed

set of size 100 in a network with only 37,154 nodes.

General greedy. Consider an arbitrary function f (·) that maps subsets of a finite ground

set U to non-negative real numbers. Then f is submodular if it satisfies a natural “diminishing

returns” property: the marginal gain from adding an element to a set S is at least as high as

the marginal gain from adding the same element to a superset of S. Submodular function have

been studied extensively in the field of mathematics [67]. Kempe et al. proved that several

popular cascade models are submodular (i.e., Independent cascade model, Weighted cascade

model etc.). Particularly, if the cascade model is fixed and the influence function is proved to be

submodular and monotone, then they showed that the influence maximization problem can be

solved by starting with an empty set and iteratively selecting the nodes which achieve the best

marginal gain towards the current seeds. Note that although the minimization of a submodular

function is shown to be within polynomial time [68, 69], the maximization of that is proved to

be NP-hard. Hence, the influence maximization problem is also NP-hard.

Several work has focused on designing approximated algorithms to achieve the maxi-

mization task in polynomial time [70]. Kempe et al. [4] also proposed an approximate al-

gorithm based on greedy strategy. According to [71], if a greedy maximization algorithm
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Table 2.5: Time complexity of different algorithms.
Algorithm Time complexity
General Greedy O(knRm)
CELF O(knRm)
MixGreedy-IC O(kRm)
MixGreedy-WC O(kT Rm)
DegreeDiscount-IC O(klogn+m)

MSA O(T kd)
PMIA O(ntiθ + knoθniθ(niθ + logn))
MIA-N O(nto + knoni(min(k,hmax)ni + logn))
CGA O(m+nRlm′+ klRm′+ kRm′)
IMCD O(|A|nm2 + k|A|m2)
PATINA-IC O(kRm′)
PATINA-WC O(kT Rm′)
CINEMA O(k′m′n′+ kT Rm′)

of a submodular function f returns the result Agreedy, then the following holds f (Agreedy) ≥

(1− 1/e)max|A|≤k f (A). That is, a greedy algorithm can give near optimal solution to the

problem of maximization of a submodular function. Accordingly, Kempe et al. guaranteed

that their greedy algorithm can achieve influence spread within (1− 1/e) of the optimal in-

fluence spread. However, the proposed algorithm takes O(knmR) time to solve the influence

maximization problem (Table 2.5), which is computationally very expensive for real-world

social networks.

CELF (Cost-Effective Lazy Forward). In order to reduce the computation time of in-

fluence maximization problem, Leskovec et al. [43] proposed an algorithm called CELF (Cost-

Effective Lazy Forward) that is reported to be 700 times faster than the simple hill-climbing

algorithm proposed by Kempe et al. on real networks. The CELF is also based on the sub-

modular property of the cascade influence function. They observed that in each round, the

hill-climbing algorithm needs to recompute the influence σ(v) of each node v. In most cases,

the marginal gain of a node v, given by σ(v|S) = σ(S∪{v})−σ(S), may not change signif-

icantly between consecutive rounds. So instead of recomputing the spread for each node at

every round of seed selection, CELF performs a lazy evaluation. Initially, it marks all σ(v|S) as
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invalid. When selecting the next seed, it scans the nodes in decreasing order of their σ(v|S). If

the σ(v|S) for the top node is invalid, then CELF recomputes it and inserts it into the existing

order of the σ(v|S) (e.g., using a priority queue). In many cases, the recomputation of σ(v|S)

will lead to a new value which is not significantly smaller. Consequently, often the top element

will remain at the top even after recomputation. In the worst case, during each selection CELF

needs to recompute the marginal gain for all the remaining nodes resulting in a worst-case time

complexity of O(kmRn) (Table 2.5).

MixGreedy. Chen et al. [42] reduced the computation of marginal gain from O(mn) to

O(m). To compute the influence of each node, they process the graph by removing unneces-

sary edges according to the cascade model such that computing the marginal gain for all the

nodes only requires a linear traversal over the network. Their random removal method can be

summarized as following. Since in independent cascade (IC) model each edge has the prob-

ability p to take effect in the cascade, they randomly remove each edge in the graph G with

probability 1− p. In this way, G is separated into pieces and each piece is the scope of the

node v’s influence spread within it. Thus, computing the marginal gain of a node will only

require a linear traversal of the scope. As a result, computation of the marginal gain of a node

only requires O(m) operations which is the complexity of removing edges from G. Similarly,

when the network follows weighted cascade (WC) model, they remove each edge with prob-

ability 1− 1/v.degree. The influence of each node can be computed by adding the gain in

R iterations of random removal process. Based on this they proposed the MixGreedy algo-

rithm which follows the random removal process in computing the marginal gains and then

utilizes the CELF approach for updates. The time complexities of the MixGreedy approach for

the aforementioned two cascade models are O(kRm) and O(kT Rm), respectively (Table 2.5).

They empirically demonstrated that the running time of MixGreedy is smaller than CELF.

CGA (Community-based Greedy Algorithm). Wang et al. [72] proposed a community-

based greedy solution to the problem. In order to reduce the running time, they first detect
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communities based on IC model and then mine the top-K nodes across communities. They

developed a cost function that optimized the community assignment in mobile networks. Our

work in Chapter 6 differentiates from this one in the following points. Firstly, instead of de-

signing a IC model-aware community detection method, we adopt existing network partition

models which not only can be applied to all cascade models but also exhibit smaller time com-

plexity. In fact, their community detection process under IC model takes O(m+nRlm′+klRm′)

which is time consuming in huge network, while the community detection module in our work

only takes only O(m) time. Secondly, CGA algorithm selects each influential node based on a

unified optimization formula, which requires the information for all communities stored in a

unified space. Thus, it is not easily applied in distributed environment. In contrast, our work

in Chapter 6 has distributed the node selection task into the sub-networks and is easily applied

in distributed environment. Empirical study has also shown that our work can speed up the

algorithm by about 3 times if applied in a 5-slaves distributed environment.

IMCD (Influence Maximization under Credit Distribution model). Goyal et al. [73]

proposed a credit distribution (CD) model that leverages on historical action logs of a network

to learn how influence flows in the network and use this to estimate influence spread. An action

log is a set of triples (u,a,t) ∈ A which says user u performed action a at time t. The basic

idea is that if user v takes action a and later on v’s friend u does the same, then the authors

assume that action a have propagated from v to u. Based on this assumption the CD model

assigns “credits” to the possible influencers of a node u whenever u performs an action. The

sophisticated variant of this model distinguishes between different influenceability of different

users by incorporating a user influenceability function. It is defined as the fraction of actions

that u performs under the influence of at least one of its neighbors (e.g., v) and is learnt from

the historical log data. In contrast to our approach, this model suffers from two key limitations.

Firstly, it depends on the availability of large amount of historical action logs to compute

influence probability as well as user influenceability. Unfortunately, historical action logs may

not be available to end-users in many real-world social networks.
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2.3.2 Heuristic Algorithms

As the greedy algorithms are time consuming, a series of heuristic algorithms have been pro-

posed recently which save much time. Instead of computing the marginal gain of nodes in each

iteration, these heuristic algorithms iteratively select nodes based on a specific heuristic, such

as degree, PageRank [4]. However, the result generated in these approaches are not satisfac-

tory. Researchers have investigated several other heuristics that may improve the result quality

of the algorithm.

DegreeDiscountIC. The running times of the aforementioned greedy approaches are still

large and may not be suitable for very large social networks. Hence, Chen et al. [42] used

degree discount heuristic, where each neighbor of newly selected seed discounts its degree by

one, to reduce the running time. Although this heuristic can be used for all cascade models,

they enhanced the degree discount heuristic to make it suitable for the independent cascade

model. They demonstrated that the heuristic-based approach is orders of magnitude faster

than all greedy algorithms. However, the seed set quality can be inferior compared to the

greedy approaches. Recently, they proposed a new heuristic approach [44] which introduced

a parameter to control the balance between the result quality and running time. However, the

result quality is much lower than greedy approach although it has improved much over degree

discount. It is worth mentioning that although the importance of reduction in computation time

is undeniable, the seed set quality is more significant to companies as ultimately they would

like to maximize the influence spreads of their new products in order to reach out to largest

possible customers base.

MSA and SASH (Simulated Annealing Based Influence Maximization). Jiang et al. [74]

proposed an algorithm based on Simulated Annealing (SA) for the influence maximization

problem. It is the first SA-based algorithm for the problem. Additionally, two heuristic methods

are proposed to accelerate the convergence process of the algorithm. The algorithm is devel-

oped specifically for IC model, it initiates the seeds set by randomly selecting k nodes. In each
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iteration afterwards, a node in the current seed set is replaced by another one which are not in

the seeds, thus a new seed set is formed. If the new seed set can generate better influence spread

than the old one under IC model, the seed set is updated to the new one. This process is iterated

for T times until converge. The time complexity of MSA is O(T kd) where d denotes the aver-

age degree of nodes. Experimental results have shown that the two heuristic methods MSA and

SASH generates better result quality comparing with degree discount algorithm. The running

time of MSA and SASH is similar with that of degree discount. However, the improvement in

result quality is limited (i.e., 3% to 8%). Comparing with this, our PATINA algorithm gener-

ates much better result than degree discount (i.e., 60%). On the other hand, MSA and SASH

are restricted to IC model, while PATINA can be applied to both IC and WC model. Moreover,

MSA and SASH algorithms1 have not taken into account that individuals may exhibit different

influence on different topics, which is addressed in our CINEMA algorithm.

PMIA, LDAG and SimPath. Chen et al. proposed PMIA technique [44] over IC model,

which selects a limited number of paths that satisfy a given threshold θ to compute the influ-

ence. This threshold is used to tune the tradeoff between influence spread and running time.

The authors compared CELF, PMIA and degree discount-based approaches and demonstrated

that PMIA improves the influence spread generated by degree discount by 3.9%-6.6% over

Hep dataset. However, the running time of PMIA is an order of magnitude slower than the

degree discount-based technique with time complexity of O(ntiθ + knoθniθ(niθ + logn)) where

tiθ,niθ,noθ are constants decided by θ. Based on that, another model called LDAG [75] is de-

veloped. It is similar to PMIA except that LDAG is specifically designed for the linear threshold

model. LDAG also performs slightly better than degree discount over the Hep dataset in terms

of influence spread. More importantly, the authors demonstrated that CELF still outperforms all

these three heuristic-based approaches with respect to quality of influence spread. In order to

improve LDAG further, another alternative model called SimPath is developed [76]. Similar to

1Note that despite our best efforts (including contacting the authors), we could not get the source code of MSA and SASH
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LDAG, it is also designed for selecting influential seeds under linear threshold. However, unlike

LDAG, SimPath computes the spread by exploring simple paths in the neighborhood. Using a

parameter η, the tradeoff between running time and seeds quality can be controlled. It have

been shown by experimental results that by selecting proper parameter η, SimPath outperforms

LDAG both in efficiency and accuracy. Both LDAG and SimPath are algorithms designed specif-

ically for linear threshold model. PATINA (resp., CINEMA) is designed for IC and WC (resp.,

C2) models. On the other hand, both LDAG and SimPath are heuristic-based algorithms that do

not guarantee the result quality. However, PATINA and CINEMA are greedy-based algorithms

that generates result with good quality that is within 63% of the optimal.

MIA-N. The aforementioned approaches have investigated different ways to maximize the

influence under IC, WC and LT models. However, all of the existing models ignore an important

aspect of influence propagation. Not only positive opinions on products and services that we

receive may propagate through the network, negative opinions are also propagating. To this

end, Chen et al. [77] proposed a novel model called IC-N (Independent Cascade Model with

Negative Opinions) which introduces a quality factor to control the negative opinion propaga-

tion probability. In order to maximize the influence under IC-N model, a new heuristic algo-

rithm called MIA-N, which borrows the core idea of PMIA, is developed. It defines a maximum

influence in-arborescence to estimate the influence to an arbitrary node v from other nodes.

The time complexity of MIA-N algorithm is O(nto+knoni(min(k,hmax)ni+ logn)) where hmax

denotes the maximum height of the maximum influence in-arborescence. Experimental results

have shown that the heuristic algorithm generates influence spread very close to greedy method

while is orders of magnitude faster than greedy approach. Although IC-N incorporates negative

opinions in networks, it suffers from another limitation. It assumes each node have the same

influence and consequently exhibits the same quality factor that negative opinions can emerge.

However, in real social networks individuals may exhibit different probabilities to express op-

posite opinions. Moreover, individuals may show different influence in different topics. To
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this end, we propose in Chapter 7 a novel Conformity-aware Cascade model (C2) which takes

into account the influence and conformity of nodes while incorporating negative opinions prop-

agation in networks. In fact, the quality factor proposed in IC-N model to control the negative

opinion propagation probability can be viewed as a special case of conformity where an indi-

vidual negatively following another. However, quality factor does not completely capture the

negative opinions propagation in that it assumes individuals show the same quality factor. C2

model addressed this problem by computing a pair of influence and conformity indices for each

individual.

Unlike greedy algorithms, the quality of influence spread of these models are not guaran-

teed to be within 63% of the optimal. Although the aforementioned heuristic algorithms save

much time than greedy algorithms and improved the result quality compared to degree and

PagaRank heuristics, the results generated from these heuristic algorithms have been showed

poorer than the greedy algorithms.

Existing work in influence maximization suffers either from the running time (i.e., greedy

approaches [4, 42, 43]), or the result quality (i.e., heuristic approaches [42, 44]). In order to

address both these limitations, we propose a novel algorithm PATINA in Chapter 6 by solving

the problem in a parallel and distributed way. Thus, we can complete the maximization task in

a shorter time while preserving good quality similar to the previous greedy approaches [4, 42,

43].

2.4 Summary

Compared with the existing work, our research has the following novelty.

• In the field of individual-level study, our work on blog cascade affinity in Chapter 3

investigates the probability for a blogger to join a cascade. Traditional work in the field of

individual-level social influence study all aim to find the nodes having the most influence
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on others. Instead, we found the individuals which are most probable to be influenced

by others using a group of network features and social characteristics. Besides, we are

studying social behavior using both local network topology and social characteristics.

We also take into account both the evolution of communities a person participated in and

the global network trend which we believe to have correlation with individual behavior.

Besides, in Chapter 4 we also investigated the influential mining problem by taking into

account both factors in social influence phenomenon, namely, influence and conformity.

To the best of our knowledge, none of the existing work in this field have systematically

considered both factors together.

• In the field of community-level study, existing work have investigated ways to detect and

evaluate the change of communities. However, how to evaluate and rank the commu-

nities’ ability of growing is not answered yet. In this thesis, we study the evolution of

product communities and propose AffRank in Chapter 5 to rank products according to

their ability to absorb new users.

• In the field of network-level study, existing work have found different evolution phe-

nomenons in networks and tried to utilize these phenomenon in information propaga-

tion. One hot topic in this field is influence maximization problem. Many algorithms

have been proposed to address this problem. However, existing greedy algorithms are

time consuming in large networks. In this thesis, we propose a novel algorithm in Chap-

ter 6 by partitioning the whole network into sub-networks where social influence can

hardly propagate between each other. In this way, the problem can be solved in parallel

and distributed platform. Hence, it can reduce the running time while preserving almost

the same result quality as existing approaches. On the other hand, existing algorithms

assume influence propagation follows IC, WC or LT models. These models have not taken

into account the influence index and conformity index of nodes which exert significant
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impact on the influence propagation between a pair of nodes. In this thesis, we propose in

Chapter 7 a novel cascade model (C2) which incorporate both influence and conformity

indices in cascade model. To solve the influence maximization problem under C2 model,

we propose a conformity-aware PATINA algorithm, namely, CINEMA. In contrast with

the work in [73], CINEMA does not require any historical action logs. Secondly, similar

to existing work, the CD model does not incorporate conformity and context information

in computing influenceability of a node.
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Chapter 3

Blog Cascade Affinity, Analysis and
Prediction

In last chapter, we reviewed representative work in all the three levels of social influence study

and discussed their limitations. In this chapter, we present our work on blog cascade affinity

with respect to individual-level social influence study.

The popularity of blogs has been increasing dramatically over the last few years. According

to a recent report by Technorati 1 [78], a popular blog search engine, more than a half of the

Internet users read blogs. Technorati have indexed more than 133 million blogs since 2002, and

have tracked blogs in 81 languages by June, 2008. Blogs contain diverse variety of information.

General topics include personal diaries, experiences, opinions, information technology, and

politics to name a few. Due to their accessible and timely nature, many bloggers surveyed

have advertisement on their blogs. The mean annual revenue for blogs with advertisement is

estimated to be $6,000 [78]. This figure jumps to $75,000 when we consider only those blogs

having 100,000 or more unique visitors per month.

The rest of this chapter is organized as follows. Firstly, we present the motivation of this

work in Section 3.1. In Section 3.2, we introduce the dataset as well as the cascade extraction

process. The macroscopic and microscopic cascade features and their analysis are described

in Sections 3.3 and 3.4, respectively. Section 3.5 describes our proposed models to measure
1http://technorati.com
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and rank the probability of a blog to join a cascade. In Section 3.6, we conduct an exhaustive

empirical study to evaluate many aspects of our proposed techniques and their effectiveness.

The last section concludes the chapter. A preliminary version of this chapter has been published

in [79].

3.1 Motivation

A blog consists of several entries. Each entry within a blog, called a post, is time stamped and

the most recent entries always appear at the top. Bloggers can also create hyperlinks to other

blogs or websites in their posts. The universe of all these blogs and their interconnections is

often referred to as blogosphere [80, 78]. Blogosphere is an intuitive source for data involving

the spread of information and influence within the network of bloggers [19, 20, 32, 60, 80,

81, 82, 83]. By analyzing the linking patterns from one blog post to another, we can infer the

way information is propagated through the blog network over the Web. In particular, a piece

of information flows from a post to another along the hyperlink between them. For example,

consider Figure 3.1(a). The ellipses represent different blogs (e.g., b1, b2, b3, b4, b5, and b6),

and each ellipse contains a set of posts. The edges in the figure indicate hyperlinks between

posts. Assume that post p1 in blog b1 contains opinion about recent events related to the

spread of H1N1 virus. Some time later, blog b2 visited b1 and wrote a post p2 in response to

this topic of discussion and explicitly created a hyperlink to p1. Subsequently, new posts will

join this conversation by linking to existing posts. For instance, at time T0, the structure of this

conversation related to H1N1 virus containing a group of posts (p1, p2, p3, and p4) is depicted

by the dashed rectangular component in Figure 3.1(a). Aggregating all the linked posts by

backtracking the hyperlinks will result in a DAG (Directed Acyclic Graph), where each node

is a post. Such a DAG is called a cascade [1, 84] (also known as conversation tree). Cascade

is the most common phenomenon of information propagation within blogosphere. All posts in

the same cascade typically discuss about a similar topic.
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Figure 3.1: Blog cascade.

Observe that at time T0 there are two blogs, b5 and b6, which did not join the conversation

on H1N1 virus by writing a post and linking to the cascade. Now assume that at time T1 >

T0 b6 joined the cascade by writing a post p6 and linking it explicitly to p2. The modified

structure of the cascade is now depicted in Figure 3.1(b). Notice that b5 still did not join the

conversation. Why did b6 join the cascade but b5 did not? Is it possible to predict the cascade

affinity of b5 and b6 by analyzing the information embedded in the cascade at time T0? In

order to provide answers to these questions, in this chapter we propose probabilistic and non-

probabilistic techniques to analyze an array of macroscopic and microscopic cascade features

for predicting which blogs are highly likely to join the cascade in the future. We refer to the

phenomenon of a blog’s inclination to join a specific cascade as cascade affinity.

Although the notion of information cascade was formally introduced by Sushil Bikhchan-

dani [85], it was first systematically studied in the context of blogosphere by Kumar et al. [32].

Majority of research on blog cascades [1] have focused their attention at the macroscopic level.

In particular, these efforts investigated information flow in cascades, common shapes of cas-

cades and their frequencies, and performed a series of topological analysis. In contrast, we

take a hybrid view by analyzing cascade affinity behavior of individual bloggers from both
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microscopic and macroscopic level [79]. As blog cascading behavior happens at individual

level when a blogger decide to reference another’s post, it is a personal behavior for each

blogger. Studying individuals’ personal behavior without taking into account their personal

preferences or local social relationships may not be accurate. To this end, besides macroscopic

ones we propose to use a series of microscopic feature to study blog cascade. According to

the experimental result in Section 3.6, taking into account a microscopic feature, namely num-

ber of friends, can improve the prediction performance by around 9 times. To the best of our

knowledge, our work is the first approach that undertakes a systematic study to predict such

behavior.

3.1.1 Applications

The knowledge of a blogger’s affinity to cascades is useful in several applications. It not only

facilitates the design of advanced blogging system with more sophisticated personalized rec-

ommendations and filters, but also help us to set up intelligent strategies in online advertising.

By predicting which blogs have stronger affinity to a cascade, we can make recommendations

to those bloggers in case they have not yet read any post in the cascade. Consequently, we

can influence the population faster by accelerating the information propagation process. In this

way, new services or products can be disseminated and popularized in a shorter time. Further-

more, we can predict to what scale of population a cascade will finally expand so that when

disseminating an advertisement along blog cascade we can understand the final effect of the

advertisement ahead of time and adjust our advertisement strategies accordingly. For example,

assume that the release of “iPhone4” may trigger off a cascade within the blogosphere. At the

very beginning, there is no post talking about iPhone4 at time t0 (see Figure 3.2). Later at

time t1 there are two posts talking about this topic which initiates a cascade over “iPhone4”.

By studying the cascade affinity of many candidate blogs who are most probable to join this

cascade, we can predict that two new bloggers have high chance to join this cascade at time
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Figure 3.2: An example application of blog cascade affinity prediction.

t2. In Figure 3.2, a person with a dashed outgoing arrow represents a blogger who is predicted

to join the cascade at current timestamp whereas a solid arrow denotes the blogger who has

already joined it. Thus, we may estimate the final scope of the cascade at tn−1 by iteratively

predicting the set of bloggers who may join it at the next timestamp. Our ability to forecast the

final scope of the population involved in this cascade at an early stage paves way to more judi-

cious adjustment of advertisement strategies and budget ahead of time. For instance, without

loss of generality, we assume there is a budget for online-advertisement. With the help of the

knowledge from blog cascade affinity study, we can benefit from the following two aspects.

Firstly, we can easily know which blogger may trigger a large cascade that makes the adver-

tisement attached to it reach a large population. Thus, we can maximize the expected income

from the limited budget by selecting particular sites to put the advertisement. Secondly, as long

as we know the final scope of population that the advertisement can reach, we can easily know

the maximum benefit from the advertisement in blogosphere. Thus, we can adjust the budget

of advertising in blogosphere and transfer the focus of the advertisement to some other online

media if the expected benefit in blogosphere is not enough.
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3.1.2 Overview

At first glance, it may seem that we can predict a blogger’s affinity to a cascade by analyzing the

textual content of existing posts in the cascade and estimating the overlap between the content

of the blogger’s previous posts and cascade content. However, such content-aware strategy

is computationally expensive and may adversely affect the accuracy of prediction for several

reasons. Firstly, the content of posts are often in conversational language containing flavors

of abbreviated words and local lingo. Secondly, a blog cascade may consists of posts written

in different languages. Thirdly, posts may only contain multimedia objects such as pictures

or video clips. Consequently, these factors make content analysis significantly challenging.

Hence, we take a content-oblivious strategy to address this issue.

We propose a group of content-oblivious features of a blog cascade that may influence a

blog’s affinity to the cascade. These features can be generally categorized into two groups,

namely macroscopic and microscopic. The first category refers to the features related with

cascade or network, while the second one refers to those related with individual bloggers. In

detail, the macroscopic features are associated with the overall structure of a cascade (e.g., time

elapsed since the genesis of the cascade, number of participants in the cascade, and the shape

of the cascade defined by the star-likeness ratio). On the other hand, the microscopic features

(number of friends of a blogger in the cascade, popularity of participants in the cascade, citing

factor, and initiator-media link) are related to the blogs or posts of a cascade. Note that all

these features are computed by analyzing only the link structure and topology of the cascade.

For each of the proposed features, we investigate how it influences a blog’s affinity to the given

cascade and performed a one-way analysis of variance (ANOVA) to test the significance of each

feature’s influence. Then we present a non-probabilistic and a probabilistic methods, namely

SVM classification-based approach and Bipartite Markov Random Field-based (BiMRF) [86]

approach, respectively, that exploit these features to predict the probability of blogs’ affinity

to a cascade and rank them accordingly. We did not exploit the content of the posts, our
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experimental results demonstrate that our prediction strategy can generate high quality results

(F1-measure of 72.5% for SVM and 71.1% for BiMRF). In summary, the main contributions

of this chapter are as follows.

• We propose an array of content-oblivious macroscopic and microscopic features that

influence a blog’s inclination to join a cascade. To the best of our knowledge, these

features have not been studied together in the context of a blog network earlier. Further,

we present different measures to calculate each feature’s effect on the cascade affinity

phenomenon.

• We formulate the task of predicting cascade affinity of blogs into a standard classification

problem. We take two different methods, namely SVM-based and BiMRF-based classifi-

cation strategies, to evaluate the probability of blogs’ affinity to a particular cascade and

rank them accordingly.

• We present an exhaustive evaluation of our proposed prediction and ranking methods

demonstrating their effectiveness and practical significance using real-world datasets.

In particular, our proposed techniques perform the best when all features except citing

factor is used. Further, our results demonstrate that the number of friends feature is the

most important factor affecting bloggers’ inclination to join cascades.

3.2 Data Preparation

In this section, we first introduce the real-world data set we have used for our study. Then, we

present our approach of cascade extraction from the data set. In the sequel, we shall use the

notations shown in Table 3.1 to represent different concepts. Generally, we shall use superscript

to denote a cascade identifier and subscript to denote a blog identifier.
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Table 3.1: Definitions of symbols.
Symbol Definition

b j blog j
ci cascade i
T ∗ the timestamp of the last post in the

data set
T i the timestamp when the first post ap-

peared in ci

ϕi(t) set of blogs that appeared in ci before
time t

ϕi set of all the blogs that appeared in ci,
ϕi = ϕi(T ∗)

t i( j) the timestamp when b j joins ci if b j ∈
ϕi; otherwise, t i( j) = T ∗

post i(t) the posts appeared in ci before time t
post j(t) the posts appeared in blog j before

time t
s(g) star-likeness ratio of graph G

G(ci) shape of cascade ci

K friendship threshold
ini(ci) initiator of the cascade ci

I(ci) initiator-media link of the cascade ci

Table 3.2: Statistics of the data set.
Property Value
Number of posts 873,469
Number of blogs 156,195
Number of blog-to-blog edges 340,124
Number of edges with weight ≥ 2 139,974
Number of cascades 7,269

3.2.1 Dataset

We extracted our blog dataset in September, 2008 using Technorati API 2 . The data set contains

blog posts published from June, 2008 to September, 2008. We first selected the group of

top 100 blogs indexed by Technorati as seeds. From these seeds, we retrieved the blogs that

had linked to these seeds in their posts, and then we iteratively retrieve the posts that linked

2http://technorati.com/developers/api

48



CHAPTER 3. BLOG CASCADE AFFINITY, ANALYSIS AND PREDICTION

10
0

10
2

10
4

10
6

10
0

10
2

10
4

10
6

10
8

blog in−degree

co
un

t

 

 

blog indegree
α = −1.505

3.3.a:

10
0

10
1

10
2

10
0

10
1

10
2

10
3

10
4

cascade size

co
un

t

 

 

cascades of the same size
α = −3.1

3.3.b:

Figure 3.3: (a) Blog in-degree distribution (b) Cascade size distribution.

to the previous level till the sixth level which has been shown as the upper boundary size

for most chain cascades [1]. From the XML collection of blogs, we can get the post-to-post

relationships. Notice that a post of blog bi linking to another post of blog b j does not always

indicate a friendship that author of bi knows author of b j or bi regularly reads b j’s blog. So we

additionally extracted blog-to-blog relationships with weighted edges where the weight of an

edge from bi to b j indicates the number of times bi has cited b j’s posts. Such a case, to some

extent, indicates that bi does not read b j’s blog by chance. We use this weighted graph as an

indication of friends by filtering out the edges with weight less than a friendship threshold K .

The characteristics of the dataset is shown in Table 3.2. For each blog, the posts that do not

participate in any cascade are excluded from our dataset. Figure 3.3(a) shows the in-degree

distribution of blogs indexed by Technorati till September, 2008. This figure is plotted using

the information extracted from our data set. It follows a power law distribution with exponent

equal to −1.505 whereas in [1] this exponent is reported to be −1.7. Such a phenomenon

indicates that a few blogs are more connected than the rest. It is consistent with the result of

“preferential attachment” model (rich gets richer) [53].
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Algorithm 1: Cascade extraction algorithm.
Input: A set of post-to-post relations E = {e1,e2, . . . ,em}, each element is a pair of

posts connected by a hyperlink
Output: A set of isolated cascades C = {c1,c2, . . . ,cs} each of which comprised of

connected posts
1 begin
2 initialize each cascade as a single link C ←− E ;
3 while ∃cp,cq and cp∩ cq ̸=∅ do
4 forall the ci,c j ∈ C and ci ̸= c j do
5 if ϕi∩ϕ j then
6 add j to i: ci←− ci,c j;
7 remove j: C ←− C \{c j};

3.2.2 Cascade Extraction

Recall that each blog participates in a cascade by writing a post which links to another post that

is already in the cascade. We denote a set of cascades as C = {c1,c2, . . . ,cs}. The algorithm

for extracting cascades from our data set is outlined in Algorithm 1.

Note that the proposed cascades extraction procedure is slightly different from the one de-

scribed in [1]. Let us elaborate on this further. Consider the scenario in Figure 3.4(a), depicting

blog posts and hyperlinks between them. Based on [1], each cascade should have only one ini-

tiator (top-most post). Hence, the scenario illustrated in Figure 3.4(a) have to be considered as

two different cascades (have two initiators p1 and p2) as depicted in Figure 3.4(b). In contrast,

we treat the scenario in Figure 3.4(a) as one cascade. The intuitive justification for this is as

follows. Observe that the posts in Figure 3.4(a) are all linked together. That is, both p1 and

p2 share some common posts in the conversation (e.g., p5). This may indicate that all these

posts are discussing about a common topic. Hence, it makes sense to consider them as part of

a single cascade instead of separating them into different ones. Note that, two posts linking

together by hyperlinks indicates that their content are related with each other. In this work, we

do not take into account whether they share the same sentiments or not.
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The next step is to post-process the extracted cascades to eliminate the ones which have

been there not more than a month till the time T ∗. The set of “matured” cascades extracted after

the post-processing is represented as: C = {ci
∣∣T i≤ T ∗−30}. The number of cascades detected

after filtering out the immature ones is shown in Table 3.2. The reason for post-processing the

cascade set is as follows. We need to ensure that the extracted cascades can provide a robust and

accurate framework for feature extraction and subsequent prediction. However, quantifying

values of different features based on immature cascades (cascades which have not absorbed all

potential participants) will distort the prediction accuracy of cascade affinity. Many participants

may join these cascades after time T ∗ and consequently adversely affect the modeling of the

ground truth based on the features set. Obviously, this may result in a deviation between our

knowledge about the participants of these cascades and the ground truth. It is worth mentioning

that it is not possible to justify the prediction performance without knowing the ground truth.

Figure 3.3(b) shows the distribution of cascade size extracted from our dataset. It is defined

as the number of blogs within a cascade. The X and Y -axes represent different sizes of cascades

and the number of cascades, respectively. The minimum size of cascades is defined as 2 which

is the trivial case, while the maximum size of a cascade is found to be 34 in our dataset. The

distribution of cascade size also follows a power law. The exponent found in our dataset is

−3.1 whereas this exponent is found to be −2 in the dataset used by Leskovec et al. [1]. This

deviation is primarily due to the differences between the characteristics of the two datasets and

different definition of a cascade in these two approaches.

3.3 Macroscopic Features

We now present an array of content-oblivious cascade features that may influence a blog’s

affinity to a cascade. We classify these features into two types, namely macroscopic and mi-

croscopic features. The former refers to features that are associated with the entire cascade

whereas the latter refers to features of the blogs or posts in a cascade. In this section, we
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Figure 3.4: Different approaches for cascades extraction: (a) observed post-to-post relation-
ship, it is also the cascade identified by our approach; (b) the cascades identified from (a) using
the approach in [1].

begin with three macroscopic features, namely elapsed time, number of participants, and star-

likeness ratio. In the next section, we shall elaborate on the microscopic features.

3.3.1 Elapsed Time

First we present the role of the elapsed time. Informally, it refers to the difference between the

time a blogger joins a cascade and the cascade creation time. Formally, it is defined as follows.

Definition 3.1 Let t i( j) be the time a blogger b j joins a cascade ci. Let T i be the time of

creation of ci. Then, the elapsed time, denoted as di( j), is defined as follows:

di( j) = t i( j)−T i

We use day as the unit of elapsed time as most bloggers write posts once per day. The

distribution of this feature is shown in Figure 3.5. The X-axis represents the time elapsed in

days, while the Y -axis represents the number of blogs that join cascades at a specific elapsed

time. Observe that 91% bloggers join a cascade during the first week. After that affinity to

cascades drops almost exponentially with elapsed time. Note that the above results deviate

from other types of social networks, shown in [87], where the authors found that the average

number of edges attached to each node did not change much over the lifetime of the node.
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Figure 3.5: Number of posts joining versus days elapsed.

3.3.2 Number of Participants

Intuitively, a blogger may have stronger affinity to a cascade which has absorbed a lot of par-

ticipants. Hence, we now conduct an analysis using number of participants in a cascade as

a feature. We compute the probability of joining a cascade as a function of the number of

participants existing in the cascade. Interestingly, we observed that in only a very small frac-

tion (0.2%) of cascades the number of posts is more than the number blogs. It indicates that

bloggers seldom re-posts in the same cascade such that the number of posts is always the same

as the number of blogs in a cascade. Consequently, in the sequel we uniformly use number

of blogs to represent the size of a cascade. The number of participants is formally defined as

follows.

Definition 3.2 Let t i( j) be the time when a blog b j joins a cascade ci. Then, the number of

participants in ci at time t i( j), denoted as N j(ci), is defined as:

N j(ci) = |ϕi(t i( j))|
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Figure 3.6: Cascade affinity probability versus cascade size.

Figure 3.6 shows the probability of joining a cascade as a function of the number of par-

ticipants in that cascade. The number of blogs inside a cascade ranges from 1 to 33. The

probability of joining a cascade with β participants, referred to as cascade affinity probability

(denoted as Pro(β)), can be computed as follows.

Pro(β) =
∑ci |{b j|N j(ci) = β,b j ∈ ϕi}|

∑ci |{b j|N j(ci) = β}|

We separate the cascades size range into 11 bins each with length 3. The height of each

bar denotes the mean of the three cascade affinity probability values inside that bin. Notice

that at the beginning, as the number of participants grows, the probability slightly grows, but

after some point, the probability drops down. Observe the peak at the point of cascades with

size 13− 15. It indicates that before a cascade absorbed 13− 15 participants, the probability

for a blog to join this cascade increases. This represents the cascade initiation period where

many new blogs keep on joining the cascade. However, after the number of participants in the

cascade has reached a value between 13 and 15, the probability of a blog joining this cascade

drops down to a stable value. This represents the stable period after a cascade has got enough

attention.
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Figure 3.7: Common cascade shapes by frequency.

3.3.3 Star-likeness Ratio

Recent results showed that the type of cascade topology may indicate the genre of the content

in a cascade [88]. We now investigate whether the topology of a cascade influences a blog’s

affinity to join it. Firstly, we extracted different cascade shapes in the dataset and classified the

cascades into 176 different shapes. We observed that the most common shape contains only

two posts. The top-13 frequent cascade shapes which appear at least 25 times in the dataset are

depicted in Figure 3.7. The shapes are listed according to descending order of their frequencies

(G1 is the most frequent cascade shape). Further, the shapes can be classified into two groups,

namely chain and star. Informally, a chain has only one leaf node whereas a star is an n-order

shape having n−1 leaves. Notice that in this dataset chains appear more frequently than stars

with respect to the same cascade size (i.e., G2 is more frequent than G3 and G11). Besides,

shapes containing multiple-initiators are less frequent than the single-initiator ones (i.e., G3 is

more frequent than G11). Moreover, cascade frequency does not necessarily decrease with the

increase in cascade size (i.e., G6 is more frequent than G7).

Secondly, we investigate the probability of blogs to join a cascade by varying the cascade

shapes. Formally, the cascade shape of ci is defined as the following.
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Figure 3.8: Joining probability by cascade shape.

Definition 3.3 Let G1, . . . ,Gn denote the set of cascade shapes extracted from the dataset. If

cascade ci follows the shape Gs, then the shape of ci, denoted as g(ci), is defined as: g(ci)=Gs.

Figure 3.8 shows the probability of joining a cascade as a function of the cascade shapes.

The probability of joining a cascade of shape Gs can be computed as follows.

Protop(Gs) =
∑ci |{b j|g(ci) = Gs,b j ∈ ϕi}|

∑ci |{b j|g(ci) = Gs}|

In general, the curve in Figure 3.8 is not informative enough to lead to any conclusion on the

relationship between cascade shapes and the probability of joining a cascade. However, if we

plot the probability curves for star (i.e., G3,G7) or chain (i.e., G1,G2,G4,G6,G10, . . .) cascades,

then it is clear that chain-shaped cascades are more probable to to attract new blogs to join

them compared to their star-shaped counterparts. This phenomenon may be due to the fact that

new bloggers can easily see all the blogs within a chain cascade by tracking the hyperlinks

one by one. In contrast, new bloggers may only see a small portion of a star-shaped cascade

due to its topology. Also, observe that blogs are much more probable to join a shape with

multiple roots (i.e., Protop(G11) = 0.042) compared to other shapes (i.e., Protop(G2) = 0.033,

Protop(G3) = 0.029) with the same size.
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s(G) Protop(G)
G1 1 0.026
G2 0.5 0.037
G3 1 0.029
G4 0.333 0.069
G5 0.667 0.040
G6 0.25 0.072
G7 1 0.033
G8 0.5 0.045
G9 0.5 0.047
G10 0.2 0.071
G11 0.25 0.042
G12 0.75 0.048
G13 0.4 0.053

Table 3.3: Star-likeness ratio of frequent shapes.

As discussed above, chain cascades are more probable to attract new blogs compared to

their star-shaped counterparts. However, shapes other than chain or star are hard to classify

and describe. Thus, we propose a new feature called star-likeness ratio to describe how much

different a shape is from a star and utilize it in the future prediction of cascade affinity.

Definition 3.4 Let root(G) = {v|@u ∈ V,−→vu ∈ E} and lea f (G) = {v|@u ∈ V,−→uv ∈ E} for the

graph G(V,E). Then the star-likeness ratio of G, denoted as s(G), is defined as:

s(G) =
|lea f (G)|/|root(G)|

|V |−1
.

The ratio falls within the range (0,1]. A shape with ratio close to 1 indicates that it is closest to

star topology. All star-shaped cascades exhibit the same ratio value of 1. For example, consider

the frequent shapes in Figure 3.7. The star-likeness ratio (s(G)) as well as the join probability

Protop(G) of these shapes are listed in Table 3.3. Observe that the three shapes whose star-

likeness ratio are the most (i.e., s(G) = 1) exhibit the least joining probability. This suggests

that star-likeness ratio can contribute to the analysis of the cascade joining behavior.
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Figure 3.9: Number of quasi-friends versus K .

3.4 Microscopic Features

In this section, we first investigate four microscopic features of blog cascades that may play

important role in cascade affinity prediction, namely number of friends, popularity of par-

ticipants, citing factor, and initiator-media links. We conclude this section by conducting a

one-way variance analysis (ANOVA) on these macroscopic and microscopic features to quan-

tify their significance related to cascade affinity.

3.4.1 Number of Friends

We introduce the notion of quasi-friend to model friendship within blogosphere based on post

citings. Formally, quasi-friend is defined as follows.

Definition 3.5 Given two blogs b1 and b2, b1 is a quasi-friend of b2 if and only if b2 cites b1’s

posts more than K times.
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Figure 3.10: Effect of friendship creation time.

A quasi-friend indicates that b2 probably often reads b1’s blog. This probability of frequent

reading is controlled by the friendship threshold K . Obviously, K will affect the number

of quasi-friends discovered. As shown in Figure 3.9, K affects the number of quasi-friends

exponentially with exponent α =−3.37. Notice that if we set K to a large value then we may

extract a very limited number of quasi-friends for a blog. Hence, we set K to 2 by default. We

shall justify this value empirically in Section 6.6.1. Note that quasi-friendship is directed. That

is, b2 is not a quasi-friend of b1 unless b1 has cited b2 more than K times. Given a value of K ,

we denote the set of quasi-friends of a blog b j as Fj = { f1, f2, . . . , fr}, where each element fr

is a blog.

Several recent papers have shown that personal behavior in a social network is highly af-

fected by the person’s neighbors [38, 41, 63]. Hence, the number of friends a blogger may

have in a cascade is an important feature that may influence her decision to join the cascade.

Naı̈vely, the number of friends a blogger has in a cascade can be computed at any time after

she has joined the cascade. However, this may mislead us from the actual phenomenon as the

number of friends is highly influenced by the temporal state of the cascade. Let us elaborate on

this further. Consider the Figure 3.10(a). Each node is a blog and the dashed rectangle denotes

a cascade at a particular time. Edges represent hyperlinks related to this cascade. Assume that
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Figure 3.11: Effect of friendship creation time (contd.).

a blog d joined it at time T0. Note that at time T0, d did not have any friend in that cascade.

We refer to T0 as joining time. Now assume that at time T0 +∆T node h became a friend of

d as shown in Figure 3.10(b). We refer to this time when a friendship is created as friendship

creation time. Observe that the number of friends d had during joining time and friendship

creation time may be different. However, if we discard these two different phenomenons, then

at any time after T0 +∆T it may seem that d had a friend h in this community when she joined

it (Figure 3.10(c)). Obviously, this is not an accurate reflection of the ground truth. Note that

existing works ignore these two types of temporal features while modeling number of friends in

a social network. There is another problem if we ignore the above temporal behavior. Consider

the Figure 3.11(a), which represents the same scenario as depicted in Figure 3.10(a). Now as-

sume that another blog i, who is a friend of d, joined this community at time T0+∆T as shown

in Figure 3.11(b). If we do not distinguish between times T0 and T0 +∆T , then it may seem

that d had a friend i in the cascade when she joined it (Figure 3.11(c)). However, the truth is

that when d joined this cascade at time T0, she did not have any friend. Hence in our approach,

we distinguish between the joining time and the friendship creation time to accurately reflect

the ground truth. As we shall see in Section 6.6.1, this distinction improves the cascade affinity

prediction performance significantly.
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Figure 3.12: Cascade affinity ratio versus number of quasi-friends.

In our approach, we represent the set of blogs having α quasi-friends in a cascade ci using

Γi(α) taking into consideration the time t i( j). It is computed as follows.

Γi(α) = {b j
∣∣|Fj(t i( j))

∩
ϕi(t i( j))|= α}

Fj(t i( j)) denotes the set of blogs that became a quasi-friend of j’s before time t i( j), ϕi(t i( j))

is the set of blogs that appeared in ci before time t i( j). Note that by incorporating t i( j) in our

approach, we make a contribution to address the above issues (Fig 3.10(c) and Fig 3.11(c)).

Based on Γi(α), we define the notion of cascade affinity ratio with respect to the number of

quasi-friends.

Definition 3.6 Given the set of Γi(α), the cascade affinity ratio, denoted as Pα, is defined as:

Pα =

∑
i
|Γi(α)

∩
ϕi|

∑
i
|Γi(α)|

We computed Pα for the whole collection of cascades, and plotted the values in Figure 3.12.

The X-axis is the α value (number of quasi-friends in a cascade). The Y -axis represents the
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values of Pα. From the figure, we observe a diminishing return phenomenon. That is, beyond

a number each additional quasi-friends in the cascade will contribute less to the probability of

joining that cascade. This number is around 7 in this figure. Note that the curve depicted in the

figure follows similar trend as found in other social networks [38, 63].

3.4.2 Popularity of Participants

Next we study the effect of popularity of cascade participants on the cascade affinity of a

blogger. The idea is similar to the preferential attachment model which was first proposed

in [53]. In this model, whenever a new vertex arrives in a network it attaches an edge to an

existing vertex with a probability proportional to that of the old vertex’s degree. Newman

performed a series of analysis on the model in [89]. Leskovec et al. [87] also showed a

similar pattern in some real-world data sets. Here we conduct an analysis based on this model.

However, in our study when a blog joins a cascade we consider the model at the cascade-level

whereas the above approaches consider it at the node level. Then, the popularity of a cascade

ci is the highest rank of the blogs in the cascade. Formally, it is defined as follows.

Definition 3.7 Let D(b) be the rank of a blog b. Then the popularity rank of a cascade ci that

b j wants to join, denoted as D j(ci), is defined as:

D j(ci) = min
b∈ϕi(t i( j))

(D(b))

Note that the rank of each blog is based on its in-degree (indexed by Technorati). A blog

having the largest in-degree has the highest rank as 1. Observe that the above definition can be

intuitively explained from the social aspect. When a blogger b j reads a post pr she can also see

other posts in the same cascade by tracing back the hyperlinks. If there is a popular blog which

has a large in-degree in that cascade, then b j will probably join this cascade. Interestingly,

this effect is not so obvious in our result shown in Figure 3.13. The X-axis in the figure is the

popularity rank of cascades. A cascade having lower rank means it contains a more popular
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Figure 3.13: Joining probability by cascade rank.

blog. We plot the numbers of blogs that join a cascade (“positive count”) and those who do

not (“negative count”) by varying the ranks. The curve labeled “probability” represents the

ratio: positive count
positive count+negative count . As shown in the figure although the values along X-axis

is in log-scale, the number of joined blogs in each bin do not vary much. This phenomenon

indicates that a minority of cascades which have high popularity ranks influence a large number

of bloggers to join.

3.4.3 Citing Factor

The features discussed above are all related to the cascade that a blog is inclined to join. Here

we analyze a personal characteristics related to the joining behavior of each blogger. The

reason for analyzing this feature is based on the hypothesis that a blogger b j is more inclined

to join a cascade if b j likes to cite others’ posts.

Definition 3.8 Let out(·) be the number of outlinks of ·. Then the citing factor of a blogger b j,
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Figure 3.14: Proc f (p) versus number of citations.

denoted as H j(ci), is defined as:

H j(ci) = |out(post j(t i( j)))|

We can compute the probability for a blog b j with p citations to join a cascade as follows.

Proc f (p) =
∑ci |{b j|H j(ci) = p,b j ∈ ϕi}|

∑ci |{b j|H j(ci) = p}|

The result is shown in Figure 3.14. It is distributed almost uniformly with the variation of

the number of out-links. It is evident that this feature is not very informative as far as cascade

affinity is concerned.

3.4.4 Initiator-media Link

Lastly, we investigate a feature that is associated with the initiator(s) of a cascade. Recall

that the initiator of a cascade is the first blogger who initiates discussion in the cascade. We

conduct a series of analysis involving the cascade initiators in order to study whether there
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is any correlation between the cascade affinity and the cascade initiators. First, we formally

define cascade initiator.

Definition 3.9 Let ci(B,E) be a cascade containing blogs B = {b1,b2, . . . ,bs} with post-post

links E. The initiator ini(ci) of the cascade ci is defined as follows

ini(ci) = {b j|@bi ∈ B,
−−→
b jbi ∈ E}.

Notice that it is possible to have more than one initiator in a cascade. For example, consider

the cascade in Figure 3.4(a). Both p1 and p2 are initiators according to the above definition.

We now investigate two interesting properties of initiators of blog cascades using the Tech-

norati dataset. We extract all the initiators for each cascade. Firstly, we investigated the cor-

relation between the probability of a blog to join the cascade ci and its initiators’ popularity.

Similar to Definition 3.4.2, the popularity of initiators of a cascade ci is the highest rank of

the initiators in that cascade: min
b∈ini(ci)

(D(b)). We plot the probability of a blog to join a cas-

cade by varying the initiators’ popularity in Figure 3.15. Observe that there does not exist any

correlation between these two factors.
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Initiators Count Avg. size of cascades Ratio of join
initiators with initiator-media links 3,782 23.32 0.11%
initiators without out-links 4,537 12.51 0.06%

Table 3.4: Initiator data.

Secondly, we examine a property of the initiators related to their out-links to other media

resources. Initiators in a cascade are the posts that do not reference any other post in that

cascade. However, they may reference non-blog media sources such as Flickr, Youtube, etc.

We refer to these links as initiator-media links. Formally, it is defined as follows.

Definition 3.10 Let ci denote the cascade. Then, the initiator-media link of ci, denoted as

I(ci), is defined as:

I(ci) =

{
1 if ∃b ∈ ini(ci), b hyperlinks to non-blog URLs
0 otherwise.

Table 3.4 reports the statistics of initiators that link to these media resources against those

which do not. Observe that the average size of cascades containing initiator-media links is

larger than those which do not have such link. It means that the initiators who reference other

media resources are probable to generate larger cascades than the ones that do not. This phe-

nomenon suggests that bloggers are more inclined to write post on a topic when they have

found related resources from many different media.

Thus, it indicates that bloggers are more probable to join the cascades whose initiators

referenced other media resources. Hence, we propose to use this property as another feature to

predict the cascade affinity. For each cascade, we first identify the initiators within it. After that,

we test whether the initiators have hyperlinks to web pages that belong to non-blog domains.

3.4.5 ANOVA Test

In this section, we conduct a one-way variance analysis (ANOVA) on each of the aforemen-

tioned macroscopic and microscopic features to quantify their significance related to cascade
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Feature Name F p-value
Macro Features Time elapsed 6.88 ≪ 0.001

Number of participants 4.36 ≪ 0.001
star-likeness ratio 1.66 0.024

Micro Features Number of friends 2.85 0.017
Popularity of participants 1.50 0.029

Citing factor 0.77 0.968
Initiator-media link 1.38 0.034

Table 3.5: ANOVA test on cascade features.

affinity. For each feature, we compare the values between blogs which finally joined a cascade

and those did not using the one-way analysis of variance (ANOVA) to test whether the differ-

ence is really caused by the feature values or just by noise in the data. The F and p-values of

each feature is shown in Table 3.5. The result shows that the p-value for citation factor is 0.968

while other features are all less than 0.05. It indicates that the different values of citation factor

in both groups should only be considered as noise. The remaining six cascade features are all

significant for predicting cascade affinity of a blogger.

3.5 Cascade Affinity Prediction

In this section, we describe how the features discussed in previous sections can be exploited to

predict bloggers who may join a cascade. The prediction involves two steps, namely candidate

blog extraction and cascade joining prediction. We elaborate on these steps in turn.

3.5.1 Candidate Blog Extraction

For a given cascade, all blogs in the blogosphere are potential blogs that may join the cascade

in the future. Nevertheless, many of these potential blogs have no interaction (e.g., read the

posts) with the blogs/posts already in the cascade and are unlikely to join the cascade. We

therefore only consider a much smaller set of candidate blogs that are likely to read one or

more posts in the cascade. The candidate blogs are those that have at least one quasi-friend in
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Algorithm 2: Candidate blog extraction algorithm.
Input: cascade set C = {c1,c2, . . . ,cs} extracted from the data set
Output: candidates ∆i for each cascade ci

1 begin
2 foreach cascade ci ∈ C do
3 foreach blog b j ∈ ϕi do
4 ∆i( j) = {r

∣∣b j ∈ Fr(t i( j))};
5 ∆i = ∆i∪∆i( j);

the given cascade. Formally, for a given cascade ci, the candidate blogs cand(ci) that may join

ci is given by the following equation.

cand(ci) = { j
∣∣Fj∩ϕi ̸=∅} (Eq. 3.1)

The algorithm for extracting candidate blogs is outlined in Algorithm 2. Recall that quasi-

friend is defined based on the number of times (i.e., K ) a blog cites posts from another blog.

Hence, the number of candidate blogs extracted for a given cascade naturally depends on the

threshold K . In our experiments, we set K = 2 by default.

For all cascades in our dataset, there are 312,414 candidate blogs extracted by Algorithm 2.

On average, 43 candidates are extracted for each cascade. Naturally, the number of candidate

blogs increases along the number of participants in a cascade. Particularly, for a cascade having

fewer than 10 participants, there are 39 candidate blogs on average; for a cascade having 11−

20 participants, this value increases to 64 candidates on average; for a cascade having more

than 20 participants, there are 81 candidates on average. From the numbers reported, candidate

blog extraction greatly reduces the number of blogs to be considered in the prediction with

respect to the total number of blogs in our data set. As an evaluation of candidate extraction,

Table 3.6 shows 76.1% blogs that join a cascade have at least a quasi-friend in it when we set

K = 2.
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3.5.2 SVM-based Cascade Affinity Prediction

We now present two techniques that exploits the macroscopic and microscopic features to

predict blogs that may join a cascade. One takes a non-probabilistic approach whereas the

other is probabilistic in nature. In this subsection, we present the former approach first. We

discuss the probabilistic approach in the next subsection. In Section 3.6, we shall empirically

compare these two strategies.

The prediction task can be naturally formulated as a binary classification task. Many exist-

ing classifiers (e.g., Naı̈ve Bayes, k-Nearest Neighbors, and Support Vector Machines) indeed

return a category relevance score for each data instance to be classified indicating its likelihood

of belonging to a pre-defined category. We adopt a non-probabilistic binary classifier Support

Vector Machines (SVM) [90] due to its promising results reported in many data mining/machine

learning tasks. SVM models all the samples including both positive and negative ones as points

in high dimensional space. The training of SVM learns a hyperplane in the space. The hyper-

plane learned from SVM model should be able to separate the positive training examples from

the negative ones with the largest margin.

Formally, the training data is represented as a set of points in a 7-dimensional space: D =

{(xi,yi)|xi ∈ R7,yi ∈ {−1,1}}. yi is either 1 or −1, indicating the class to which the point

belongs. xi is a 7-dimensional vector. Our target is to find a hyperplane that divides the points

having yi = 1 from those having yi = −1 with the maximal margin. Actually, any hyperplane

can be written as the set of points x that satisfies the following equation:

w ·x−b = 0

where w is normal vector and perpendicular to the hyperplane. The vector w and a parameter

b to be learned from the training data by minimizing the function:

w⊤ ·w

69



CHAPTER 3. BLOG CASCADE AFFINITY, ANALYSIS AND PREDICTION

subject to

yi(w ·xi−b)≥ 1.

In order to learn an SVM classifier, those candidate blogs that eventually joined and did not

join the target cascades were used as positive and negative examples, respectively. Moreover,

all the candidates extracted using Algorithm 2 are formulated as vectors in order to fit in the

model. For example, a candidate sample b j is represented as 7-dimensional vector:

−→
b j = [b j1,b j2, . . . ,b j7]

⊤

Within the vector, each entry is the value of one of the seven macroscopic and microscopic

features discussed in Sections 3.3 and 3.4.

Given the learned model, we compute a score for an unlabeled object b j using its decision

function:

f (b j) = w ·b j−b.

In our setting, a larger f (b j) indicates more likelihood of b j joining the target cascade.

3.5.3 Bipartite Markov Random Field-based (BiMRF) Cascade Affinity
Prediction

Other than SVM, we then adopted a probabilistic approach to predict the likelihood of joining

a cascade which is based on Bipartite Markov Random Field (BiMRF). BiMRF [86] models

the group joining behavior as a bipartite graph where the vertices at one side are associated

with the variables B = {bi}N
i=1 which represent users, and the vertices at the other side are

associated with variables C = {c j}M
j=1 which represent cascades. The advantage of using the

BiMRF model in this problem is that it can explicitly incorporate the relationship between

bloggers and cascades. Moreover, it has been proved to be more effective than other ap-

proaches in modeling the group joining behavior [86]. Similar to SVM-based approach, based
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on the observed value of each feature, we study the joining behavior at different time step

independently using BiMRF model. In the model, each user is a 7-dimensional feature vec-

tor bi = [bi1,bi2, . . . ,bi7]
⊤, the values of which may change over time. Let O denote all the

observations, including users and their features, cascades and their features as well as the con-

nections of users. Let E = {Et
i j : 1 ≤ i ≤ N,1 ≤ j ≤ M and 1 ≤ t ≤ T} be a set of random

variables where ei j = 1 if the user bi joins cascade c j at time t; otherwise it is 0. Let {e} denote

an instance of E. Then given the observations, BiMRF defines a conditional distribution as

follows:

p({et}|O) =
1

Z(w)
exp(

K

∑
k=1

ωk fk({et},O))

where fk are feature functions and ωk are their weights which will be learned. As BiMRF treats

the joining behavior at different time snapshots independently given the observed features,

p({e}|O) = ∏T
t=1 p({e}|O).

Formally, the dataset is a pairing of observations and joining behaviors (i.e., D = {⟨{e},O⟩}).

The best model to fit the data is the one with the maximum conditional likelihood: L =

log p({e}|O). We define feature functions to compute the feature values fk({e},O) in the

above equation. For example, the feature function to compute the feature value of number of

participants is as follows.

fnop(et
i j = 1,ci,b j, t) = N j(ci).

Thus, the optimized ωk is learned by maximizing the likelihood:

L = log p({e}|O).

In line with [86], the optimization is achieved using L-BFGS (Limited Memory Broyden-

Fletcher-Goldfarb-Shanno) algorithm [91].
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With the weights ωk learned from the training data, the probability that user b j joins cascade

ci at time t is given by computing the marginal probability

p(et
i j = 1|O).

3.6 Experiments

3.6.1 Experimental Setting

For both prediction models, we conducted experiments on our data set using 5-fold cross val-

idation to evaluate the effectiveness of the features in predicting cascade affinity of candidate

blogs. That is, the data set was randomly partitioned into 5 parts and in each evaluation, 4 parts

were used as training data and the remaining part was used as test data. The results reported

are averaged over the 5 runs.

The commonly used performance evaluation measures in classification tasks are precision,

recall and F1. Precision, denoted by Pr, is the percentage of blogs that eventually joined the

target cascade among all blogs predicted to be joining. Recall, denoted by Re, is the percentage

of the correct predictions among all blogs that eventually joined the target cascade. Note that,

recall is computed with respect to all blogs that finally joined the target cascade regardless of

whether the blogs are identified as candidate blogs or otherwise. F1 =
2×Pr×Re

Pr+Re is the harmonic

mean of precision and recall. However, both precision and recall are threshold-dependent. A

higher threshold leads to higher precision but lower recall. In our experiments, we are more

interested in the effectiveness of the features in ranking the candidate blogs according to the

likelihood of joining the target cascade. We therefore adopted the area under Precision-Recall

curve (AUC-PR) as the evaluation metric.
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Value of K Candidate size (max. recall) Highest F1-measure
SVM BiMRF

K =1 946,329 (0.916) 0.707 0.702
K =2 312,414 (0.761) 0.725 0.711
K =3 80,482 (0.242) 0.227 0.227

Table 3.6: Effect of different values of K .

3.6.2 Experimental Results

Justification of candidate set. Recall that the number of candidate blogs is affected by the

parameter K . As K increases, the number of quasi-friends identified decreases. Consequently,

the candidate blog set shrinks. As a result, the maximum recall decreases, but the prediction

performance may not. To determine the optimum value for K , we conducted the prediction

using different values of K . Table 3.6 shows the sizes of candidate blog sets for different K as

well as the highest F1-measures achieved by selecting the best thresholds in both models. Ob-

serve that in both models the best F1-measures are achieved at K = 2. Hence, in the subsequent

experiments we shall set K = 2.

Comparison of feature sets. Recall that we have identified seven features for cascade affinity

prediction, namely number of friends, popularity of participants, number of participants, citing

factor, elapsed time, star-likeness ratio and initiator-media link. To evaluate the effectiveness

of these features, we conduct 8 sets of experiments. The first set of experiments uses all seven

features for prediction. This feature set is denoted by “ALL” in Table 3.7. In each of the

following seven experiments, one feature is removed. For instance, “A-NF” denotes that the

feature number of friends is removed and the remaining six features are used for prediction. In

Table 3.7, a ‘X’ indicates that the feature is used and ‘-’ otherwise.

The prediction performances measured by AUC-PR are reported in the last two rows in

Table 3.7. Using all the seven features, the prediction achieves AUC-PR of 0.615 for SVM and

0.610 for BiMRF. We can make the following observations:
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Features/AUC-
PR/Feature
set

ALL A-NF A-PP A-NP A-CF A-ET A-IP A-SR

Number of
friends

X - X X X X X X

Popularity of
participants

X X - X X X X X

Number of par-
ticipants

X X X - X X X X

Citing factor X X X X - X X X
Elapsed time X X X X X - X X
Initiator-media
link

X X X X X X - X

star-likeness ra-
tio

X X X X X X X -

AUC-PR (SVM) 0.615 0.066 0.588 0.604 0.625 0.604 0.592 0.595
AUC-PR
(BiMRF)

0.610 0.055 0.588 0.599 0.618 0.587 0.587 0.589

Table 3.7: Feature set notations and prediction performance in AUC-PR

• Removal of number of friends resulted in significant drop in prediction performance to

0.046 in both models indicating that number of friends is the most important factor that

affects a blogger’s cascade affinity.

• Removal of either popularity of participants, number of participates, star-likeness ratio,

elapsed time or initiator-media link led to a small performance degradation. These five

features indeed contribute to the cascade affinity modeling.

• An interesting observation is that removal of the citing factor in both models led to better

AUC-PR than using all the seven features. This result clearly indicates that the citing

factor introduces noise in the prediction, which is consistent with our ANOVA test results

reported in Section 3.4.5. The remaining six features, number of friends, popularity of

participants, number of participates, elapsed time, star-likeness ratio and initiator-media

link achieve the best performance.

• We conduct additional two experiments using only macroscopic or microscopic features.
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Figure 3.16: Precision-Recall Curves for different features.

Microscopic features achieve AUC-PR of 0.533 for SVM (0.519 for BiMRF) whereas

macroscopic ones only exhibit AUC-PR of 0.064 for SVM (0.059 for BiMRF). This is

because the number of friends is one of the microscopic features.

Figure 3.16 plots the Precision-Recall curves of using eight different feature sets. Under

the SVM model, all the seven runs (except for “A-NF”) achieve almost perfect precision before

recall reached 0.57. Sharp drop of precision is then observed along with the increase of recall.

In contrast, all the seven runs of BiMRF model (except for “A-NF”) achieve almost perfect

precision before recall reached 0.48. As the recall increases, precision in BiMRF drops down

more smoothly than that of SVM model. However, SVM and BiMRF show almost the same

AUC-PR. Thus, both models can be applied for cascade affinity prediction.

Figure 3.17 shows the precision, recall and F1-measure by varying the threshold for the

feature set “A-CF”, which has the best prediction performance among all the approaches. Cit-

ing factor introduces noise in the prediction may be caused by the following reasons. Firstly,

bloggers may not always post on the same blog site such that we are not able to completely

acquire their historical postings. Secondly, citing factor may not be independent with some
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Figure 3.17: Precision, Recall and F1-measure for “A-CF”.
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Figure 3.18: Significance of time for modeling number of friends.

other feature examined (i.e., number of friends) which causes their contributions inaccurately

evaluated.

Both precision and recall of BiMRF model change more smoothly than those of SVM model

as the thresholds increase, indicating that SVM model results in a clearer margin between the

score of positive samples and negative ones.

Significance of time for modeling number of friends. Recall that in Section 3.4.1, we illus-
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predicted

score
label

target

cascade ID
candidate blog URL of the posts that joined the target cascade

0.8853 1 3442 http://redux.quinews.com http://redux.quinews.com/2008/06/nba-finals-game-1-react/ 

0.8851 1 532 http://redux.quinews.com http://redux.quinews.com/2008/06/cohens-on-race-and-politics/ 

0.8848 1 4530 http://redux.quinews.com http://redux.quinews.com/2008/06/google-launching-gmail-labs-tonight/ 

0.8841 1 1032 http://genealogy.darlingranges.com http://genealogy.darlingranges.com/genealogy-2008-05-06-181713/ 

0.884 1 4705 http://redux.quinews.com http://redux.quinews.com/2008/05/spencer-tunick-section-2008-people-at-the/ 

0.8839 1 5411 http://politics.nuovoportale.com http://politics.nuovoportale.com/huffpo-mccain-mooched-off-the-vietnamese-taxpayers

0.8839 1 7230 http://www.dailynewscaster.com http://www.dailynewscaster.com/2008/06/16/orbiting-the-blogoshpere-2/ 

0.8838 1 2039 http://redux.quinews.com http://redux.quinews.com/2008/05/haze-review-610-score-swedish-gamereactor/ 

0.8836 1 2822 http://www.francislarkin.com http://www.francislarkin.com/2008/06/fivethirtyeightcom-electoral-projections-done-right

0.8834 1 5933 http://redux.quinews.com http://redux.quinews.com/2008/05/does-chyler-leigh-sex-tape/ 

Figure 3.19: Top 10 candidates that are most probable to join a cascade (SVM).

trated the significance of time in modeling the number of friends. To justify the goodness of

our solution, we compare it with the approach that ignores time. Specifically, if we discard the

temporal issue in modeling quasi-friends then the definition of Γi(α) (the set of blogs having

α friends in cascade ci) is modified as follows.

Γi(α) = {b j
∣∣|Fj(T ∗)

∩
ϕi|= α}

We update the number of friends feature in each candidate vector using the above formula.

Using the updated feature vectors, we perform the prediction again. The performance of ig-

noring the time in quasi-friend identification shows a small AUC-PR 0.211 (0.216 for BiMRF)

whereas our proposed solution achieves 0.615 (0.610 for BiMRF). The comparison between

the Precision-Recall curve of this approach and our proposed solution is shown in Figure 3.18.

Both curves use all the seven features. “FRTM” represents the approach that discards the tem-

poral aspects in number of friends. It is clear that time is an important factor in quasi-friend

identification as it achieves significantly better prediction compared to the approach that ig-

nores time.

Prediction of top-k bloggers. To study the prediction accuracy of top-k blogs that are inclined

to join a cascade, we compute the precision of our approach to retrieve top-k bloggers ranked

based on the predicted scores. Specifically, for each cascade ci having more than k positive

samples, we generate the top-k predicted blogs and compute the precision as follows: Pri(k) =
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predicted

score
label

target

cascade ID
candidate blog URL of the posts that joined the target cascade

0.4314 1 5411 http://politics.nuovoportale.com http://politics.nuovoportale.com/huffpo-mccain-mooched-off-the-vietnamese-taxpayers

0.4281 1 4530 http://redux.quinews.com http://redux.quinews.com/2008/06/google-launching-gmail-labs-tonight/ 

0.4218 1 3442 http://redux.quinews.com http://redux.quinews.com/2008/06/nba-finals-game-1-react/ 

0.4202 1 532 http://redux.quinews.com http://redux.quinews.com/2008/06/cohens-on-race-and-politics/ 

0.4202 1 7230 http://www.dailynewscaster.com http://www.dailynewscaster.com/2008/06/16/orbiting-the-blogoshpere-2/ 

0.4185 1 2822 http://www.francislarkin.com http://www.francislarkin.com/2008/06/fivethirtyeightcom-electoral-projections-done-right

0.4164 1 1032 http://genealogy.darlingranges.com http://genealogy.darlingranges.com/genealogy-2008-05-06-181713/ 

0.4153 1 3144 http://redux.quinews.com http://redux.quinews.com/2008/06/jim-johnson-obama/

0.3914 1 2039 http://redux.quinews.com http://redux.quinews.com/2008/05/haze-review-610-score-swedish-gamereactor/ 

0.3814 1 4621 http://redux.quinews.com http://redux.quinews.com/2008/05/free-battlestar-galactica-episodes/

Figure 3.20: Top 10 candidates that are most probable to join a cascade (BiMRF).

k 1 2 3 4 5
Pravg(k) (SVM) 0.970 0.783 0.722 0.734 0.763
Pravg(k) (BiMRF) 0.970 0.762 0.716 0.722 0.744

Table 3.8: Average precision versus top-k.

#true positive
k . Then for a given k, we compute the average precision, denoted as Pravg(k),

using the following formula.

Pravg(k) =
∑|ϕi|≥k Pri(k)∣∣{ci

∣∣|ϕi| ≥ k}
∣∣

Table 3.8 shows average precision values for different k values highlighting the goodness of our

approach. Note that Pravg(k) may not monotonically decrease with increasing k as the number

of cascades in the denominator depends on k.

Figures 3.19 and 3.20 show the top-10 candidate blogs over entire cascades collection. If

the candidate is a positive sample, we also show the corresponding URL of the post that joins

the target cascade.

Using only the number of friends as feature. As mentioned above, the number of friends is

a key feature that affects a blogger’s cascade affinity. To further validate this, we conducted

another experiment using only the number of friends as feature. The AUC-PR in this case is

0.445 for SVM and 0.434 for BiMRF.

In fact, if we list the top-10 candidate blogs (similar to Figures 3.19 and Figures 3.20)

using only the number of friends in SVM or BiMRF, we can also get 10 positive samples which
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k 1 2 3 4 5
Pravg(k) (SVM) 0.643 0.561 0.597 0.571 0.573
Pravg(k) (BiMRF) 0.612 0.515 0.535 0.564 0.558

Table 3.9: Average precision versus top-k using only number of friends.

eventually join the target cascades. However, when we compute the average precision values

for different k values (similar to Table 3.8), the aforementioned approach shows poor results as

reported in Table 3.9. It indicates that the approach using only the number of friends as feature

is not superior to the proposed technique that uses an array of features. The former can only

find very limited number of candidate blogs which are most likely to join target cascades but

fails to demonstrate enough precision in order to predict the affinity in each individual cascade.

Comparison of the performance between SVM and BiMRF model. We compare the per-

formances of the SVM and BiMRF models using the prediction results shown in Table 3.7 and

Figure 3.17. We can make the following observations.

• In both models, removal of the citing factor perform the best, then is the approach using

all the features. However, the removal of either elapsed time or initiator-media link does

not perform better than the removal of popularity of participants in BiMRF, which is not

the case in SVM.

• In general, both SVM and BiMRF models show satisfactory prediction results with AUC-

PR over 0.61 when using the best feature set “A-CF”. However, SVM performs slightly

better than BiMRF model for all the other feature sets.

• The precision and recall curves by varying the threshold of both SVM and BiMRF model

almost exhibit the same shape, except that the curves of BiMRF model is smoother than

those of SVM. It suggests that SVM model tends to produce clearer margin between

positive class and negative one.

79



CHAPTER 3. BLOG CASCADE AFFINITY, ANALYSIS AND PREDICTION

• Both SVM and BiMRF models exhibit the best average precision with 0.970 when pre-

dicting the top-1 blogger according to Table 3.8. In addition, the average precision of

top-k (k = 2, . . . ,5) of both methods do not vary much. Moreover, 8 out of 10 records in

Figure 3.20 also appear in Figure 3.19, indicating that the results of both models do not

vary much.

3.7 Summary

In this chapter, we analyzed a large publicly available collections of blog information to in-

vestigate bloggers’ behavior and interaction with blog cascades. We have identified in total

seven macroscopic and microscopic features, namely number of friends, popularity of partici-

pants, number of participants, time elapsed since the genesis of the cascade, star-likeness ratio,

initiator-media link and citing factor of the blog, that may play important role in predicting

blog cascade affinity so as to identify most easily influenced bloggers. Such bloggers play

important role in several real-world applications. Note that our proposed features are derived

from structural information of the cascades without any content analysis of posts/blogs. We

performed ANOVA test on these features and showed that all of them, except citation factor,

have significant impact on cascade affinity. The cascade affinity prediction is then formulated

as a classification task and a non-probabilistic (SVM-based) and a probabilistic (BiMRF clas-

sifier) methods are employed. Using the prediction scores from the SVM-based approach or

the conditional probability from BiMRF, the candidate blogs can be ranked according to their

probability of joining a cascade. We have evaluated different combinations of the features and

our results on cascade affinity prediction is consistent with the ANOVA test. In general, SVM

model performs slightly better than BiMRF model in most of the feature sets. Moreover, SVM

model tends to generate clearer margin between positive class and negative one. The six fea-

tures that have significant impact on cascade affinity achieved the best prediction accuracy of
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0.625 (0.618 for BiMRF) measured by AUC-PR. Our experimental results also showed that the

number of friends plays a significant role in blog cascade affinity prediction.
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Chapter 4

CASINO: Towards Conformity-aware
Social Influence Analysis

In the previous chapter, we present a model to rank the object nodes according to their proba-

bility to join a blog cascade. In this chapter, we shall present a general model to evaluate the

inclination of those object nodes to be influenced in arbitrary social networks. The rest of this

chapter is organized as follows. We first introduce the background of social influence analy-

sis and motivate the research in conformity-aware social influence analysis in Section 4.1. In

Section 4.2 we present the concept of influence and conformity indices. After that, we discuss

the computation algorithm of both indices in Section 4.3. The experimental result in discussed

in Section 4.4. Finally, we conclude the work in this chapter in Section 4.5. A preliminary

version of this chapter has been published in [92].

4.1 Introduction

The goal of social influence analysis is to study individuals’ influence by analyzing the social

interactions between people. Recently, it has attracted tremendous research interest due to

its role in governing the interactions in social networks as well as understanding the spread

patterns of social influence. By identifying the “influentials” in a social network, users may be

able to maximize the influence of a piece of information [4, 42, 64]. Informally, influentials
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uv (+)

u

v

w

wv (-)

v: The new tablet iPad2 

is the best of its kind...

u: Re: iPad 2 is certainly 

an improvement over the 

original iPad...

w: Re: iPad 2 

sucks...

Figure 4.1: Social influence propagation scenario.

are those individuals whose opinions or advices are often accepted and supported by others.

For instance, Domingos and Richardson [64, 66] are the first to study influence maximization

as an algorithmic problem. They proposed a probabilistic model of interaction and heuristics

were given for choosing individuals with a large overall effect on the network. Kempe et

al. [4] studied this problem from discrete optimization perspective and proposed three cascade

models for influence propagation. They proposed a greedy algorithm which aimed to find a

limited number of influentials from whom the information diffusion can be maximized.

Recently, Leskovec et al. [93, 24] viewed online social networks as signed networks, where

social interactions involve both positive and negative relationships (edges). For instance, con-

sider the signed network in Figure 4.1 depicting interactions between a set of individuals. An

edge pointing from u to v denotes that person u trust/agree (resp., distrust/disagree) person

v. An edge representing agreement or trust relationship is labeled as positive (e.g., edge −→uv)

whereas the one representing disagreement or distrust is labeled as negative (e.g., edge −→wv).

Note that social influence flows in the opposite direction of the edges (i.e., v influenced u and

w).

The representation of social interactions as positive and negative relationships demanded a

revisit of the social influence analysis problem as general influence analysis techniques over-
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whelmingly assumed only positive edges among individuals. However, negative relationships

between individuals are valuable in several real-world scenarios (i.e., politics) as they often

carry as much information as the positive ones. For instance, in 2006, 31% of US residents

used the Internet for gathering or sharing political information (above 60 millions people).

28% of them mentioned that most sites they use share their point of views while 29% of the

Internet users mentioned that most challenge their point of views [94]. Thus, it is imperative

to reconsider social influence analysis problem by taking into account the signed interactions

between individuals.

The notion of conformity originated in social psychology in the context of social networks.

It is defined as yielding to perceived group pressure by copying the behavior and beliefs of

others [2]. Several lines of work in social psychology have focused on conducting experiments

on groups of people in order to find the cause of conformity from the aspect of human na-

ture [95, 96, 97]. These efforts identified two major causes of conformity, namely, influential

and normative. The former claims that people conform to others’ opinions for advice [96]; the

latter claims that people conform to others’ opinions in order to be consistent with the social

group regardless whether the opinion is right or not [97]. In this chapter, we are inspired by

the conformity study in social psychology and utilize it to enhance social influence analysis in

online social networks. We take into account the conformity in social influence and propose a

model to evaluate the conformity of each individual in a social group. However, classification

of the causes of conformity within online social networks is beyond the scope of this chapter.

4.1.1 Motivation

A closer analysis of social influence phenomenon in signed networks reveals that there are

three important factors that play a key role. Firstly, an individual’s ability to influence others

(e.g., v in Figure 4.1). Secondly, the nature of social interactions (positive or negative) between

individuals (e.g., −→uv and −→wv). Lastly, the degree of conformity of an individual, which is a
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person’s inclination to be influenced [2]. The last factor is important as empirical studies have

shown that large conversation are not only driven by the limited number of influentials but also

by the large population of the early adopters who accept the influentials’ opinion [98]. For

instance, existing work can only conclude that v in Figure 4.1 may be influential in general and

thus can influence others no matter whom is the object. However, persons u and w may exhibit

different persona in accepting others’ opinions which can be summarized as conformity [2].

Ignoring this factor may result in an inaccurate conclusion that both u and w will be influenced

by v which deviates from the ground truth that u conforms to v while w does not. Moreover, we

observe that an individual’s ability to influence or conform is context-sensitive. For example,

reconsider Figure 4.1, where u conforms to v’s opinion on iPad 2 . However, it does not

necessarily mean that u will always conform to v on any topic. For instance, u may not agree

with v on conversation related to salsa dancing as u may believe that she is a better dancer

than v. Additionally, v may not even be considered as influential on this topic.

Despite the benefits of the state-of-the-art social influence analysis techniques, a key limi-

tation is their inability to systematically exploit the aforementioned second and third factors for

superior analysis. Majority of existing research have overwhelmingly focused on considering

only the positive relationships. Only very recently Cai et al. [56] took a step towards classifying

influential individuals into Positive Persona, Negative Persona, and Controversy Persona, by

exploiting both positive and negative relationships in the network. However, they ignored the

effect of conformity of individuals on influentials. To elaborate further, consider the two signed

networks in Figure 4.2 where an edge −→uv with positive (resp., negative) sign indicates u trust

(resp., distrust) v. The shadowed part depicts the conformity of individuals u1 and u2. Specifi-

cally, u1 is easily convinced by others whereas u2 is not. Thus, it is easier for v1 to influence u1

than v2 to influence u2. However, state-of-the-art approaches have ignored this issue and failed

to differentiate between these two cases. Consequently, these conformity-unaware techniques

compute the same influence score for v1 and v2. However, an individual’s influence should
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be increased if a larger number of users conform to her (positive interactions) but decreased

if she is distrusted by individuals who are not conforming to her (negative interactions). Is it

possible to design a conformity-aware social influence analysis strategy that can address the

aforementioned limitation? In this chapter, we provide an affirmative answer to this question.

In a different direction, there are also large bodies of work involving positive (friendly)

and negative (antagonistic) links in social media. In [93], the authors analyzed two structural

properties of positive edges and negative edges, referred to as balance and status, in three

real-world networks (Slashdot, Epinions and Wiki1). Balance is a classical theory from social

psychology, which postulates that when considering the relationships between three people,

either only one or all three of the relations should be positive. Status is a theory of directed

signed networks which postulates that when person A makes a positive link to person B, then

A is asserting that B has higher status – with a negative link from A analogously implying that

A believes B has lower status. The authors use these two theories to explain the observed edge

signs in undirected and directed social networks.

Leskovec et al. [24] used logistic regression to predict the signs of edges in signed networks

by exploiting 7-dimensional degree features and 16-dimensional triad features of the networks.

They showed that their logistic regression-based method yields higher accuracy in predicting

the signs of edges compared to the state-of-the-art. Besides, the authors demonstrated that

the accuracy of predicting only the positive edges can be improved by taking into account the

negative interactions. In other words, it is often important to consider the interplay between

positive and negative interactions. Recently Cai et al. [56] proposed another feature (i.e., in-

fluence) aside from the 7-dimensional degree features in [24]. A PageRank-like algorithm was

developed to compute the influence of individual users and then use it as another feature in

an SVM classifier to predict the signs of edges. They showed that by taking into account the

social influence of individual users the accuracy of edge sign prediction can be significantly

1http://www.wikipedia.org/
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Figure 4.2: Conformity and negative edge effect.

improved. Based on this, they categorized influence personae into Positive Persona, Negative

Persona, and Controversy Persona. Positive and Negative Personae represent users with high

positive and negative influence, respectively. The last kind of Controversy Persona represents

a group of individuals who are liable to be challenged or supported by many.

In the aforementioned research, different structural features of signed networks (i.e., pos-

itive/negative edges, in/out degree, influence, triad frequency) are used in machine learning

methods in order to predict the signs of edges. However, these research do not address the

following two issues. Firstly, although [56] has taken into account the influence of node u for

prediction of the sign of edge −→uv, it does not consider the conformity of v. That is, whether v

accepts the opinion of u. In contrast, we not only study the influence of u on the sign of edge−→uv

but also investigate the conformity of v and its effect on u’s influence. Secondly, an individual

v may agree with u on a certain topic as u maybe more knowledgeable than her in that topic.

However, v may not agree with u in some other topic where u may not be as proficient as v. In

this chapter, we propose a context-aware strategy which allows the same individual to exhibit

different influence and conformity in different topics.
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4.1.2 Overview and Contributions

We propose a novel algorithm called CASINO (Conformity-Aware Social INfluence cOmputation)

that somewhat departs from existing influence analysis techniques in the following way: where

existing strategies essentially ignore conformity of individuals, CASINO focuses on integrating

the interplay of influence and conformity of individuals for social influence analysis by ex-

ploiting the positive and negative signs of edges. Additionally, it is context-aware, allowing

the same individual to exhibit different influence and conformity over different topics of social

interactions.

Given a social network, if it is a context-aware one, then CASINO first extracts a set of

topic-based subgraphs. Each subgraph depicts the social interactions between individuals as-

sociated with a specific topic. Since the edges of a social network may not be always explicitly

labeled with positive or negative signs, CASINO exploits an existing sentiment analysis tech-

nique to label the edges in each topic-based subgraph. Finally, given a set of signed topic-based

subgraphs, the algorithm iteratively computes the influence and conformity indices of each in-

dividual in each subgraph.

To validate the proposed algorithm, a series of experiments have been conducted on five

public datasets from three popular online social media sites, i.e., Slashdot2, Epinions3, and

Twitter. Epinions and Slashdot are context-free networks where individuals trust (distrust)

each other regardless of any specific topic. The sign of each edge in these networks is explicitly

provided. Twitter is a context-aware network where each conversation is based on a specific

topic. Note that the signs of edges are not explicit in Twitter and hence they need to be extracted

using a sentiment analysis technique.

There is no direct mechanism to justify the list of influentials generated by a generic social

influence analysis technique. Hence, to quantitatively evaluate the performance of CASINO, we

2http://slashdot.org/
3http://www.epinions.com

88



CHAPTER 4. CASINO: TOWARDS CONFORMITY-AWARE SOCIAL INFLUENCE ANALYSIS

borrow the experimental framework articulated by Leskovec et al. [24, 93]. In this framework,

machine-learning based approach is used for discovering the presence of unknown edges and

edge sign prediction, wherein the conformity and influential indices of individuals are used as

additional features to describe the signed edges. The intuition for using this framework is as

follows. When an individual v influences u, it results in an edge −→uv in a social network graph.

Moreover, if v has more influence on u (u is a conformer), then there is a greater probability

of the existence of −→uv. Thus, presence of a positive edge in a social network can be interpreted

as the result of influence of v and conformity of u. In summary, the main contributions in this

chapter are as follows.

• In Section 4.2, we discuss the roles of influentials and conformers in the context of

social influence analysis and describe how to quantify influence and conformity of each

individual in a social network. To the best of our knowledge, we are the first to study the

interplay of influentials and conformers with the goal of social influence analysis.

• In Section 4.3, we propose an iterative algorithm called CASINO that utilizes signs of

social interactions (edges) to compute the influence and conformity indices of each ver-

tex in an arbitrary social network. Moreover, we prove that the proposed algorithm is

guaranteed to converge.

• By applying CASINO to real-world online social media sites, in Section 4.4, we strongly

demonstrate the effectiveness and superiority of CASINO compared to state-of-the-art

approaches and at the same time reveal several interesting characteristics of influentials

and conformers in these sites.

4.2 Influence and Conformity

In this section, we formally introduce the notion of influence and conformity in the context of

signed social networks. We begin by briefly introducing signed social networks, which lie at
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Table 4.1: Symbols.

Symbol Semantics

G social network graph
V vertex set
E edge set
E+ positive edge set
E− negative edge set
A topic ID
EA edge correlated with topic A
GA subgraph correlated with topic A
G topic-based subgraph set
Ω(·) conformity index
Φ(·) influence index
ΩA(·) conformity index with respect to topic A
ΦA(·) influence index with respect to topic A
−→uv the edge pointing from u to v
−→
uAv the edge pointing from u to v on context topic A

the foundation of our proposed strategy. In the sequel, we shall use the notations shown in

Table 4.1 to represent different concepts.

4.2.1 Signed Social Networks

Social interactions in online social networks can be either positive (indicating relations such

as friendship) or negative (indicating relations such as distrust and opposition). For instance,

in online rating sites such as Epinions, people can give both positive and negative ratings not

only to items but also to other users. In online discussion sites such as Slashdot, users can tag

other users as “friends” (positive) and “foes” (negative). In blogosphere and Twitter, the reply

relationship among users can be a positive or a negative one. In our following discussion, we

treat such social interaction as signed directed graph.

In a signed social network G(V,E), each edge has a positive or negative sign depending

on whether it expresses a positive or negative attitude from the generator of the edge to the

recipient [24]. Specifically in this chapter, a positive sign indicates that the recipient supports
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the opinion of the generator whereas the negative sign represents otherwise. For example, Fig-

ure 4.2(b) depicts a signed social network. The positive edge E+ = {−−→u2v2} represents trust

relationship while the negative ones (E− = {−−−→w20v2,
−−−→u2w21,

−−−→u2w22,
−−−→u2w23}) represent distrust re-

lationships. Note that the signs on the edges are not always available explicitly. In networks

such as Epinions and Slashdot, the sign of each edge is explicitly provided. However, in other

networks such as blogosphere and Twitter the sign of each edge is not explicitly available. In

this case, we need to preprocess the network using text mining methods to discover signs asso-

ciated with the links (detailed in Section 4.3.2). Consequently, a social network G(V,E) con-

taining both positive and negative edges can be represented using a pair of graphs G+(V,E+)

and G−(V,E−) such that the following hold.

∀−→uv ∈ E,

(−→uv ∈ E+)∩ (−→uv ∈ E−) = 0,

(−→uv ∈ E+)∪ (−→uv ∈ E−) = 1

In other words, G+(V,E+) denotes the induced graph of positive edges E+ (trust/agreement

relationship) and G−(V,E−) denotes that of negative edges E− (distrust/disagreement relation-

ship).

4.2.2 Definitions

In our approach, each individual (vertex) in a signed network is associated with a pair of in-

fluence index and conformity index to describe the power of influence and conformity of the

individual, respectively. Reconsider the signed network in Figure 4.2(b). Intuitively, a person

is influential if there are many people conforming to him. Thus in the scenario, the influence of

v2 should increase when the accumulated conformity of those who trust v2 (i.e., u2) increases.

On the other hand, a person which is distrust by many people, who always conform to others,

should exhibit little influence. Thus, the influence of v2 should decrease when the accumulated
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conformity of those who distrust v2 (i.e., u2) increases. Hence, the influence index of an in-

dividual should capture this interplay of influence and conformity and penalize her whenever

necessary.

Definition 4.11 [Influence Index] Let G+(V,E+) and G−(V,E−) be the induced graphs of the

signed social network G(V,E). The influence index of vertex v ∈V , denoted as Φ(v), is defined

as follows.

Φ(v) = ∑
−→uv∈E+

Ω(u)− ∑
−→uv∈E−

Ω(u)

where Ω(u) represents the conformity index of vertex u ∈V .

Similarly, the conformity index of u2 in Figure 4.2(b) depends on the influences of vertices

which are trusted or distrusted by u2. Intuitively, as the aggregated influence of those vertices

which u2 trust (e.g., v2) increases, u2 is more inclined to conform to others. On the other hand,

when the aggregated influence of vertices which u2 distrust (e.g.,, w21,w22,w23) increases, u2

is less inclined to conform to others. This intuition is captured by conformity index which is

defined as follows.

Definition 4.12 [Conformity Index] Let G+(V,E+) and G−(V,E−) be the induced graphs of

the signed social network G(V,E). The conformity index of vertex u ∈ V , denoted as Ω(u), is

defined as follows.

Ω(u) = ∑
−→uv∈E+

Φ(v)− ∑
−→uv∈E−

Φ(v)

where Φ(v) is the influence index of vertex v ∈V .

Thus, according to the above definition the influence index of v2 in Figure 4.2(b) can be

computed as Φ(v2) = Ω(u2)−Ω(w20). The conformity index of u2 is computed as Ω(u2) =

Φ(v2)−Φ(w21)−Φ(w22)−Φ(w23). Observe that the aforementioned definitions of influence
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Figure 4.3: Overview of CASINO.

and conformity are mutually dependent on each other. Consequently, a recursive computation

framework is necessary to compute these two indices. In the next section, we shall present

an algorithm called CASINO that computes the influence index and conformity index of every

vertex iteratively.

4.3 Conformity-aware Influence Computation

In this section, we formally describe the algorithm CASINO for computing conformity and

influence indices of individuals in a social network containing positive and negative edges. We

begin by briefly describing the notion of context-aware and context-free signed social networks

to represent real-world online networks.

4.3.1 Context-aware and Context-free Networks

Online social networks can be classified into context-aware and context-free networks. The

former represent networks where the edges are associated with topics (context) as social inter-

actions may often involve conversations on specific topics. For example, each conversation in

Twitter is based on a specific topic. Figure 4.1 depicts interactions between three users on the

topic iPad 2 . On the other hand, interactions in context-free networks do not involve specific

topics. For example, in Epinions and Slashdot individuals trust (distrust) each other regardless

of any specific topic.
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Algorithm 3: The CASINO algorithm.
Input: Social network G(V,E)
Output: the influence index IA = (ΦA(u1),ΦA(u2), . . . ,ΦA(uℓ)) and conformity index

CA = (ΩA(u1),ΩA(u2), . . . ,ΩA(uℓ)) for V = {u1,u2, . . . ,uℓ} and for each topic A
1 begin
2 if G is context-aware then
3 G ← extractSubgraph(G);

4 else
5 G = {G};
6 foreach GA ∈ G do
7 if GA is not a signed network then
8 (G+

A (VA,E+
A ),G−A (VA,E−A ))← edgeLabel(GA);

9 (IA,CA)← indicesCompute(G+
A (VA,E+

A ),G−A (VA,E−A ));

The leftmost social network in Figure 4.3 is an example of context-aware social network

where an edge labeled as A1,A2 indicates that the pair of individuals communicate with each

other on topics A1 and A2.

4.3.2 The Algorithm CASINO

The CASINO (Conformity-Aware Social INfluence cOmputation) algorithm is outlined in Al-

gorithm 3 and consists of three phases, namely the topic-based subgraph extraction phase (Line

3), the edge labeling phase (Line 8), and the indices computation phase (Line 9).

Figure 4.3 depicts an overview of the CASINO algorithm. Given a social network G(V,E),

if it is a context-aware network then the topic-based subgraph extraction phase extracts a set of

subgraphs of G (denoted by G) where each subgraph GA(VA,EA) ∈ G contains all the vertices

and edges in G associated with a specific topic A. Each subgraph GA represents positive or

negative attitudes of individuals toward opinions of others in G with respect to the topic A.

In our experiment (e.g., Twitter), we can directly acquire a set of posts that belong to a given

topic using Twitter API. After that, we construct a sub-graph for each topic by traversing the

links between the posts. For instance, in Figure 4.3, this phase generates three topic-based

subgraphs, namely, GA1 , GA2 , and GA3 , for topics A1, A2, and A3, respectively. Recall that
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edges of a social network may not be explicitly labeled with positive or negative signs. This

is especially true for context-aware networks (e.g., Twitter). On the other hand, links in many

context-free networks (e.g., Slashdot and Epinions) are explicitly labeled with signs. Hence,

it is important to label the edges in each topic-based subgraph GA. The objective of the edge

labeling phase is to assign sign to each edge by analyzing the sentiment expressed by the

generator and recipient of the edge. Figure 4.3 depicts the labeling of GA1 . Finally, given a set

of signed topic-based subgraphs G , the goal of the indices computation phase is to iteratively

compute the influence and conformity indices of each individual in each GA ∈G . Observe that

a vertex v in G may have multiple pairs of indices if v is involved in more than one topic-based

subgraph. Since the first phase is straightforward, we now elaborate on the remaining two

phases in turn.

The edge labeling phase. The edge labeling method varies with dataset. In this chapter, we

adopt the method described in Algorithm 4. We denote each edge −→uv associated with topic A

as
−→
uAv. This enables us to differentiate between an edge which shares the same generator and

recipient for more than one topic. For each edge
−→
uAv in a topic-based subgraph GA, we identify

5-leveled sentiment (i.e., like, somewhat like, neutral, somewhat dislike, dislike) expressed at

both ends using LingPipe [99] which is a popular sentiment mining package adopted in several

recent research [100, 101, 26, 102] (Lines 4-5). Note that LingPipe has been tested to provide

very promising results (i.e., with accuracy over 85% in most cases [26, 100]) on sentiment

extraction. If the sentiments at both ends are similar (sentiment similarity threshold is less than

ε), we denote the edge as positive (Lines 6-7). Otherwise, we denote it as negative (Lines 8-9).

Indices computation phase. Given a topic A and topic-based subgraph GA, the preceding

phase generates G+
A and G−A . Without loss of generality, assume that there are |G | different

topics. Then, we are able to compute an individual’s influence and conformity indices for each

topic (i.e., ΦA(u) and ΩA(u)). We now elaborate on the algorithm for computing these indices.
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Algorithm 4: The edgeLabel procedure.
Input: Topic-based subgraph GA(VA,EA) induced by topic A,
Output: G+

A (VA,E+
A ) and G−A (VA,E−A ) such that: E+

A ∪E−A = EA and E+
A ∩E−A =∅

1 begin
2 E+

A = E−A =∅;
3 foreach

−→
uAv ∈ EA do

4 u.sentiment← LingPipe.sentExtr(u);
5 v.sentiment← LingPipe.sentExtr(v);
6 if |u.sentiment− v.sentiment|< ε then
7 E+

A = E+
A ∪{

−→
uAv}

8 else
9 E−A = E−A ∪{

−→
uAv}

Algorithm 5 outlines the strategy for computing a pair of influence and conformity indices

(Φ(u), Ω(u)) for each vertex u. It first initializes the influence index and conformity index of

all vertices to be 1 (Lines 1-4). Subsequently, in each iteration it computes them for each vertex

by using the values of the indices in previous iteration (Lines 6-8) and normalizing these values

using the square root of the summation of all vertices’ index values (Lines 9-13). The algorithm

terminates when both indices converge. We shall now prove that the proposed algorithm is

guaranteed to converge after a fixed number of iterations n. In other words, the difference

between an arbitrary node’s indices between n and n+1 rounds of iteration is insignificant and

hence we do not need to consider additional iterations.

Theorem 4.1 The indicesCompute procedure described in Algorithm 5 converges.

Proof: (Sketch)

According to Definition 4.11, for each vertex u its influence index Φ(u) can be computed

as the following.

Φ(u) = ∑
−→
u′u∈E+

Ω(u′)− ∑
−→
u′u∈E−

Ω(u′)
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Algorithm 5: The indicesCompute procedure.
Input: G(V,E) = G+(V,E+)∪G−(V,E−)
Output: the influence index I= (Φ(u1),Φ(u2), . . . ,Φ(uℓ)) and conformity index

C= (Ω(u1),Ω(u2), . . . ,Ω(uℓ)) for V = {u1,u2, . . . ,uℓ}
1 begin
2 k = 1 /*initialize iteration counter*/ ;
3 foreach u ∈V do
4 Φk(u) = Ωk(u) = 1

5 while I or C not converged do
6 foreach u ∈V do
7 Φk+1

0 (u) = ∑
−→vu∈E+

Ωk(v)− ∑
−→vu∈E−

Ω(v);

8 Ωk+1
0 (u) = ∑

−→uv∈E+

Φk(v)− ∑
−→uv∈E−

Φ(v);

9 foreach u ∈V do
10 Φk+1(u) = Φk+1

0 (u)√
∑

v∈V
Φk+1

0 (v)2
;

11 Ωk+1(u) = Ωk+1
0 (u)√

∑
v∈V

Ωk+1
0 (v)2

;

12 Ik+1 = (Φk+1(u1),Φk+1(u2), . . . ,Φk+1(ul));
13 Ck+1 = (Ωk+1(u1),Ωk+1(u2), . . . ,Ωk+1(ul));
14 k = k+1;

If we denote I =(Φ(u1), Φ(u2), . . ., Φ(uℓ))⊤ and C =(Ω(u1), Ω(u2), . . ., Ω(uℓ))⊤ for

V = {u1, u2, . . ., uℓ}, then the computation of both indices in each iteration can be represented

as:  I= A⊤+C−A⊤−C

C= A+I−A−I

where A+ and A− represent the adjacency matrices for G+ and G−, respectively. If we substi-

tute C in the first equation using the second equation, then the first line turns into the following:

Ik+1 =
1
Z
(A⊤+−A⊤−)(A+−A−)Ik

=
1
Z
(A+−A−)⊤(A+−A−)Ik
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Table 4.2: Statistics of context-free datasets.

Dataset #nodes #edges #positive edges #negative edges

Slashdot1 77,357 516,575 396,378 120,197
Slashdot2 81,871 545,671 422,349 123,322
Slashdot3 82,144 549,202 425,072 124,130

Epinions 131,828 841,372 717,667 123,705

Table 4.3: Statistics of the context-aware dataset.

Dataset #tweets #trends #tweeters #edges

Twitter 1,054,261 21,917 576,894 1,230,748

where Z is a normalizing factor such that ∥Ik+1∥ = 1. If we compute Ik+1 using Ik for k =

1,2, . . . ,n recursively, then In+1 should be the unit vector along the direction of

((A+−A−)⊤(A+−A−))n(A+−A−)⊤(1,1, . . . ,1)⊤.

Similarly, Cn+1 should be the unit vector along the direction of

((A+−A−)(A+−A−)⊤)n+1(1,1, . . . ,1)⊤.

According to the result in [103], if M is a symmetric matrix, and v is a vector not orthogonal

to the principal eigenvector ω1(M), then the unit vector in the direction of Mkv converges to

ω1(M) as k increases.

Comparing with our case, (1, 1, . . ., 1)⊤ is not orthogonal to ω1((A+−A−)(A+−A−)⊤),

thus Ck converges. Similarly, Ik also converges.

In summary, both Φ(u) and Ω(u) converge.

Observe that the aforementioned technique can easily be extended to compute the aggre-

gated indices of an individual by taking into account the entire social network G over all topics

A = 1, . . . , |G |. In this case, E+ and E− in Definitions 4.11 and 4.12 are replaced by
∪|G |

A=1 E+
A

and
∪|G |

A=1 E−A , respectively.
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4.4 Experimental Study

In this section, we report experimental results to quantitatively measure the performance of

CASINO for discovering influential individuals by considering the conformity of others. To

this end, we borrow the experimental framework articulated by Leskovec et al. [24, 93], in

which machine-learning based approach is used for discovering the presence of unknown edges

and edge sign prediction by exploiting various edge features. By considering conformity and

influence indices as new features for classification, it is expected that these additional features

will provide more concrete evidence for edge prediction compared to state-of-the-art strategies.

4.4.1 Datasets

We consider the following context-free and context-aware networks where each link is explic-

itly or implicitly labeled as positive or negative.

Context-free network data. In order to compare the performance of CASINO with state-of-

the-art efforts on influence evaluation in signed networks [24, 93, 56], we adopt the same

datasets that have been used in these work: Slashdot and Epinions 4. Recall that these network

data are context-free and contain explicit signs of edges to indicate the attitudes of individuals

towards one another. Specifically, we obtained three Slashdot datasets at different timepoints.

The statistics of each dataset is reported in Table 4.2.

Context-aware network data. We use the Twitter dataset to investigate the performance on a

context-aware network. The dataset was crawled using the Twitter API 5 during Dec 2010 to

Feb 2011. We extracted top 20 trends keywords at hourly duration and retrieved up to 1500

tweets for each trend. Then we identified the relationships between all the tweeters in the

dataset. Table 4.3 reports the statistics associated with this dataset. Note that these statistics

are computed after removing non-English tweets (using Twitter API). In order to compute
4http://snap.stanford.edu/data/
5http://dev.twitter.com/doc
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accurate influential and conformity indices, we need to have large context-aware interaction

graphs. We removed spam trend keywords which contain only meaningless IDs. Thus, we

selected top 492 trends that contain more than 1,000 tweets to compute the indices. For each

trend (topic), we identified all the tweets associated to it. Then the edges connecting different

tweets using ‘@’ tag are extracted and their signs are assigned as positive or negative using

Algorithm 4. Additionally, there exists another tag ‘RT’ in many tweets indicating that a tweet

author supports another author’s opinion by re-tweeting it. That is, if an author u directly re-

tweets another twitter v, then it indicates that u wants to distribute this tweet to her followers.

Hence, we assign positive signs to such re-tweet edges.

4.4.2 Experimental Setup

We have implemented CASINO using Java and run all the experiments on a 1.86GHz Intel 6300

machine with 4GB RAM with Windows XP. The algorithm converges after average 30 iterations.

For the Twitter dataset, the sentiments for all the tweets are classified into 5 different levels (i.e.,

1-5) using the LingPipe library [99]. We set the sentiment similarity threshold ε (Algorithm 4)

to 1.

Similar to [24, 93, 56], in our experiments, the task of edge sign prediction is considered as

a binary classification problem. We adopted SVMlight classifier [104] and classification accu-

racy is taken as the main measure for evaluation. Specifically, accuracy is defined as follows.

accuracy =
#T P+#T N

#T P+#FP+#T N +#FN

In the above equation T P and T N stand for “true positives” and “true negatives”, respectively;

FP and FN stand for “false positives” and “false negatives”, respectively. The reason for

adopting accuracy as evaluation measure over precision and recall is that the former is suitable

for quantifying the prediction performances of both positive and negative samples. This is

crucial in our framework as in most experiments both positive and negative edges are being

predicted.

100



CHAPTER 4. CASINO: TOWARDS CONFORMITY-AWARE SOCIAL INFLUENCE ANALYSIS

 0.52

 0.54

 0.56

 0.58

 0.6

 0.62

 0.64

 0.66

 0.68

 0.7

 0.72

 0  20K  40K  60K  80K  100K  120K  140K  160K  180K  200K

A
cc

ur
ac

y

#Edges

P
PN

ICP
IPN

ICPN

4.4.a: Epinions

 0.52

 0.54

 0.56

 0.58

 0.6

 0.62

 0.64

 0.66

 0.68

 0.7

 0.72

 2K  20K  40K  60K  80K  100K  120K  140K  160K  180K  200K

A
cc

ur
ac

y

#Edges

P
PN

ICP
IPN

ICPN

4.4.b: Slashdot1

 0.52

 0.54

 0.56

 0.58

 0.6

 0.62

 0.64

 0.66

 0.68

 0.7

 0.72

 2K  20K  40K  60K  80K  100K  120K  140K  160K  180K  200K

A
cc

ur
ac

y

#Edges

P
PN

ICP
IPN

ICPN

4.4.c: Slashdot2

 0.52

 0.54

 0.56

 0.58

 0.6

 0.62

 0.64

 0.66

 0.68

 0.7

 0.72

 2K  20K  40K  60K  80K  100K  120K  140K  160K  180K  200K

A
cc

ur
ac

y

#Edges

P
PN

ICP
IPN

ICPN

4.4.d: Slashdot3

Figure 4.4: Positive edge presence prediction.

As mentioned in [24], the overwhelming majority of the edges in Slashdot and Epinions

are positive. Consequently, random guessing can achieve approximately 80% accuracy [56].

In order to avoid such biased classification, we adopt the same strategy used in [24, 93, 56].

Specifically, we create a balanced dataset with same number of positive and negative edges for

training and testing.

In all experiments we report the average accuracy and perform 5-folds cross validation. For

example, for the dataset with 200K edges, we first randomly select 100K negative edges and

separate them into 5 parts each of which include 20K negative edges. Then we iteratively select

20K random positive edges and add them into each of the 5 negative edge sets. Based on the

learned model (discussed below), we predict a label 1 or -1 for each target edge indicating its
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Table 4.4: Features involved in different approaches. (P: positive, N: negative, I: influence, C:
conformity, A: topic)

`````````````̀Features
Approaches

P PN IPN ICP ICPN ICAPN

d+
in(v) X X X X X X

d−in(v) - X X - X X
d+

out(u) X X X X X X
d−out(u) - X X - X X
din(v) - X X - X X
dout(u) - X X - X X
C(u,v) X X X X X X
Φ(u) - - X - - -
Φ(v) - - X X X X
Ω(u) - - - X X X

context A - - - - - X
ΦA(v) - - - - - X
ΩA(u) - - - - - X

possibility to be positive or negative, respectively.

In order to compare the prediction accuracy of the proposed approach with state-of-the-

art efforts, a baseline classifier is constructed by referring to the structural features discussed

in [24]. Specifically, given an edge from vertex u to v, a 7-dimensional feature vector {d+
in(v),

d−in(v), d+
out(u), d−out(u), din(v), dout(u), C(u,v)} is constructed, where features d+

in(v) and d−in(v)

denote the number of positive and negative incoming edges to v, features d+
out(u) and d−out(u)

represent the number of positive and negative outgoing edges from u, features din(v) and dout(u)

denote the number of in-degree and out-degree of v and u, and C(u,v) denotes the total number

of common neighbors of u and v without considering the edge direction. Then, we create

variants of this baseline classifier by adding influence index and conformity index of vertices

as new features in the feature vector. Table 4.4 describes the features involved in the feature

vector for each edge −→uv for different variations of the baseline classifier.
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Figure 4.5: Signed edge prediction.

4.4.3 Experimental Results

The goals of the evaluation were to establish whether the proposed approach can reliably pre-

dict presence of edges; predict signs of edges; and seek to understand the characteristics and

importance of influence and conformity indices for these prediction tasks.

Positive edge presence prediction. We first conduct a series of experiments to predict the

presence of positive edges. Note that in order to test the effect of negative edges in predicting

the presence of positive edges, we adopted a regression function of SVMlight where presence

of positive edges are labeled as 1 and negative edges are labeled as −1. We investigate how

each of the aforementioned classifiers perform in predicting the presence of positive edges.

Figure 4.4 shows the average accuracy for the benchmark datasets, where the results are com-
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pared between different classifiers for different size of training and testing data. We can make

the following observations. First, for each dataset PN performs better than P indicating that

information related to negative edges enhance the quality of edge presence prediction. Sec-

ond, the prediction accuracy is further improved when we incorporate the influence index or

conformity index as a feature (ICP and IPN). Note that ICP performs slightly better than IPN

but the improvement is not significant. When the training set is large both approaches exhibit

similar performance. Third, ICPN consistently reports the best prediction performance. That

is, edge presence prediction is enhanced when we consider the interplay between influentials

and conformers.

Signed edge prediction. Next, we undertake a series of experiments to predict the signs of

edges. Similar to our earlier experiments, we ensure that the training set and test set both

contain equal number of positive and negative edges. We vary the size of training set to test

the prediction accuracy. Note that in a binary classification, positive edges and negative edges

belong to two different classes. Our goal is to predict the signs of edges which maybe either

positive or negative. Figure 4.5 reports the prediction accuracies of the classifiers. Observe that

among the three approaches involving both positive and negative edges (PN, IPN, and ICPN),

ICPN performs the best, followed by IPN and PN, respectively. Thus, by taking into account

the influence and conformity of vertices, the accuracy of sign prediction task can improve

significantly.

Edge presence and signed edge prediction in context-aware networks. We now report

the performance of our model on a context-aware network (Twitter). In this experiment we

adopt the classifier ICAPN which takes into account the topic information associated with each

edge. That is, the following features for each edge
−→
uAv are used to train the model: d+

in(v),

d−in(v), d+
out(u), d−out(u), din(v), dout(u), C(u,v), Φ(v), Ω(u), ΦA(v) and ΩA(u). Figure 4.6

plots the prediction accuracies of the relevant classifiers. Observe that in both figures ICAPN
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Figure 4.6: Context-aware prediction accuracy.

outperforms the rest. Note that the performances of ICAPN and ICPN are similar when the

training set is very small. This is because there may not be enough training edges in each topic-

based subgraphs GA when the training set is very small. Consequently, not enough information

is available to accurately compute ΦA(v) and ΩA(u). All these evidences demonstrate that

by leveraging on the influence and conformity indices in topic-based subgraphs, the proposed

model leads to superior prediction performance for both positive edge presence and edge sign

prediction tasks.

Influentials and conformers. Lastly, we analyze the list of influentials and conformers de-

tected by the CASINO algorithm. Figures 4.7 and 4.8 depict the distribution heatmap of influ-

ence index versus conformity index for each benchmark dataset. For each individual u in a

network we compute her influence index Φ(u) and conformity index Ω(u) and represent it as

a point in the influence-conformity 2-D plane. Then we separate the plane into grids of size

0.005×0.005 and count the number of points in each grid. The color shade of a grid denotes

the number of points residing in it. Note that both influence index and conformity index are

normalized into the range of [0,1). For each figure, we explicitly draw a boundary line along

which the vertices exhibit identical influence index and conformity index. Observe that the

line separates the influence-conformity plane into two areas. In the sequel, we refer to the top
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Figure 4.7: Influence vs. conformity distribution heatmap.

area as ‘Area I’ and the down one as ‘Area II’. The points belonging to ‘Area I’ exhibit higher

influence index compared to conformity index, indicating that individuals in this area are more

prone to influence others than being influenced. We refer to them as influence-biased. On the

other hand, the points in ‘Area II’ represent individuals who are conforming in nature. That is,

they are more prone to be influenced than influencing others. We refer to these individuals as

conformity-biased.

We first analyze the context-free networks (Figures 4.7(a)-(d)). Consider Figure 4.7(a) re-

lated to Epinions dataset. Observe that 31% of all individuals belong to ‘Area I’. Consequently,

fewer number of individuals in this network are influence-biased. That is, majority of individ-

uals in Epinions are often conforming to the others. Similar phenomenon also exists in the

Slashdot datasets where the percentage of individuals in ‘Area I’ is between 36% to 37%.

Observe that those vertices in Epinions which exhibit very high conformity index values

106



CHAPTER 4. CASINO: TOWARDS CONFORMITY-AWARE SOCIAL INFLUENCE ANALYSIS

also have high influence index values. On the other hand, vertices with highest influence index

values have a wider range of conformity indices (i.e., from 0 to 0.11). Such phenomenon in-

dicates that in Epinions most influence-biased individuals may also conform to others whereas

the most conformity-biased individuals are always influencing others. Interestingly, the phe-

nomenon is different in the three Slashdot datasets (Figures 4.7(b)- 4.7(d)). Specifically, in-

dividuals who are associated with highest influence index values have very small conformity

index (i.e., less than 0.02). But individuals with highest conformity index may not exhibit

small influence index values. In fact, the conformity index values of these conformity-biased

individuals are distributed along the boundary line (Φ(u) = Ω(u)). Thus, we can make the

following observations regarding Slashdot. Firstly, there are a few influence-biased individuals

who exhibit very high influence but are not easily influenced by others. Secondly, there do not

exist conformity-biased individuals who are not influencing others at all.

Next, we analyze the context-aware network (Figures 4.7(e)-(f) and 4.8). Figures 4.7(e)-

(f) show the distributions of influence and conformity indices for the top-2 topics (Mumford

& Sons and BornThisWayFriday ) with the most number of tweets (4390 and 4046, resp.).

Observe that 40% and 45% of all the individuals fall in ‘Area I’ for Figure 4.7(e) and (f), re-

spectively. Notably, both these figures exhibit certain influence-biased characteristics similar to

Slashdot. That is, there are a few influence-biased individuals who exhibit very high influence

but are not easily influenced by others. This similarity may be due to the fact that both Slash-

dot and Twitter are driven by user conversations where majority individuals are commenting

or following a few individuals who started the conversations. Figure 4.8 plots the distribution

of indices computed over all topics. In this case, 41% of all individuals belong to ‘Area I’. The

most influential author has influence index of 0.138 whereas the most conforming individual

has a conformity index of 0.082.

Table 4.5 shows IDs of top-10 authors who exhibit the highest influence index and confor-

mity index for the top-2 topics as well as for all topics. Consider the top two twitters for all
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Figure 4.8: Heatmap of Twitter for all topics.

topics. The author ‘142987924’ who has the highest influence index receives 66 conforming

edges out of 73 in-links over 22 topics. Similarly, the author ‘49276778’ receives 61 con-

forming edges out of 82 in-links over 24 topics. On the other hand, the author ‘51389816’

who exhibits the highest conformity index initiates 35 conforming edges out of 37 out-links

over 37 topics indicating that she has high chance to conform to others’ opinions in almost all

the topics she is involved in. Furthermore, we can make the following observations. Firstly,

none of the top-10 authors occupies a position in both indices for each category (all, top-1, and

top-2). Secondly, the top-10 individuals having highest influence and conformity indices are

different for different topics. This confirms our hypothesis that social influence phenomenon

is context-sensitive as same individual may exhibit different influence and conformity over

different topics of social interactions.

4.5 Summary

The social influence analysis problem for online social networks, which focuses on studying

people’s influence by analyzing social interactions between individuals, is considered impor-
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Table 4.5: Top 10 authors with the highest indices.
Rank Influential twitter (#positive in-links/#in-links) Conformer twitter (#positive out-links/#out-links)

All Top-1 Top-2 All Top-1 Top-2

1 142987924 (66/73) 3453454 (13/13) 950596 (31/34) 51389816 (35/37) 121836131 (14/16) 49276778 (101/144)
2 49276778 (61/82) 56068621 (11/11) 190108655 (11/11) 172039151 (31/34) 105332925 (13/14) 202346609 (45/61)
3 119394881 (60/77) 3984874 (10/10) 3498571 (8/9) 177173204 (30/35) 177255919 (11/12) 197538544 (26/30)
4 231134989 (55/71) 133282617 (11/11) 147327886 (5/5) 143062806 (27/34) 193206052 (11/12) 184930795 (22/26)
5 2109823 (56/72) 199855121 (7/7) 49126931 (5/5) 128118710 (25/33) 36525648 (9/10) 148335502 (21/23)
6 92503401 (55/78) 8234375 (5/5) 121158546 (5/5) 130414633 (30/41) 90723076 (7/8) 171387567 (17/20)
7 206661373 (51/66) 1465130 (3/3) 129009252 (5/5) 4782790 (23/30) 123606641 (6/8) 126407259 (18/22)
8 220490093 (46/60) 2894822 (3/3) 79897503 (4/4) 125551983 (22/34) 51513825 (6/6) 114455733 (14/20)
9 168175236 (40/51) 21755211 (2/2) 83629945 (4/4) 91930055 (21/28) 203774695 (5/6) 217826740 (15/20)

10 171287044 (41/62) 4051581 (2/2) 166830172 (4/4) 145339829 (22/31) 203780314 (4/4) 159724683 (12/17)

tant with applications to viral marketing and information dissemination among others. Re-

cently, several techniques have been proposed to address this problem by exploiting the posi-

tive interactions (e.g., trust, agreement, friendship) between individuals. However, these tech-

niques ignore two equally important factors that play a key role in social influence propagation,

namely, negative relationships (e.g., distrust, disagreement, antagonism) between individuals

and conformity of people who are being influenced. In this chapter, we propose a novel al-

gorithm for social influence analysis called CASINO, which quantifies the influence and con-

formity of each individual in a network by utilizing the positive and negative relationships

between individuals.

Our exhaustive experimental study using several online social media sites demonstrates the

effectiveness and superior accuracy of CASINO compared to state-of-the-art methods. Specif-

ically, our investigation revealed that the knowledge of conformity of individuals enhance the

accuracy of social influence analysis. We also observed several interesting characteristics of

influentials and conformers in Slashdot, Epinions, and Twitter. Particularly, in Slashdot and

Twitter, there are a few individuals who exhibit very high influence but are not easily influ-

enced by others. However, in Epinions, individuals who exhibit high influence are often con-

forming to others. Besides, in Slashdots and Twitter there do not exist individuals who are

always influenced but they are not influentials. In contrasts, such individuals can be found in

Epinions.
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Chapter 5

AffRank: Affinity-Driven Ranking of
Products

In the previous two chapters, we present our work in the field of individual-level social influ-

ence study. In this chapter, we shall discuss our work called AffRank (Affinity-Driven Ranking

of Products in Online Social Rating Networks) with respect to community-level social influ-

ence study. The rest of this paper is organized as follows. Firstly, we briefly introduce the

community affinity problem and discussed the limitations of the state-of-the-art technique in

Section 5.1. We present a series of novel features that exhibit significant effect in product affin-

ity rank in Section 5.2. We present a prediction model that utilize the proposed features to rank

the product communities in Section 5.3. Experimental results are discussed in Section 5.4. Fi-

nally, we conclude this chapter in Section 5.5. Preliminary versions of this chapter have been

published in [45, 62].

5.1 Introduction

Large online social rating networks (e.g., Epinions 1 , Blippr 2 ) have recently come into being

containing information related to many categories of products. Within these websites, individ-

ual users are allowed to publish their comments or give ratings on different products. Besides,

1http://www.epinions.com
2http://www.blippr.com
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they can set up friendships by linking to each other. Figure 5.1 depicts the structure of such a

social rating network. Observe that for a particular product (i.e., p2), there is a group of people

who have given ratings and published their comments on it (i.e., u2, u3). These people form

a community (i.e., c2). In other words, each product in a social rating network is associated

with a community [31]. In the sequel, we refer to such a community as product community.

Clearly, these communities are a potential gold mine for all kinds of marketing and business an-

alysts as users’ comments and ratings toward a particular product may affect other consumers’

purchasing behavior [31].

In social rating networks (SRN) a new user can join a product community by giving a new

rating (review) to the product. Obviously, that particular user should have bought and used the

product. To the best of our knowledge, there is no method for us to know exactly whether the

user is still using the product or has abandoned it after rating it. On the other hand, the popular

way of identifying leaving behavior using an active threshold time t as [87] in general social

networks cannot be applied to the examined social rating networks where over 99% of users

do not rate a product for a second time. Thus, leaving rate is not explicitly evaluated in these

networks. Note that a review that is updated by an existing member is not considered as new.

Hence, the growth of a product community’s size can be implicitly measured by the number

of new reviews (from new users) it receives during a particular time slot. We refer to this

phenomenon of a product community to “attract” new users by giving new ratings as product

affinity. Specifically, it is measured by the number of new ratings a product receives from new

members during a particular time period. In fact, existing social rating networks often display

a ranked list of products that received the most number of new ratings on a daily, weekly, or

monthly basis. We refer to this ranked product list at a particular time slot as affinity rank.

For example, consider Figure 5.2. It depicts two affinity ranks of top-5 movies extracted from

the Blippr website during weeks t−2 and t−1, respectively. Observe that Ninja Assassin and

Sherlock Holmes received the most number of new ratings.
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Figure 5.1: Social rating network structure.

It is important to compare the aforementioned notion of product affinity to affinity in mar-

keting research, which refers to a marketing strategy [105]. In the latter, affinity involves

two parties. The first party known as the “affinity group”; seeks to add value to its existing

customers, members or donors by promoting products and services they do not currently sell

(e.g., financial services). The second party known as the “product supplier”; seeks to acquire

new customers by using the strength of another organization’s relationship with its customers,

through which it aims to distribute its product or service. In other words, the aim of affinity

marketing is to build and develop new customer relationships through the existing distribution

channels of a third party. In contrast in SRN, a product community is similar to an affinity

group as the former promotes (or demotes) a product that they do not sell to its members by

giving reviews or ratings. On the other hand, the “product supplier” in SRN seeks to attract

new customers by exploiting the affinity strength of an “affinity group” (product community).

In this chapter, we undertake a quantitative study to analyze and predict the affinity strengths

of product communities.
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Figure 5.2: Product affinity and affinity ranks.

5.1.1 Motivation

The affinity ranks of products in the past weeks/months highlight the reviewers’ affiliation

of products in the (recent) past. Although such historical information is important for several

applications, prediction of future affinity ranks of products is even more important to marketing

and business strategists. For example, reconsider Figure 5.2. Suppose in week t−1 a company

intends to put advertisements on 5 movie products during week t. Then, it makes sense to

predict 5 most popular products at time t so that optimum benefit can be achieved. That is, it

is desirable to predict the affinity ranks of products in the near future. In this context, instead

of just listing most popular products, ranking them based on their affinity ranks makes more

sense as a company may allocate different shares of their advertisement budget depending on

the popularity of the products. Note that such top-k products may vary considerably at two

different time points. For instance, consider the top-5 products during weeks t− 2 and t− 1

in Figure 5.2. Observe that Sherlock Holmes moved from rank 5 to the top rank in successive

weeks. Further, Invictus first appeared in the top-5 list in week t − 1 whereas Crazy Heart

failed to remain in the top-5 list in this week.

Recent research on ranking products in SRN have primarily focused on evaluating a product
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by the strength of connections among its users [31] or by the features related to a particular

product item (i.e., price, released time etc.) [106]. However, these techniques are not designed

to predict the ranks of products based on their affinities. In this chapter, we propose a novel

quantitative model called AffRank that utilizes historical and evolutionary affinity information

as well as other features to predict the future ranks of products according to their affinities.

5.1.2 Overview

The problem of predicting and ranking product affinity is related to recent efforts [38, 107, 108,

109, 110, 111] in predicting community growth as the former is influenced by the number of

new members joining the community. Specifically, these efforts reveal that the community size,

connectivity between community members, number of friends a user has in a community [38],

and similarity of interests a member has with a community have strong influence on the growth

of communities [107]. Hence at a first glance, it may seem that these features should also

strongly influence the product affinity. However, our study demonstrates that the effects of these

features are negligible in product community as it is not strictly similar to traditional social

network communities (e.g., users are sparsely connected). Hence we propose three additional

features, namely affinity rank history, average ratings, and affinity evolution distance, related to

the product communities that may exert significant effect on affinity. In particular, affinity rank

history represents the historical affinity ranks of products over time; average ratings measures

the average of ratings received by a product at a given time point; and affinity evolution distance

measures the distance between affinity evolution of a pair of different products. To the best of

our knowledge, these features have not been studied systematically in the literature.

In Section 5.4, we evaluate the performance of all the aforementioned features and further

compare the three new features with the traditional features for affinity rank prediction. Addi-

tionally, our investigation with two real-world datasets (Epinion and Blippr) revealed several

interesting and novel findings related to these three features. For instance, we observe that
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product affinity is more likely to increase spikily and drop down smoothly. Further, there is

0 ∼ 3 days lag between the peak time of affinity and users’ ratings. Also, average distances

between affinity evolution of products in the same category are always smaller than those from

different categories.

Based on these findings, we propose the AffRank model to predict the future affinity rank

of a product. Experiments conducted over real-world datasets demonstrate that our prediction

and ranking scheme generates high quality results and outperforms several baseline methods.

In summary, the main contributions in this chapter are as follows.

• In Section 5.2, we investigate an array of features that exert effect on the evolution of

product affinity and affinity rank prediction. To the best of our knowledge, we are the

first to study the evolution of product affinities with the goal of predicting affinity ranks.

• In Section 5.3, we formulate the task of ranking product affinity as an autoregressive

problem with exogenous input features. We propose a quantitative model called AffRank

that utilizes historical ranks and evolutionary product affinity information to predict the

future ranks based on product affinity.

• By applying AffRank to real-world datasets, in Section 5.4, we show its effectiveness and

superiority of its prediction quality compared to baseline methods. Further, our experi-

mental results show that traditional community features (e.g., community size, member

connectivity, and social context) presented in [38, 107, 108, 109] have negligible influ-

ence on product affinities. Instead, features such as affinity rank history, affinity evolution

distance, and average rating exert significant influence on affinity rank prediction.

5.2 Features for Affinity Prediction

In this section we describe the features that are used in our ranking model. We begin by intro-

ducing the real-world datasets we have used for our study. Then for the sake of completeness,
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Table 5.1: Symbols and Semantics.

Symbol Semantics

u1, . . . ,un ∈ U users
p1, . . . , pm ∈ P products
c1, . . . ,cm ∈ C communities
Ct

i users in ci at time slot t
F j friends of user u j

St
i friends set of Ct

i
Ut

i set of new users on product pi at time slot t
Rt

i bag of new ratings on product pi at time slot t
Rt

i average rating
at

i number of new users for pi at time slot t
αi(t) affinity intensity of pi at time slot t
ρt(pi) affinity rank of product pi at time slot t
rt(pi) predicted value of ρt(pi)

Table 5.2: Statistics of the datasets.

Dataset #products #categories #ratings #users #user-user links

Blippr 75 5 8,032 2,219 10,480
Epinions 678,725 12 13,362,381 132,000 242,831

we briefly describe existing community-based features proposed in the literature that influence

the community size. Next, we propose new features for addressing the affinity rank prediction

problem. All the values for these features are normalized into the interval [0,1] using Min-Max

Normalization [112]. In the sequel, we shall use the notations shown in Table 5.1 to represent

different concepts.

Table 5.2 describes two real-world datasets that are used in this chapter. The Blippr dataset

was crawled using Blippr API 3 till August, 2009. It includes user ratings toward 75 different

products. The Epinions dataset was downloaded from TrustLet 4 . It contains ratings proposed

during 2001. Additionally, we crawled the Epinions website to retrieve product category and

user-user relationships information as TrustLet dataset does not provide them.

3http://api.blippr.com/v2/
4http://www.trustlet.org/
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5.2.1 Traditional Features

Recall from preceding section, several previous work have demonstrated the existence of cor-

relation between characteristics of a community and its affinity. These characteristics include

the community size, connectivity between community members, number of friends a user

has in a community [38, 25, 113], and the similarity of interests people have with a com-

munity [108, 109]. We refer to these features as traditional features as they are associated with

communities in conventional social networks. In this section, we describe in detail how we

utilize and compute these traditional features in the product community.

Community size. The relationship between community size and its affinity has been studied

in several work [38, 39]. Therefore, we incorporate community size in our model to predict

the future affinity ranks of products. Formally, the size of a product community at time t is

calculated as |Ct
i|.

Member connectivity. According to a recent study [38], people are attracted to a commu-

nity not only because they have friends in it but also the close connections among friends.

Thus, the connectivity within the community affect the community’s affinity. Clustering coef-

ficient [38, 25, 114, 115] is widely adopted to measure the connectivity within a community

and is computed as follows.

CCi(t) =
|3× closed triplets in Ct

i|
|triplets in Ct

i|
(Eq. 5.1)

We compute the clustering coefficient for each community and use them to predict the future

affinity rank.

Social context. According to some existing studies [107, 108, 109, 116, 117], people are more

probable to join a community he/she is interested in. Social context represents the similarity

in the interest between the members of the community and their friends who are not in the
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community yet. The friends of users in Ct
i can be computed by the following equation.

St
i = (

∪
u j∈Ct

i

F j)\Ct
i. (Eq. 5.2)

To measure the similarity in the interests between Ct
i and St

i, we first define interest-similarity

between a pair of users. Let Int(u) be the set of product categories user u is interested in. Then,

the interest-similarity between users u and v is defined as follows.

sim(u,v) =
|Int(u)∩ Int(v)|
|Int(u)∪ Int(v)|

(Eq. 5.3)

Using the above similarity measure we can compute the interest-similarity between two

groups of users St
i and Ct

i. The interest-similarity between two sets of users U and V is defined

as follows.

simC(U,V ) = ∑
u∈U,v∈V

sim(u,v) (Eq. 5.4)

In our model, we calculate simC(Ct
i,S

t
i) for each product community at time t and then nor-

malize it to [0,1] as of other features.

5.2.2 Affinity Rank History

We now present three new features related to product communities that have been ignored in

the literature, namely affinity rank history, affinity evolution distance, and average rating. We

begin with the affinity rank history.

Recall that (Section 5.1) each product pi is associated with an affinity rank at time t, denoted

by ρt(pi). For example, in Figure 5.2 the affinity ranks of Sherlock Holmes movie is 5 and 1

in weeks t−2 and t−1, respectively. Since the affinity rank of a product depends on the number

of new users (product affinity), here we characterize the evolutionary behaviors of product

affinity and affinity rank. We first investigate how the affinity changes between consecutive

time points in the history. We denote the number of new users for product pi at time slot t as
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Figure 5.3: Distributions of ∆a and ∆ρ: ∆ρ show symmetrical patterns while ∆a do not.

at
i = |Ct

i|− |C
t−1
i |. Figures 5.3(a) and 5.3(b) report the distribution of ∆at

i = at
i−at−1

i over all

products pi and time t. Observe that in Figure 5.3(a) the count of cases where ∆a ∈ [−1,−2]

is more than that of ∆a ∈ [1,2]. Besides, the absolute value of power law exponent for the

tail at negative side (α− = −0.96) is bigger than that of the positive side (α+ = −0.76). It

indicates that the positive affinity change is more likely to have bigger ∆a than the negative

one. We observe the same phenomenon for Epinions dataset in Figure 5.3(b). Specifically,

the count of negative changes is larger than the positive ones when ∆a ∈ [−8,8]; the absolute

value of power law exponent for the tail at negative side (α− = −3.62) is bigger than that of
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the positive side (α+ =−3.48). Both of the above phenomena indicate that the product affinity

for all the products discussed in this chapter is more likely to increase spikily and drop down

smoothly. As affinity is the number of new users associated to a product within a time interval,

this phenomenon reflects the speed of growth of product community size. It suggests that the

speed of growth tends to increase to a peak in a short time and diminishes slowly subsequently.

The aforementioned phenomenon is generally applicable to most products, although we do

acknowledge that in some specific categories (e.g., car batteries) this may not be true. However,

investigating why such phenomenon occurs and to what extent it is applicable to different

products is orthogonal to the problem addressed in this chapter. In the following, we show that

the change of affinity rank is symmetric while that of affinity is asymmetric according to above

discussion.

We now investigate the change of affinity rank between consecutive time slots in the history

for each product. In particular, the change of affinity rank for a product between times t− 1

and t is measured as follows.

∆ρt(pi) = ρt(pi)−ρt−1(pi). (Eq. 5.5)

We calculate the count for each ∆ρt(pi) value over all products and time slots. The distribution

of ∆ρ is reported in Figures 5.3(c) and 5.3(d). Clearly, it follows a long-tail distribution. If we

fit the curve in Figure 5.3(c) using power law models at both the left and right sides of ∆ρ = 0

separately, the exponents equal to -1.51 for the negative changes where ρt−1(pi)> ρt(pi) and

-1.53 for the positive ones. The exponents are so close that the distributions of positive ∆ρ and

negative ∆ρ are almost symmetrical. Figure 5.3(d) shows that Epinions dataset also exhibits

the same behavior (α+ = −1.78,α− = −1.82). Besides, such a phenomenon also indicates

that the change of rank is most probable to be within a small range. We observe that the

aforementioned phenomenon also exists for each specific category of products in both datasets.

Table 5.3 reports this phenomenon for a representative set of product categories. Thus, the rank

of a product at any time slot is highly related to that of the previous time slot.
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Table 5.3: Exponents in each specific category.

Blippr Epinions
M&T 5 Game Music Book Appln 6 Media Cars Elecs 7 Games H&G 8

α+ -2.03 -1.50 -1.37 -1.30 -1.54 -1.80 -1.82 -1.78 -1.77 -1.78
α− -1.92 -1.51 -1.36 -1.35 -1.50 -1.81 -1.81 -1.83 -1.81 -1.82

In summary, the distribution of ∆a is asymmetrical over the positive and negative sides

while the distribution of ∆ρ is symmetrical. In the next section, we shall exploit the symmetric

property of ∆ρ instead of asymmetric ∆a in our AffRank model. As we shall see in Section 5.4,

our AffRank model outperforms the approach based on ∆a.

5.2.3 Affinity Evolution Distance

We now analyze and compare the evolutionary nature of different product affinities. We begin

by introducing the notion of affinity intensity. Recall from Section 5.1, new users join a product

community by giving new ratings.

Definition 5.13 [Affinity Intensity] Let |Ut
i| be the number of new users towards product pi at

time slot t. Then the affinity intensity of pi at t is defined as:

αi(t) =
|Ut

i|
∑T

τ=1 |Uτ
i |

(Eq. 5.6)

Note that Ut
i represents the set of new users towards product pi at t. In the above definition, T

is the number of time slots over which the affinity is normalized. The affinity intensity can be

viewed as a normalized histogram where the values in each bin sum up to 1.

7Movie & TV
8Application
9Electronics

10Home & Garden
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Figure 5.4: Affinity intensity evolution of different products.

Figure 5.4 reports the evolution of affinity intensity values of five different products over

time. Note that the label in front of a product name indicates the category of the product. The

x-axis denotes the number of weeks since the product first appeared in the website, while y-axis

represents the affinity intensity towards the product over different weeks. In the sequel, we refer

to such curve as Affinity Intensity Curve (AIC). In the Blippr website (Figure 5.4(a)), Gmail

and Twitter belong to the same category (online applications ). The Dark Knight belongs

to the movie category while the other two belong to the game category. Observe that out of

the five AIC in Figure 5.4(a), the AIC of Twitter and Gmail look similar, the two products of

game also exhibit similar AIC while that of The Dark Knight is quite different from the rest. We

observe similar phenomenon for the Epinions website as well (Figure 5.4(b)). In other words,

these curves show that products in the same category tend to have similar affinity evolution

patterns. We now quantitatively measure the distance between affinity evolution patterns and

investigate if this hypothesis holds.

As the AIC is a one-dimensional time series data, we can compute the distance between

different curves using Dynamic Time Warping (DTW) distance. DTW distance is widely used

to match similar time series data. In this chapter, we adopt the DTW distance with Sakoe-Chiba

band [118] which adds a window constraints w to the warping path found by DTW algorithm.

As a result, the DTW algorithm will only match similar shaped data series that have small
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Table 5.4: Avg. DTW distance between different categories (Blippr)

M&T
M&T 0.5376 Game
Game 0.6235 0.5896 Music
Music 0.6891 0.6884 0.6565 Book
Book 0.7324 0.6519 0.6765 0.5993 Appln
Appln 0.7088 0.6348 0.7414 0.6877 0.4455

Table 5.5: Avg. DTW distance between different categories (Epinions)

Media
Media 0.4268 Cars
Cars 0.5975 0.5226 Elecs
Elecs 0.7214 0.6194 0.5837 Games
Games 0.7067 0.6322 0.6215 0.6071 H&G
H&G 0.6125 0.6571 0.6732 0.7025 0.4455

displacement within window w.

We compute the DTW distance between each pair of AIC. We fix the length of each data

sample to be T = 25 weeks. We set w ∈ {T/4,T/5,T/6}. Interestingly, the average distances

between products in the same category are always smaller than those from different categories

for all values of w. Table 5.4 shows the average DTW distances between representative product

categories in Blippr (for w = T/5). Similar phenomenon is observed in Epinions (Table 5.5).

We now elaborate on how we compute affinity evolution distance for a product pi at time

t (denoted by ϕt
i) using the notion of DTW distance. Since we intend to measure how similar

an AIC of a product is compared to the product in the same category with most number of new

users, we quantify ϕt
i by measuring the DTW distance between the AIC of a product pi and the

AIC of product p j whose affinity rank is the highest in the same category. The procedure for

computing ϕt
i is shown in Algorithm 6.

5.2.4 Average Rating

Observe that the affinity evolution distance feature describes evolutionary relationship between

different products. We now focus on each individual product and investigate the relationship
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Algorithm 6: Affinity evolution distance.

Input: affinity a j
i for all products pi ∈ P and j ∈ [t−T, t−1],

Output: the value of affinity evolution distance: ϕt
i for products pi ∈ P at time t

1 begin
2 forall the pi ∈ P do
3 compute affinity intensity αi( j) according to Definition 5.13 for j ∈ [t−T, t−1];
4 λi = i;
5 forall the p j ∈ P and p j.category = pi.category do
6 if ρt−1(p j)< ρt−1(pλi) then
7 λi = j

8 forall the pi ∈ P do
9 ϕt

i = DTW ([αi(t−T ), . . . ,αi(t−1)], [αλi(t−T ), . . . ,αλi(t−1)]);
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Figure 5.5: Lag between the average rating evolution and affinity intensity curve.

between a product’s AIC and the evolution of average ratings it received. Note that users’ rat-

ings towards each product are explicitly provided in both datasets. In the case when the ratings

are not explicitly provided in a specific dataset, an existing sentiment analysis model [119, 120]

can be used to extract and quantify the users’ comments into ratings. Extraction and quantifi-

cation of such sentiments from users’ comments is orthogonal to this work and hence it is not

discussed here.

Definition 5.14 [Average Rating] Let Rt
i be the bag of ratings that product pi received during
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Table 5.6: Correlation between previous ratings and current affinity intensity (Blippr)

Lag time (in weeks) M&T Game Music Book Appln

0 0.6328 0.6737 0.8216 0.7347 0.7183
1 0.1691 0.1745 0.1856 0.0860 0.4965
2 0.1132 0.0252 0.0484 0.0601 0.4121
3 0.0542 0.1460 -0.0600 0.0936 0.4319
4 0.0590 0.0608 0.0057 0.0418 0.3379

Table 5.7: Correlation between previous ratings and current affinity intensity (Epinions)

Lag time (in weeks) Media Cars Elecs Games H&G

0 0.4572 0.7101 0.7496 0.6883 0.6015
1 0.2106 0.1061 0.1374 0.1140 0.1700
2 0.0892 0.0545 0.1007 0.1032 0.2093
3 0.0770 0.0819 0.1220 0.1529 -0.1059
4 -0.0600 -0.0940 0.1019 0.0429 0.1731

time slot t. Then the average rating of pi during t, denoted by Rt
i, is defined as:

Rt
i =

1
|Rt

i|
∑

r∈Rt
i

r. (Eq. 5.7)

Figure 5.5(a) depicts the AIC of Gmail in Blippr dataset as well as its average rating evo-

lution. Observe that the evolutions of affinity intensity and average rating follow similar trend

except that there is a certain delay δ between the peaks of the two curves. Similarly, Fig-

ure 5.5(b) shows the same phenomenon in Epinions dataset. In the following, we conduct

a series of analysis on δ to characterize the relationship between users’ ratings and affinity

intensity.

Firstly, we study the correlation between the affinity intensity at time t and the average

ratings at times t − δ (weekly). The correlation coefficients using different δ on the Blippr

dataset are shown in Table 5.6. The affinity intensity is correlated with the average rating in

the same week (week 0) with an average correlation coefficient of 0.7221. It is much higher
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Figure 5.6: Probability distribution of δ.

than the correlation with average ratings in any of the previous weeks. The same phenomenon

exists in Epinions as shown in Table 5.7. Thus, we can conclude that δ is less than a week.

Next, in order to find the exact value of δ, we conduct another set of experiments. For each

product, we detect the first peaks 9 in both the AIC and average rating curve by days. After

that, we compute the interval between the peaks of these two curves for each product. Finally,

we calculate the probability distribution of δ according to the following equation.

P(δ = n) =

∣∣{pi|Peakα(pi)−PeakR(pi) = n}
∣∣

|{pi}|
. (Eq. 5.8)

where Peakα(pi) (resp. PeakR(pi)) represents the day when the first peak appears in the AIC

(resp. average rating evolution curve) of product pi. The probability distribution of δ separated

by category is reported in Figure 5.6. Observe that in Blippr the δ values for music are most

likely to be 0 while the distribution of δ for book is stable across [0,2]. Such a phenomenon

may be due to the characteristics of products in various categories. Intuitively, the average

ratings for musical product can take instant effect on future affinity intensity as potential users

can listen to the music (often online) as soon as they see others’ ratings. However, potential

9We use the Matlab function “peakdet” downloaded from http://www.billauer.co.il/peakdet.html to detect the peak.
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readers of a book need more time to purchase the book, read it, and present their ratings. In

general, it is evident from Figure 5.6 that most of the δ values fall in the interval [0,3].

Based on the above observations, we incorporate the average users’ ratings for δ ∈ [0,3]

days as a feature in our affinity rank prediction model. If we denote the upper bound of δ as ℓ,

then this feature can be computed as Rt−δ−1
i over all δ ∈ [0, ℓ].

5.3 Affinity Ranks Prediction

In this section, we propose the AffRank model in detail and present an algorithm to predict the

affinity ranks.

It is evident from our earlier discussions that the affinity rank of a product is highly related

to its ranks in the near past. However, how long of the past history should be taken into account

is unknown yet. Thus, SVM-based regression technique (and its variants) cannot be adopted as

it is difficult to define data samples with unknown dimensions. Instead, ARX (AutoRegressive

model with exogenous inputs) is best suitable for this case as discussed in [121]. ARX model is

capable of incorporating external inputs and is widely used in modeling various types of natural

and social phenomena [121]. More importantly, it can find the best length of the period that

should be taken into account by simply varying the order parameter in the model. Additionally,

as ARX is a linear model, the weight of each feature clearly indicates how important that feature

is. We can simply find from the features which are important and which can be ignored.

The ARX model of orders g and h is given in the following equation.

yt = εt +
g

∑
i=1

φiyt−i +
s

∑
j=1

h

∑
i=1

wi, jbt−i, j (Eq. 5.9)

In this equation, y is the time series data (i.e., product ranks in various different time slots), s

is the number of exogenous input features; φ1, . . . ,φg and w1,1, . . . ,wh,s are the parameters to

be estimated from the training data. Both g and h are the orders in the model to be manually
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5.7.c: Effect of time interval T in affinity evo-
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5.7.d: Effect of lag ℓ in average rating

Figure 5.7: (a)(b)ARX model order optimization; (c)(d)Feature parameter setting.

determined before model estimation. In our context, g is the order of product rank which deter-

mines the number of previous product ranks to be considered in the modeling; h is the order of

feature determining the number of past time slots from which the values of the corresponding

features to be involved in the model estimation. The variable bt−i, j is the value for feature j

at time t− i, and εt is white noise. The estimation of the ARX model is efficient as it solves

linear regression equations in analytic form. Also, the solution is unique and always satisfies

the global minimum of the loss function [121].

In the ARX model, the order of product rank g and the order of feature h need to be manually
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Algorithm 7: Affinity rank prediction.
Input: ARX model parameters {φ1,φ2, . . . ,φp}, {w1,1,w1,2, . . . ,wh,s}, test dataset Ψt

i for pi ∈ P
Output: the affinity rank rt(pi) for all products pi ∈ P at time t

1 begin
2 while j < P.size do
3 compute yi

t according to Equation Eq. 5.9 using Ψt
i;

4 Y [ j] = yi
t ;

5 j++;

6 sort(Y ) by ascending order;
7 forall the Y [ j] = yi

t do
8 rt(pi) = j+1;

determined [6]. A common way of selecting g and h is to fix the value of g (or h) and try a

range of values for h (or g); for each pair of g and h values, evaluate the accuracy of the model

estimated using a measure called FPE 10 . A smaller FPE value means a more accurate model.

Figures 5.7(a) and (b) report the FPE measures of varying values of g while fixing h = 1, and

varying h while fixing g = 5, respectively. Based on the FPE measures, we set g = 5 and h = 1

for our experimental study (Section 5.4). Observe that in Figures 5.7(a) and (b), the size of

the training data (e.g., 10, 15, 20 weeks) has marginal impact on the accuracy of the estimated

model for a given pair of g and h values. Hence in our experimental study, we use the latest 10

weeks data to estimate the ARX model.

We now present the algorithm to predict the affinity ranks using the learned ARX model.

Detailed in Algorithm 7, for each product, the value of each feature j discussed in Section 5.2

at time t− i (denoted by bt−i, j) is derived and stored in feature vector Ψt
i. The target value yt is

predicted by the model using Ψt
i.

5.4 Experiments

In this section, we report experimental results on Blippr and Epinions datasets. On Blippr,

the experiments are conducted on all 75 products with statistics reported in Table 5.2. On
10More details of FPE measure can be found in [122].
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Epinions, a subset of 1,311 products, each of which received at least 200 ratings, is used in

our experiments. There are in total 343,154 ratings in this subset. The goals of the evaluation

were to establish whether the proposed AffRank model can reliably predict product affinity

ranks; compare the performance of the AffRank model and three baseline models; and seek to

understand the importance of various features in the proposed model.

We begin by reporting the performance metric used to evaluate the accuracy of the predicted

product affinity ranking.

Performance Metric. To evaluate the accuracy of the predicted product rank against the

ground-truth rank at a given time slot, we adopted Normalized Discounted Cumulative Gain

(NDCG) [123] measure which is commonly used in Information Retrieval (IR) to evaluate the

effectiveness of ranking algorithms for Web search and other related applications. It is defined

in the following equation.

NDCG@k =
1
Z

k

∑
i=1

reli
log2 (i+1)

(Eq. 5.10)

In the above equation, i is the rank position and k is the number of top-ranked retrieved docu-

ments to be considered in NDCG computation. reli is the relevance of the ith retrieved document

in IR setting. With a perfect ranking, a more relevant document shall be ranked higher than the

less relevant document and so on. Lastly, Z is a normalizing constant that ensures the perfect

ranking (i.e., the ground-truth rank in our case) achieves NDCG@k of 1.0.

Note that we chose the aforementioned metric for the following reason. In viral marketing

and online advertising context, logarithmic decay by positions is a reasonable assumption when

products are presented in a list format [124]. For instance, consider the scenario discussed in

Section 5.1.1. A company may allocate different investment budget for each movie in the top-

5 list. Obviously, more investment should be put into higher ranked movies. Hence, accurate

prediction of top ranked movies is much more important compared to lower ranked movies.
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Consequently, we use NDCG as it employs a log function to discount the positions and as a

result the top positions are considered more valuable than the lower positions.

In our experiments, we vary k from 5 to 25 at the step of 5 to evaluate the accuracy of

the rank involving top-k ranked products. We define the relevance of a product pi to be the

inverse of its ground-truth rank: 1
ρt(pi)

. Observe that the value of NDCG heavily depends on the

definition of relevance (i.e., reli). However, for a given relevance definition (e.g., 1
ρt(pi)

), NDCG

well reflects the accuracies of different ranking models.

Feature Parameter Setting. Following the approach reported in [6], we now evaluate the

impact of the feature parameters. The two feature parameters are the number of time slots T

involved in the computation of affinity evolution distance (see Section 5.2.3), and the time lag

ℓ in computing average rating (see Section 5.2.4). With the ARX model fixed with g=5 and

h=1, we evaluate the impact of T while fixing ℓ=3. As reported in Figure 5.7(c), the ranking

model achieves the best performance when T = 5. Similarly, we fix T = 5, and report the

effect of varying ℓ in Figure 5.7(d). On Blippr dataset, the best performance is achieved when

ℓ = 3; On Epinions dataset, the best performance is when ℓ = 2 followed by a marginal drop

in performance when ℓ = 3. On both datasets, the performance drops significantly when ℓ is

greater than 3. Hence, in the sequel we set T = 5 and ℓ= 3.

Comparison to Baseline Methods. In this section, we compare the performance of the pro-

posed AffRank with three other methods.

LazyRank. This model predicts product rank at time slot t to be the same as the rank obtained

in the last time slot t−1.

AR. AR model refers to the AutoRegressive model without taking exogenous input features

(see Equation Eq. 5.9). In another word, the product rank yt is predicted solely by the

ranks in the past g time slots, yt−g to yt−1, for a given product rank order g.
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Figure 5.8: Comparison with other models.

AffValueRank. With AffValueRank, instead of predicting the affinity rank, the exact affinity

value is predicted using the ARX model. That is, yt−i in Equation Eq. 5.9 is set to be the

affinity at−i
i . Using the learned model, the affinity values at

i is predicted; the products are

then ranked accordingly.

As reported in Figure 5.8, the proposed AffRank model outperforms all three baseline mod-

els on both datasets for every k value. Overall, AffValueRank is the second best performing

model followed by AR. The LazyRank model performs the worst. Considering the features

involved in the four models, the experimental results show that, (i) product affinity rank can be

better predicted using the past few product ranks than the single last rank (i.e., AR > LazyRank),

(ii) the extra features besides the product rank lead to better prediction (i.e., AffValueRank >

AR), and (iii), product affinity ranks can be better predicted than the affinity values (i.e., Af-

fRank > AffValueRank) probably due to the smoother distribution of product affinity ranks than

affinity values (see Section 5.2.2).

We also tested two other baseline methods: one is to rank products by actual user rating

(i.e., Rating) and the other is to rank products by the social context feature (i.e., Soc Context).
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Table 5.8: Top 10 popular products in weeks 12 & 13 (2009) and predicted ranks. (Blippr)
Rank Week 12

(LazyRank)
Week 13 Predicted rank in week 13

AffRank AR AffValueRank

1 Twitter Twitter Twitter Twitter Twitter
2 Gmail Gmail Gmail Gmail Gmail
3 Mashable Mashable Mashable Mashable Mashable
4 Google Tweetie for iPhone Google Earth Google Earth Google
5 Google Earth Google Earth Google Google Google Earth
6 OK Computer Google Tweetie for iPhone Google Reader The Dark Knight
7 Google Reader The Dark Knight The Dark Knight The Dark Knight Tweetie for iPhone
8 Dropbox The Shawshank

Redemption
The Shawshank
Redemption

Tweetie for iPhone The Shawshank
Redemption

9 WordPress Google Reader Google Reader WordPress Google Reader
10 In Rainbows Watchmen Watchmen OK Computer OK Computer

However, none of these approaches can outperform the simplest LazyRank model as shown in

Figure 5.8.

Case Study. Table 5.8 shows an example of predicted affinity rank in Blippr. The second

and third columns show the top-10 ranked products in weeks 12 and 13 of year 2009, respec-

tively. The remaining 3 columns list the predicted ranks using different models. Obviously, our

model AffRank accurately predicts the top 10 products in week 13 although the exact ranks for

products Google Earth, Google and Tweetie for iPhone are not accurate. Besides, our model

also detects that Google Earth will acquire more affinity than Google in week 13. Compared

to week 12, there are four products newly listed in top-10 (i.e., Tweetie for iPhone, The Dark

Knight, The Shawshank Redemption, and Watchmen). Our AffRank predicted all four accu-

rately, AffValueRank missed one of them, AR missed two of them, and the LazyRank missed all

four.

Affinity Feature Comparison. In the learning of the ARX model, all feature values were

normalized into the same range of [0,1]. Hence, the larger the learned weights (e.g., φi and wi, j

in Equation Eq. 5.9) in the ARX model the more strongly it influences product affinity ranking.

Table 5.9 reports the average learned weights over both datasets. Observe that besides affinity

rank history, affinity evolution distance has the biggest weight value which indicates that it

plays an important role in the model. As average rating feature has a negative weight value, it
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Table 5.9: Learnt weights of features with g = 5,h = 1.
Feature Weight φ,w in Equation Eq. 5.9

Aff. Rank History (φ1 - φ5) [0.720,0.295,0.267,0.131,0.113]
Aff. Evolution Distance 0.210
Average Rating -0.124

Community Size 0.021
Social Context 0.007
Member Connectivity −0.013

suggests that a larger rating leads to a higher rank. Also observe that the affinity rank history

(φ1 to φ5) follows a decreasing tend, suggesting that the more recent product ranks have more

impact on its future rank. However, the three traditional features, listed in the bottom part

of the table, all have very small weights indicating their negligible impact on product affinity

ranking.

In summary, in social rating networks, community size, member connectivity, and social

context do not have significant impact on the affinity of a product. Instead, growth of a product

community is mainly because of its high affinity ranks in the past few weeks (which may make

the product reach larger audience by appearing in the top ranked list on the website’s home-

page) and the received good ratings from users. Besides, a product showing similar affinity

intensity evolution pattern with the most popular product is also likely to be popular in near

future.

5.5 Summary

In this chapter, we analyzed two publicly-available social rating networks and proposed a pre-

dictive model called AffRank, that utilizes an array of features to predict the future rank of

products according to their affinities. Informally, product affinity refers to a product commu-

nity’s ability to “attract” new members and is measured by the number of new ratings during a

specific time slot. Such information plays an important role in several real-world applications

such as online advertisement and marketing research.
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We formulate the product affinity prediction problem as an autoregressive model with ex-

ogenous inputs (features). We have identified in total six features, namely community size,

member connectivity, social context, affinity rank history, affinity evolution distance, and aver-

age rating, for predicting product affinity. Our investigation revealed that the community size,

member connectivity, and social context do have negligible influence on product affinities. In-

stead, the remaining features are the most important factors affecting future rank of products.

Specifically, we discovered several interesting findings related to these features which we ex-

ploit in our model. Firstly, affinity of a product for most products tends to increase spikily

and decrease smoothly. Secondly, the average DTW distances between products in the same

category are always smaller than those between products from different categories. Thirdly,

we studied the lag between the peak in the average rating curve and that in the affinity intensity

curve. The affinity intensity is highly correlated with the users’ average ratings. Particularly,

as the average rating increases the affinity intensity increases accordingly within 3 days. Our

exhaustive experimental study demonstrates the effectiveness and superior prediction quality

of AffRank compared to three baseline methods.
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Chapter 6

PATINA: A Partitioning-based Efficient
Strategy for Influence Maximization

In the previous chapters, we discussed our work with respect to individual-level and community-

level social influence study. In this chapter, we shall present our work called PATINA (a

Partitioning-based Efficient Strategy for Influence Maximization in Large Online Social Net-

works) with respect to network-level social influence study. The rest of the chapter is organized

as follows. In Section 6.1 we briefly introduce the influence maximization problem and the lim-

itations of the state-of-the-art technique. We formally define the partitioning-based influence

maximization problem in Section 6.2. In Section 6.3 we introduce the structure of MAG-list.

The PATINA algorithm is presented in Section 6.4. We discuss how PATINA can be adopted on

a distributed framework in Section 6.5. Experimental results are presented in Section 6.6. Fi-

nally, the last section concludes the chapter. The notations used in this chapter are summarized

in Table 6.1.

6.1 Introduction

Consider the following scenario as a motivating example. Suppose a company wants to market

a new product through the social network of potential customers as depicted in Figure 6.1(a).

This network consists of eight individuals represented by nodes and the edges between them
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Figure 6.1: Influence maximization problem.

represent connections or relationship between individuals. The company has a limited budget

such that it can only select a small number of initial users (significantly less than 8 in Fig-

ure 6.1(a)) in the network to use it for free. It hopes that these users will like the product and

trigger a cascade of “word-to-mouth” influence by recommending the product to other friends,

and many individuals will ultimately adopt it. Obviously, the company expects the size of the

influenced population should be as large as possible. Given a social network as well as an

influence propagation model, the problem of influence maximization is to find the set of initial

users of size k (referred to as seeds) so that they eventually influence the largest number of

individuals (referred to as influence spread) in the network [4]. For instance, Figures 6.1(b)-(e)

depict the influence spreads for different seed sets. The colored circles denote the nodes that

can be influenced by the specified node while dashed circles denote the nodes that are already

influenced by current seeds S.

Due to its importance, there is a long history of study related to the influence of new prod-

ucts and innovations in the social sciences. The work in [125, 126] carried out systematic

investigations related to the adoption of medical and agricultural innovations in developing

and developed countries. Researchers have also studied the diffusion processes for “word-of-
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mouth” and “viral marketing” effects in the success of new products [127, 3, 128, 64].

6.1.1 Motivation

Domingos and Richardson [64, 66] are the first to study influence maximization as an algorith-

mic problem. They proposed a probabilistic model of interaction and heuristics were given for

choosing customers with a large overall effect on the network. Kempe et al. [4] are the first to

consider the problem of choosing the seeds as a discrete optimization problem. Influences are

propagated in the network according to a stochastic cascade model. They proved that the opti-

mization problem is NP-hard, and presented a greedy approximate algorithm that is applicable

to three cascade models, namely the independent cascade model, the weighted cascade model,

and the linear threshold model. The proposed algorithm has two key strengths. First, it guaran-

tees that the influence spread is within (1−1/e) of the optimal influence spread where e is the

base of the natural logarithm. Second, it outperforms the classical degree and centrality-based

heuristics in the influence spread.

Despite the benefits of the aforementioned approaches, a key limitation is their efficiency

and scalability. It could take days on a modern server machine to find a small seed set in a

medium-sized network (e.g., 15,000 nodes) [42]. Consequently, deployment of these tech-

niques on large-scale social networks is not feasible. Recently, several approaches [42, 43]

are proposed to address this issue. While they have been able to make significant progress in

reducing the computation cost of the influence maximization problem, the most recent greedy

approximation technique [42] still requires more than 14 hours to find seed set of size 100 in

a network with only 37,154 nodes (see Section 6.6 for details). Given the existence of real-

world networks containing millions of nodes (e.g., Wiki-talk), it will take days by these greedy

approaches to find seeds. In summary, the state-of-the-art greedy algorithms for influence

maximization still suffer from the limitation of high computation cost and scalability.

To alleviate the aforementioned performance bottleneck, Chen et al. [42] proposed degree

discount heuristics that exploits degree information to bring in tremendous improvement to the

138



CHAPTER 6. PATINA: A PARTITIONING-BASED EFFICIENT STRATEGY FOR INFLUENCE MAXIMIZATION

computation time. Specifically, this heuristic-based technique is orders of magnitude faster

than all greedy algorithms. However, the quality of seed set with respect to influence spread

can be inferior compared to greedy approaches for many networks. Particularly, as we shall

see in Section 6.6, the degree discount-based technique finds seed set that only influences 60%

of the size of influence spread computed by greedy approaches. It is worth mentioning that

although the importance of reduction in computation time is undeniable, the seed set quality is

more significant to companies as ultimately they would like to maximize the influence spreads

of their new products in order to reach out to largest possible customers base. Is it possible to

design a greedy approach that can significantly reduce the computation time for seed set with-

out compromising on the quality of influence spread? In this chapter, we provide an affirmative

answer to this question.

6.1.2 Overview and Contributions

We propose a novel greedy algorithm called PATINA (PArtitioning-based Technique for INfluence

mAximization) that somewhat depart from existing influential maximization techniques in the

following way: where existing strategies essentially consider the network as a whole, PATINA

focuses on partitioning the network into a set of non-overlapping components (subnetworks)

and distribute the influence maximization computation to these components. A node’s influ-

ence in one component is not significantly affected by nodes in other components. Conse-

quently, each node’s influence computation and updates can be limited to the component it

resides. If m and m′ are the number of edges in the entire network and that in the largest

component, respectively, and R represents the number of iterations then the worst-case time

complexity of PATINA is O(km′R) for solving the influence maximization problem. Note that

the most recent greedy technique for influence maximization technique [42] has a complexity

of O(kmR). Thus, PATINA is m/m′ times faster compared to [42]. Observe that as m′ ≪ m

in many real-world networks [129, 130, 131], the performance gain of PATINA is substantial.
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Specifically, as we shall see in Section 6.6, PATINA can find seeds in networks containing

millions of nodes in several hours whereas the greedy technique in [42] takes days. More im-

portantly, unlike heuristic-based techniques, performance gain of PATINA is achieved without

compromising on the superior quality of seed set.

The aforementioned strategy is motivated by several studies that have shown that many

large social networks are comprised of series of communities and clusters where a piece of

information can easily spread within the community but hard to propagate from one to an-

other [5, 132, 133, 129, 130, 134, 135]. For instance, the most recent research [5] has shown

that in blogosphere, the connections between posts written in different languages is so limited

that we can almost ignore them. Thus, the network can be separated into several subnetworks

based on language barriers.

A key challenge in our proposed approach is to determine the subnetworks from which the

seeds need to be selected. To address this issue, we present an efficient data structure called

MAG-list (MArginal Gain List), which stores the candidate node having maximum marginal

gain from each component in the network and guides us to determine the members of seed set.

MAG-list is space-efficient as it only requires O(ℓ) space complexity, where ℓ is the number of

partitioned subnetworks. Thus, in contrast to existing greedy approaches, we do not need to

keep the entire collection of nodes of the network in the memory. Additionally, it provides an

efficient framework to update the influence of nodes. Note that whenever a node is selected

into the seed set, some other nodes’ influence may change as well. Thus, it is important to

dynamically update the influence of each node. Particularly, PATINA applies an on-demand

update strategy in each round to update the MAG-list. Only when a node in the MAG-list is

selected as a potential candidate for the seed set, PATINA updates all the nodes in the component

gain sublist (COG-sublist) of this node. It is not necessary to update all nodes in the MAG-list.

Consequently, we avoid many unnecessary updates.

PATINA differs from the aforementioned approaches in the following key ways. Firstly, we

partition the network into a set of non-overlapping subnetworks and distribute the influence
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maximization problem to relevant subnetworks to compute the seed set. Note that the time

and space complexities of PATINA reduce significantly as it runs on subnetworks which are

often significantly smaller in sizes compared to the entire network. In contrast, as existing

techniques are designed to take the entire network as input for influence maximization, all

the greedy approaches result in high computation cost due to the gigantic size of many online

social networks. Secondly, due to the partitioning of the network into subnetworks, PATINA

needs to determine efficiently the subnetworks that will contribute to the seed set. Such seed

selection problem did not exists in existing approaches. Thirdly, in comparison to the degree

discount approach, PATINA can find significantly better quality of seeds. As we shall see in

Section 6.6, on networks containing millions of nodes, for a given budget, the degree discount

approach can find seeds that can potentially influence around 33,000 individuals. In contrast,

PATINA can find seeds that can influence more than 55,000 individuals. Given the fact that

companies may invest months or years in designing new products, it is paramount to find seeds

that give them opportunity to influence a larger population. We believe that companies are

willing to wait few hours to find higher quality seed set as it may have significant impact on

the marketing of products and its profits.

Lastly, a key benefit of our proposed approach is that it can not only be realized on a

single machine but also it can easily be adopted on a distributed platform. Specifically, the

MAG-list can be maintained in a central machine and the maximization of influence for the

subnetworks can be distributed into several machines and computed in parallel. This further

reduces the computation time of seed set. In summary, the key contributions of this chapter are

the followings.

• We present a novel data structure called MAG-list which facilitates efficient computation

of influence maximization problem. It also provides an efficient framework to support

updates of nodes’ influences.
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• Departing from existing centralized, “non-partitioning-based” solutions to the influence

maximization problem, we take the first step to propose a novel approach that ad-

dresses this problem by partitioning the underlying network into a set of non-overlapping

subnetworks using an existing network partitioning technique and distributing influ-

ence spreads computation to relevant subnetworks. Specifically, we present a novel

partitioning-based greedy algorithm called PATINA that efficiently exploits the MAG-

list build on top of the partitioned subnetworks to compute the seed set for influence

maximization while guaranteeing superior quality of the influence spread. Importantly,

PATINA is at least m/m′ times faster than the state-of-the-art greedy techniques. Further,

it produces superior quality seed set compared to heuristic-based techniques. Addition-

ally, due to its inherent characteristics the PATINA framework can be gracefully adopted

on a distributed platform, which can improve its running time substantially.

• By applying PATINA to real-world social networks of various sizes, we show its effec-

tiveness, significant improvement of performance over existing methods, and ability to

work on a distributed platform.

6.2 Problem Statement

In this section, we formally define the partitioning-based influence maximization problem. We

begin by briefly describing the classical influence maximization problem and related concepts.

6.2.1 Classical Influence Maximization Problem

A social network is modeled as graph G = (V,E), where nodes in V modeling the individuals

in the network and edges in E modeling the relationship between the individuals. We use n to

denote the number of nodes and m to denote the number of edges throughout the paper. The

influence maximization problem is defined as follows [4].
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Symbol Definition
G(V,E) A social network graph
n number of vertices in G
m number of edges in G
Gi(Vi,Ei) ith component (subnetwork) in G(V,E)
Φ A set of subnetworks (components)
m′ max

Ei∈E
|Ei|

k number of seeds to be selected
ℓ number of connected components (subnet-

works)
R number of rounds of simulation
βi A COG-sublist
Ω A set of COG-sublists
M MAG-list
S seed set
Si seed nodes selected from Gi(Vi,Ei)
p propagation probability in independent cas-

cade model
σi(·) influence function under cascade model Ci

T number of iterations in gain computation un-
der weighted cascade model [42]

Table 6.1: Notations.

Definition 6.15 [Influence Maximization] Given a social network G(V,E), a specific cascade

model C and a budget number k, the influence maximization problem is to find a set of nodes

S in G, which we call as seed set, where |S|= k such that according to C, the expected number

of nodes that are influenced by S (denoted by σ(S)) is the largest. It can be expressed using the

following formula.

S = argmax
S′⊆V,|S′|=k

σ(S′)

In the above definition, cascade model refers to the model that defines how a piece of

information propagates from an individual to another in the network. Existing research have

focused on the following cascade models as defined in [4].

• Independent cascade (IC) model. Let Ai be the set of nodes that are influenced in the

i-th round and Ao = |S|. For any (u,v) ∈ E such that u is already in Ai and v is not
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yet influenced, v is influenced by u in the next (i+ 1)-th round with an independent

probability p, which is referred to as the propagation probability. Thus, if there are t

neighbors of v that are in Ai, then v ∈ Ai+1 with probability 1− (1− p)t . This process is

repeated until Ai+1 is empty.

• Weighted cascade (WC) model. Let (u,v) ∈ E. In this model, if u is influenced in round

i, then v is influenced by u in round (i+1) with probability 1/v.degree. Thus, if v has t

neighbors influenced at the i-th round then the probability for a node v to be influenced

in the next round is 1− (1−1/v.degree)t . It is sometimes classified as an instance of IC

model [4].

• Linear threshold (LT) model. In this model, each node v has a threshold θv uniformly

and randomly chosen from 0 to 1; this represents the weighted fraction of v’s neighbors

that must become influenced (active) in order for v to be influenced. All nodes that were

influenced in step (i−1) remains so in step i, and any node v is influenced when the total

weight of its influenced neighbors is at least θv.

The optimum solution to the influence maximization problem is NP-hard for the aforemen-

tioned cascade models [4]. However, as discussed in the preceding section, greedy approxima-

tion algorithms exist for the optimal solution to be approximated to within a factor of (1−1/e)

as long as the influence function σ(·) is submodular. Let S be a finite set. Then a function

f : 2S → R is submodular if f (A∪{v})− f (A) ≥ f (B∪{v})− f (B) ∀A⊆ B⊆ S and v ∈ S.

In another word, the marginal gain from adding an element to a set A is at least as much as

the marginal gain from adding the same element to a superset of A. In the case of influence

maximization problem, σ(·) is submodular, takes only nonnegative values, and is monotone in

the sense that adding an element to a set cannot cause f to decrease. The marginal gain of a

node v given the seed set S is defined as following [4].
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Definition 6.16 [Marginal Gain] Given a cascade model C, a node v, and the current seed

set S, the marginal gain of v with respect to S, denoted by σ(v|S), is defined as σ(v|S) =

σ(S∪{v})−σ(S). That is, σ(v|S) denotes the increase in the expected number of nodes that is

influenced due to the addition of v in S.

Greedy solution towards influence maximization problem works by iteratively selecting

the node which shows the most marginal gain for current S. Thus, each time after adding a

node into S, the greedy algorithm has to update each node’s marginal gain for current S and

select the one with the maximum marginal gain. For example, consider Figure 6.1. The greed

solution first selects v5 as the first seed as it has the maximum marginal gain when S = ∅.

Then, it selects v4 as the second seed as the marginal gain of other nodes are all zero given

that S = {v5}. Obviously, each time after selecting a seed, the greedy algorithm needs to

recompute the marginal gain for every node for the new seeds S, which is computationally

expensive. Observe that the marginal gain of v4 is not affected (Figure 6.1(e)) for S = {v1} or

S = {v5}. Hence it is not necessary to update the marginal gains of v4, v7, or v8 when v1 or v5

is selected as seed. Similarly, if v4 is selected as seed, the marginal gains of v1 and v5 do not

change either.

6.2.2 Partitioning-Based Influence Maximization Problem

Existing greedy approximation algorithms consume significant time on updating the marginal

gains of the top nodes in the list and their rearrangements [4, 42, 43]. Hence, avoidance of un-

necessary updates of marginal gains along with reduction of the size of the node list can reduce

the computation cost significantly. In this work, we achieve this by taking a partitioning-based

approach where the whole social network is partitioned into a set of non-overlapping subnet-

works. By doing so, we ensure that changes to the marginal gain of a node in a subnetwork

Gi do not affect nodes in another subnetwork G j. Hence, the update of the marginal gains of

nodes in Gi is restricted within it instead of the entire network. In fact, as we shall see later, the
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Figure 6.2: The structures of MAG-list and COG-sublists.

computation time of the update operation is reduced by a factor of m/mi where mi represent

the number of edges in Gi.

Definition 6.17 [Partitioning-based Influence Maximization Problem] Given a budget num-

ber k and a social network graph G(V,E), let Φ = Partition(G) be the partitions of G contain-

ing a set of subnetworks where V =V1∪V2∪ . . .∪V|Φ|, Vi∩Vj =∅ for ∀ i ̸= j, 0≤ (i, j)< |Φ|,

and (u,v) ̸∈ E for ∀ u ∈ Vi,v ∈ Vj. Let each Gi exhibits a specific cascade model Ci. Then

the partitioning-based influence maximization problem finds a set of seeds S in Φ where

|S| = ∑|Φ|i=1 |Si| = k such that the expected number of nodes that are influenced by S is the

largest in G. That is,

S = argmax
∑ |Si|=k

∑
Si⊆Vi

σ(Si)
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Note that it is important for the partitioning-based influence maximization problem to guar-

antee that the influence spread is within (1−1/e) of the optimal influence spread.

Theorem 6.2 Given the social network graph G(V,E) and Φ = Partition(G), if the influence

function σi(·) for each of the cascade model Ci of Gi ∈ Φ is submodular, then σ(S) in Defini-

tion 6.17 is also submodular.

Proof: (Sketch) According to Definition 6.17, σ(S) can be represented as the following.

σ(S) = max
∑ |Si|=k

∑σi(Si)

Assume S′ ⊂ S,v ∈ Vt \St where t ∈ {1 . . . ℓ} and S = S1∪S2∪ . . .∪Sℓ,S′ = S′1∪S′2∪ . . .∪S′ℓ,

then S′i ⊆ Si. Besides, the following expression holds as Si∩S j =∅ ∀ 0 < (i, j)≤ ℓ.

σ(S∪{v})−σ(S) = σp(St ∪{v})−σt(St)

σ(S′∪{v})−σ(S′) = σp(S′t ∪{v})−σt(S′t)

As S′t ⊆ S′ and the influence function σt(·) is submodular, then σt(St ∪{v})−σt(St)≤ σt(S′t ∪

{v})−σt(S′t) holds according to the definition of submodularity. Thus, the following expres-

sion holds too, which means that the influence function σ(S) is submodular.

σ(S∪{v})−σ(S)≤ σ(S′∪{v})−σ(S′)

Observe that the above theorem states that if the influence functions within each partition

are submodular, then we have the usual (1− 1/e) guarantee for the solution quality for the

partitioned network. In particular, in the networks which contains disconnected components

we can easily apply BFS (Breadth First Search) method to obtain the partitions. The partitions

retrieved using this methods do not have any connection with each other, thus will be in accord

with the condition in Def 6.17 (i.e., (u,v) ̸∈ E for ∀ u ∈Vi,v ∈Vj). In the networks where BFS
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cannot identify a series of partitions, we apply min cut-based methods and thus may not be

strictly in accord with this condition. Hence, it does not indicate that the partitioning-based

solution will have the (1− 1/e) guarantee for the original optimization problem defined on

the whole network. In spite of this, as we shall see later, our empirical results on variety of

real social networks demonstrate that PATINA, even using min cut-based partitioning method,

consistently produces superior quality spreads compared to the conventional greedy approaches

having (1−1/e) guarantee [4].

6.2.3 Overview of PATINA

In this section, we provide an overview of the PATINA algorithm designed to address the

partitioning-based influence maximization problem. It is outlined in Algorithm 8 and consists

of three phases, namely the network partitioning phase (Line 2), the MAG-list construction

phase (Line 3), and the seeds selection phase (Line 4).

The network partitioning phase. For any cascade model, influence always flows along

edges in the social network graph. Hence, if there is no path between two nodes then it is not

possible for influence to flow between these nodes. In this phase, we first partition the social

network graph to a set of non-overlapping connected components (also referred to as subnet-

works). As each component is unconnected to another component, the influence computation

in a subnetwork is not affected by other subnetworks or components.

Note there are several existing techniques to generate disjoint dense connected components

from a graph efficiently [136, 137]. We take the BFS (Breadth First Search)-based strategy to

traverse the graph and extract the connected components. The running time of this process

is O(m+ n). Note that if the network can be split into disjoint components using BFS tech-

nique where m′ ≪ m (e.g., “High Energy Physics - Theory” collaboration network in arXiv

1 ) then the subsequent computation of seed set generates seeds that are of similar quality of

1http://www.arXiv.org
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Algorithm 8: The PATINA algorithm.
Input: Graph G(V,E), budget k and the cascade influence function σ(·)
Output: Seed set S of nodes, |S|= k

1 begin
2 Φ← NetworkPartition(G);
3 (M ,Ω)←MAGConstruction(Φ, σ(·)) /* Algorithm 9 */;
4 S← SeedsSelection(G, k, σ(·), M , Ω) /* Algorithm 10 */;

those produced by “partition-free” greedy strategies (e.g., MixGreedy [42]). However, some

real-world networks (e.g., Wiki-talk) are highly clustered and cannot be easily separated into

a set of non-overlapping subnetworks using the BFS technique. Additionally, the BFS-based

method may generate components having m′ ≈m for these networks. In this case, we partition

the network into non-overlapping components using a ℓ-way partitioning algorithm provided

by CLUTO 2 [136]. Given the number of partitions ℓ as input, the algorithm can provide good

quality partitions in O(m) time. Note that such partitioning process may inevitably remove

some edges in the network. However, as graph partitioning algorithms often minimize the size

of edge cuts, the removal of edges does not have significant adverse effect on the estimation

of influences of nodes in comparison to existing greedy approaches. Consequently, our experi-

mental results in Section 6.6 demonstrate that for these networks PATINA can still preserve high

quality seed set, which can influence more than 90% of the size of influence spread computed

by “partition-free” greedy approaches.

In summary, we undertake the following strategy for partitioning the social network graph.

If the network can be easily clustered into non-overlapping components by BFS-based method

such that m′ ≪ m, then we create the final subnetworks based on this strategy. However, if

the BFS-based method fails to generate disjoint components or there exists components after

partitioning such that m′ ≈ m, then we adopt the ℓ-way partitioning technique to generate the

set of non-overlapping subnetworks.

2http://glaros.dtc.umn.edu/gkhome/cluto/cluto/overview
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The MAG-list construction phase. Recall that existing greedy approaches iteratively add

to S the node having maximum marginal gain with respect to current S followed by update of

each node’s marginal gain for S. In contrast to the strategy of lazily updating the marginal gains

of nodes existing in a single set, in partitioning-based approach, a set of node sets representing

the set of subnetworks exist. Consequently, the update of marginal gains needs to be carried

out within each node set independently. Given that there may be a large number of subnet-

works, how can we efficiently perform the update operations? In this phase, we construct two

data structures, namely MAG-list and a set of COG-sublists over the subnetworks, that enable

us to efficiently determine which subnetwork the next seed should be selected from and how to

effectively perform updates of marginal gains across subnetworks. Informally, a MAG-list con-

tains nodes with maximum marginal gain in the subnetworks. Each COG-sublist is associated

with a subnetwork or component and stores the marginal gains of all nodes in the subnetwork.

We shall elaborate on this phase in Section 6.3.

The seeds selection phase. Lastly, this phase exploits the MAG-list to compute the seed

set S from the set of subnetworks. It iteratively selects the node having maximum marginal

gain from the MAG-list and, if necessary, efficiently updates and reorders nodes in relevant

COG-sublists dynamically. We shall elaborate on it in Section 6.4.

6.3 MAG-List Construction

In this section, we present the MAG-list (MArginal Gain List) data structure, which we shall

be exploiting for the influence maximization problem. We first describe the structure of the list

and then present the algorithm for constructing it.

We begin by introducing the notion of component gain sublist (COG-sublist) which we shall

be using to define MAG-list. Given a subnetwork Gi(Vi,Ei) where Gi ∈Φ, the component gain

sublist of Gi, denoted by βi, contains the list of nodes Vi. Each node v ∈ βi and v ∈ Vi is a

3-tuple (ID,gain,valid) where ID is the unique node identifier of v in G, gain is the marginal
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Algorithm 9: The MAGConstruction Algorithm.
Input: Non-overlapping subnetworks Φ = {G0(V0,E0),G1(V1,E1), . . . ,Gℓ−1(Vℓ−1,Eℓ−1)} of the

social network graph G(V,E), the cascade influence function σ(·)
Output: MAG-list M and a set of COG-sublists of Φ denoted by Ω.

1 begin
2 initialize the MAG-list M of size ℓ;
3 foreach Gi(Vi,Ei) ∈Φ do
4 initialize COG-sublist βi;
5 foreach v ∈Vi do
6 v.valid = 0;
7 βi.append(v);

8 Ω.add(βi);

9 for iter = 1 to R do
10 for i = 0 to ℓ−1 do
11 compute G′i(Vi,E ′i ) by removing each edge from Gi(Vi,Ei) with probability 1− p (IC

model) or 1−1/v.degree (WC model);
12 foreach v ∈Vi do
13 v.gain+= σi(v);

14 for i = 0 to ℓ−1 do
15 sort(βi) by βi.gain in descending order;
16 top(βi).valid = 1;
17 M [i] = top(βi);

18 return (M ,Ω)

gain with respect to Si, and valid is a boolean variable indicating whether the marginal gain

of v is up-to-date. The list is sorted in descending order based on the marginal gains of the

nodes. Hence, the node with maximum marginal gain is the top element in the sublist, denoted

by top(βi). The size of COG-sublist is denoted by |βi|= |Vi|. Note that since a social network

graph is partitioned into a set of non-overlapping subnetworks, each subnetwork is associated

with a COG-sublist.

Informally, a MAG-list, denoted by M , contains a list of nodes where each node represents

the node with maximum marginal gain in a COG-list. That is, M [i] = top(βi) ∀ 0 ≤ i < |Φ|.

Note that the size of M is the number of non-overlapping subnetworks or components gen-

erated from the social network graph G. Figure 6.2 depicts an example of the structures of
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COG-sublists and MAG-list.

Definition 6.18 [MAG-list] Given the social network graph G(V,E), let Φ = Partition(G)

where |Φ| = ℓ. Then, the MAG-list, denoted by M , is a list of nodes of size ℓ where M[i] =

top(βi) ∀ 0≤ i < ℓ.

To facilitate the discussions on algorithms, we assume some auxiliary functions of nodes.

Given a node v, append(v) and remove(v) append and remove v from a node set or COG-sublist,

respectively. Algorithm 9 outlines the MAG-list construction algorithm. For each subnetwork

Gi(Vi,Ei) it first initializes a COG-sublist βi and populates it by setting the valid attributes of the

nodes to 0 (Lines 3-8). Next, for nodes in each subnetwork Gi it computes the marginal gains

based on a specific cascade model and assign them to the list of nodes in βi (Lines 9-13). The

nodes in βi are sorted in descending order of their marginal gains (Line 15). We set the valid

attributes of all top(βi) to 1 as in the first iteration their marginal gains equal to their influences

(Line 16). Lastly, the algorithm constructs the MAG-list M by inserting the top element top(βi)

of each βi (Line 17). Note that the MAG-list construction requires only a linear traversal over

the COG-sublists.

6.4 Seeds Selection

In this section, we discuss the seeds selection phase in detail. Let us illustrate the idea intu-

itively with the example in Figure 6.2. The MAG-list M contains the nodes v5, v4, and v9. In

the first round of iteration, we select the node having maximum marginal gain from the MAG-

list (i.e., v5) as a candidate. We check if its gain is up-to-date (valid field is 1). Recall from

Algorithm 9, the top node in each COG-sublist is marked as valid. That is, the marginal gains

of all nodes except the top node in a COG-sublist is set to 0 (not up-to-date). Thus, v5 is valid

in this round. Consequently, we insert it into S and remove it from G and the COG-sublist β0.

Now v1 moves to the top of β0 and hence it is copied to M [0]. In the next round, assume that
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v1 is the node with the maximum marginal gain in M and hence is selected as a candidate.

However, v1’s gain is not up-to-date. Consequently, we need to update v1’s gain as it may

change due to addition of v5 in S. The update process works as follows. We recompute the

marginal gain of v1 in β0 and check whether v1’s gain is still the highest. If it is, then we mark

v1 as valid. Otherwise, we move v1 to the correct position in the COG-sublist β0 to ensure that

the list remains sorted in descending order. After the update is completed, we select the next

candidate for the next round. The seed selection process terminates when there are k nodes in

S.

Algorithm 10 outlines the aforementioned intuition for finding the seed set using the MAG-

list. It iteratively selects from the MAG-list the node v′ having the maximum gain as a candidate

(Line 3). Then the algorithm checks whether the v′’s gain is updated by evaluating its valid field

(Line 4). If it is already updated, then it inserts v′ into Sr. Next, it removes v′ from the COG-

sublist βr as well as G and continue to the next round (Lines 5-8). Otherwise, the candidate

node’s gain is not up-to-date. Consequently, the algorithm updates v′’s marginal gain and

reorders βr by invoking the update procedure (Lines 10), which we shall elaborate later. Then

it updates M [r] using the top element top(βr) (Line 11). The algorithm terminates when there

are k nodes in S.

On-demand update. Algorithm 11 outlines the update strategy of PATINA. In order to

speed up seeds selection, we propose a strategy that dynamically updates a specific COG-sublist

only when it is demanded. We refer to this strategy as on-demand update. Observe from

Algorithm 10 only when a node is selected to be a candidate for S and its marginal gain is not

up-to-date with respect to the current S, the update process is invoked for a specific COG-sublist

βr (Line 9 in Algorithm 10). Consequently, a node’s marginal gain is not always guaranteed to

be valid. Instead, it is updated only when demanded. The algorithm recomputes the marginal

gain of top(βr) based on a specific cascade model (Lines 2-4 in Algorithm 11). Observe

that we only need to recompute G′r by random removing edges for R iteration when v ∈ Vr is
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Algorithm 10: The SeedsSelection Algorithm.
Input: Graph G(V,E), the budget k, the cascade influence function σ(·), MAG-list M and

COG-sublist βi for i = 0, . . . , ℓ−1
Output: Seed set S of nodes, |S|= k

1 begin
2 while ∑ℓ−1

i=0 |Si|< k do
3 v′ = M [r] = argmax

v∈M

(v.gain);

4 if v′.valid == 1 then
5 Sr.append(v′);
6 V.remove(v′);
7 Vi.remove(v′);
8 βr.remove(v′);

9 else
10 update(βr,G(Vr,Er),σ(·)) /* Algorithm 11 */;

11 M [r] = top(βr);

12 return S =
∪ℓ−1

i=0 Si;

selected. In contrast, state-of-the-art greedy approaches [42] iteratively recompute it over the

whole network G for R times after selecting a node into the seed set. That is, it takes O(Rm)

operations. Instead, as we have limited the update of the marginal gain to a subnetwork Gr, the

time complexity for selecting a node improves to O(Rmr) (i.e., mr is the number of edges in

the subnetwork Gr).

Next, the algorithm checks whether top(βr) still achieves the highest marginal gain in βr

(Line 5). If it does, then the node’s valid field is set to 1 (Line 6). Otherwise, it reorders

COG-sublist βr by moving the top element towards the tail to a proper position j such that

βr[ j−1].gain > βr[ j].gain > βr[ j+1].gain (Lines 8-12). Observe that our reordering strategy

in Lines 5-12 is similar to that of CELF [43]. Finally, the algorithm returns the COG-sublist βr

(Line 13).

For example, consider the aforementioned scenario in Figure 6.2. As discussed earlier, we

have selected the first seed v5. In the next round of seed selection, v1 is the node with the

highest marginal gain. As its gain is not up-to-date, v1 and β0 are updated. During the update,
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the gain of v1 changes to 0 with respect to the seed S = {v5}. Consequently, the algorithm

reorders v1 in β0 to the tail as it has the least marginal gain.

The aforementioned update strategy makes sense in our partitioning-based influence max-

imization problem as the gains of elements in a COG-sublist are not affected by other COG-

sublists, which results from the fact that a node v is only connected with other nodes in v’s

COG-sublist. Thus, if v is considered to be selected for the seed set S then it will only affect the

marginal gain of those nodes that belong to the same COG-sublist as v. The marginal gain of

nodes in other COG-sublists are not affected and need not to be updated. With the aforemen-

tioned strategy adopted in Algorithm 8, the memory required for PATINA is only O(n′) where n′

denotes the number of nodes in the largest component. Hence, it is more efficient than existing

algorithms which have O(n) space complexity [4, 42, 43].

Synchronized update. An alternative update strategy, which we refer to as synchronized

update, guarantees that the nodes in MAG-list are all up-to-date. That is, in this strategy we

update all the gains of nodes in βi whenever an update happens for βi. Thus, in each iteration

M [i].valid is always guaranteed to be 1 and we can directly select the best node from M and

update the corresponding COG-sublist βi. For instance, reconsider the aforementioned example.

Based on synchronized update strategy, we do not need to wait for checking v1’s valid field.

Instead, we update β0 as soon as v5 is inserted into S, guaranteeing that the nodes in the MAG-

list are all valid. Although, this strategy may avoid unnecessary selection of candidate nodes

from M , it introduces significant amount of updating and reordering of the COG-sublist. In the

next section, we shall experimentally demonstrate the superiority of on-demand update strategy

over the synchronized update.

Theorem 6.3 The time complexity of Algorithm 10 is O(km′R) for Independent cascade model

and O(km′RT ) for the Weighted cascade model.

Proof: (Sketch) Consider the IC model. Let mr denote the number of edges in Gr, then every

iteration in Lines 3-4 of Algorithm 11 takes O(mr) time. The reordering of nodes after that
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Algorithm 11: The update algorithm.
Input: COG-sublist βr = [v1,v2, . . . ,v j], Subnetwork Gr(Vr,Er) and the cascade influence

function σr(·)
Output: Updated COG-sublist βr whose top node’s top(βr).valid = 1

1 begin
2 for iter = 1 to R do
3 compute G′r(Vr,E ′r) by removing each edge from Gr(Vr,Er) with probability 1− p (IC

model) or 1−1/v.degree (WC model);
4 top(βr).gain+= σr(top(βr))

5 if top(βr).gain≥ βr[1].gain then
6 top(βr).valid = 1;

7 else
8 foreach i = 1 to j−1 do
9 if βr[i−1].gain < βr[i].gain then

10 t = βr[i−1];
11 βr[i−1] = βr[i];
12 βr[i] = t;

13 return βr;

in Lines 8-12 of Algorithm 11 also takes O(mr) time (O(mrT ) for WC model). Thus, Algo-

rithm 11 takes O(mrR) time (O(mrRT ) for WC model). According to Algorithm 10, a node’s

gain should be valid before it is inserted into S. If the node’s gain is not valid, Algorithm 11

executes. Hence, Algorithm 10 takes O(km′R) (O(km′RT ) for WC model) as m′ is the upper

bound of mr.

6.5 PATINA on Distributed Platform

We now discuss how PATINA can be elegantly adopted on a distributed and parallel environ-

ment. We utilize the Hadoop 3 framework, which is an open source project maintained by

Apache Software foundation and has been widely used in the research of distributed comput-

ing [138, 139, 140, 141].

The partitioning of the social network graph results in ℓ non-overlapping subnetworks. As

3http://hadoop.apache.org/core/
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network nodes edges components m′

Phy 37,154 231,584 3,883 134,358
Hep 15,233 58,891 1,781 19,630
Wiki-talk 2,394,385 5,021,410 34 5,018,445

Table 6.2: Description of the networks.

a node in one subnetwork cannot influence nodes in another subnetwork, the marginal gain

computation and reordering of nodes in different subnetworks can run in parallel. Ideally, we

should distribute ℓ subnetworks to ℓ slave machines. However, due to the limitation of comput-

ing resources, we distribute the subnetworks into q slaves (q < ℓ) each of which contains a set

of subnetworks. Furthermore, we store the MAG-list in a master machine, and the COG-sublists

are distributed into several slave machines. Each slave machine is in charge of recomputing

the marginal gain in one or more subnetworks and outputs the updated top nodes. The master

machine manages which COG-sublist the next seed should be selected from. Note that due to

our on-demand update strategy, the selection of nodes from MAG-list is independent of the up-

dating and reordering of COG-sublists as we do not need to guarantee each of the COG-sublist

is up-to-date. Consequently, selection of nodes from the MAG-list as well as updating and

reordering of a COG-sublist can be processed in parallel.

We shall demonstrate that the computation time for influence maximization problem can

be significantly reduced by the aforementioned distributed framework in the next section.

6.6 Performance Study

PATINA is implemented in Java. We run all experiments on 1.86GHz Due-Core Intel 6300

machines with 4GB RAM, running Windows XP. Table 6.2 summarizes the three real-world

social network graphs used in our experiments.

Phy and Hep are two academic collaboration networks from the paper lists in two different

section of the e-print arXiv. Each node in the network represents an author, and the number of

edges between a pair of nodes is equal to the number of papers the two authors collaborated.
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6.3.a: Hep (IC)
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6.3.b: Phy (IC)
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6.3.c: Wiki-talk (IC)
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6.3.d: Hep (WC)
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6.3.e: Phy (WC)
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6.3.f: Wiki-talk (WC)

Figure 6.3: Comparison of the number of influenced nodes under IC and WC models.

The Hep network is from the “High Energy Physics - Theory” section with papers from 1991

to 2003. The Phy network represents the full paper list of the “Physics” section 4 . Note that

these datasets are also used in [4, 42]. The Wiki-talk 5 is a large network containing millions

of nodes representing all the users and discussions in Wikipedia from its inception to January

2008. Nodes in the network represent Wikipedia users and edges represent talk page editing

relationship. Note that we consider the edges to be undirected to simplify the discussion.

Table 6.2 also specifies the number of components (subnetworks) generated by our BFS

partitioning technique and the number of edges in the largest component (m′). Observe that

Phy and Hep are representative networks that can easily be partitioned using BFS technique.

On the other hand, Wiki-talk is a highly connected large network. The BFS technique failed to

4Net and Phy are downloaded from http://research.microsoft.com/enus/people/weic/graphdata.
zip.

5Downloaded from http://snap.stanford.edu/data/wiki-Talk.html .
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6.4.a: Hep (LT)
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6.4.b: Phy (LT)
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6.4.c: Wiki-talk (LT)

Figure 6.4: Comparison of the number of influenced nodes under LT model.

generate suitable subnetworks as the largest component in the graph contains over 99.9% of the

edges (m≈m′). Hence, we applied the ℓ-way partitioning algorithm provided by CLUTO [136]

to generate ℓ subnetworks by removing some edges from the network. In the sequel, we set ℓ

to be 40, 50, and 60. The average m′ values after partitioning Wiki-talk into ℓ subnetworks are

20,452, 16,259 and 15,750 for ℓ equal to 40, 50 and 60, respectively. Specifically, we shall

use Wiki-talk to study not only the scalability of PATINA but also the quality of seed sets for

networks that cannot be partitioned using BFS technique.

We run the following algorithms under both IC and WC models.

• MixGreedy-IC: The mixed greedy algorithm [42] for the IC model.

• MixGreedy-WC: The mixed greedy algorithm for the WC model.

• DegreeDiscount-IC: The degree discount heuristic [42] for the IC model 6 .

• SingleDiscount: The single discount heuristic [42] that can be applied to all models.

• PATINA-IC: The PATINA algorithm for the IC model.

• PATINA-WC: The PATINA algorithm for the WC model.

• D-PATINA-IC: The distributed PATINA algorithm for the IC model.

• D-PATINA-WC: The distributed PATINA algorithm for the WC model.

6Note that we did not select [44] as we were unable to get the implementation from the authors.
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• Random: As a baseline comparison, simply select k random vertices in the graph. Note

that it is also used for experimental study in [4, 42].

We set T = 5 (number of iterations in gain computation under WC model) and R = 20000

(number of rounds of simulation), which is in line with the experiments in [42]. We vary k

from 10 to 100 to evaluate the influence spreads as well as the running times for different seed

set size.

6.6.1 Influence Spread

In this experiment, we compare the quality of influence spread (the number of influenced

nodes) of representative systems by varying k from 10 to 100. Figure 6.3 reports the influence

spreads for different values of k under different cascade models. Note that as the influence

spread of distributed PATINA (D-PATINA) is identical to that of PATINA, we only report the

results of the latter approach here. We set p = 0.1.

We can make the following observations. Firstly, the PATINA curves follow diminishing

pattern which support the submodular nature of influence function. Secondly, the influence

spread of the seed sets computed by PATINA is almost identical to those determined by the

MixGreedy approach for the Hep and Phy datasets under IC and WC models. We also tested

whether PATINA is effective under LT model. We take the seeds selected by PATINA-IC and

PATINA-WC and run simulation on both datasets under LT model. The results are depicted in

Figures 6.4(a)-(c), which shows that our algorithm is effective under LT model. In summary,

our results justifies that our proposed partitioning-based strategy exhibits similar performance

to the state-of-the-art greedy approaches when the network can be effectively partitioned using

BFS technique.

Figures 6.3(c), 6.3(f), and 6.4(c) depict the influence spread of PATINA on the Wiki-talk

network for different values of ℓ. Recall that Wiki-talk was partitioned using ℓ-way partitioning

algorithm which may results in removal of some edges from the network. As ℓ increases the
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size of each subnetwork may decrease. Consequently, more edges are ignored which may lower

the quality of seeds. However, in spite of this, PATINA shows very good performance compared

to MixGreedy. In particular, PATINA can find seed set that influences at least 90% of the size of

influence spread (for ℓ= 40) computed by MixGreedy. In fact, by choosing appropriate value

of ℓ (e.g., ℓ= 40 for Wiki-talk), we can generate high quality seed set.

Lastly, both PATINA and MixGreedy outperform the two heuristic-based approaches con-

sistently for all networks under all models. Although these heuristics approaches are shown to

be orders of magnitude faster than greedy approaches [42], the influence spreads computed by

these approaches can be as low as 76% and 60% of the size of influence spread computed by

PATINA (or MixGreedy) for the Hep and Wiki-talk datasets, respectively. Both these heuristics

approaches discount a node’s degree if it has a neighbor selected as a seed. However, discount-

ing the degree does not incorporate the fact that most highest-degree nodes are clustered and

hence it cannot avoid unnecessary targeting. Moreover, a node’s influence may not always be

reflected by its degree in that a node may influence another node over multiple hops while its

degree only counts the nodes within a single hop. Importantly, as discussed in Section 6.1,

we believe that the seed set quality is paramount to companies as they would like to maximize

the influence spreads of their new products. Hence, it cannot be significantly compromised in

order to reduce computation time.

6.6.2 Cost of Phases 1 and 2

In this set of experiments, we analyze the cost of Phases 1 (network partitioning) and 2 (MAG-

list construction) of PATINA. As discussed in Section 7.3.2, the time complexity of these two

steps is O(m+ n), which is significantly lesser than the cost of seeds selection. Figure 6.5(a)

compares the running times of Phases 1 and 2 (Lines 2-3 in Algorithm 8) with the seeds selec-

tion phase (Phase 3) (Line 4 in Algorithm 8) for the three datasets. Observe that the running

times of network partitioning and MAG-list construction is significantly smaller than the seeds

161



CHAPTER 6. PATINA: A PARTITIONING-BASED EFFICIENT STRATEGY FOR INFLUENCE MAXIMIZATION

100

101

102

103

104

105

106

Hep Phy Wiki-talk

ru
n 

tim
e(

in
 s

ec
)

Phase 1 & 2
Phase 3-IC

Phase 3-WC

6.5.a: Phases 1 and 2

 0

 5

 10

 15

 20

 25

 1  2  3  4  5  6  7  8  9  10

ru
n 

tim
e(

in
 h

ou
r)

#slave machines (q)

D-PATINA-IC(l=40)
D-PATINA-IC(l=50)
D-PATINA-IC(l=60)

6.5.b: Effect of q

Figure 6.5: Performances of Phases 1 and 2 in PATINA; and affect of q in distributed PATINA.

selection phase, agreeing with our analysis in Section 7.3.2. Note that in order to ensure fair

comparison with Hep and Phy, for Wiki-talk we depict only the partitioning time of the ℓ-way

partitioning algorithm and not its initial failed attempt to partition using BFS technique.

6.6.3 Running Times

We now investigate the response times of various approaches. Although the quality of seed set

generated by greedy approaches are consistently superior than those generated by heuristics-

based strategies across all cascade models, for the sake of completeness we report the running

times of the latter approaches along with the former. Also for the Wiki-talk dataset, the response

times of PATINA includes initial partitioning attempt using the BFS technique.

Figures 6.6 and 6.7 report the running times of different approaches on the three datasets

based on the IC and WC models. Note that the variable q in “D-PATINA-IC (WC)-q” represents

the number of slave nodes in the distributed implementation of PATINA under IC (WC) model.

We set p = 0.1 and vary k from 10 to 100. We can make the following observations. Firstly,

the running times of PATINA and MixGreedy increase linearly with the number of seeds k. This

justifies our analysis in the preceding sections that the time complexities of both these algo-

rithms are proportional to k. Secondly, PATINA is significantly faster than MixGreedy (highest
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6.6.c: Wiki-talk (IC)
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Figure 6.6: Comparison of the running times under IC and WC models.

observed factor being 11) for all datasets and cascade models. Observe that the performance

gain of PATINA increases with increase in the size of the network. This is primarily due to the

partitioning-based strategy employed by PATINA as well as update and reordering of the MAG-

list and COG-sublists. As the size of a network increases, often the increase in size of each

subnetwork is not as large as that of the whole network. Instead, the increase in size of a net-

work may often result in the creation of additional subnetworks. Reordering a COG-sublist of

a small subnetwork is more efficient than reordering larger subnetworks or entire list of nodes

in the network. Consequently, the performance gap between PATINA and MixGreedy increases

with the size of the network. Thirdly, as mentioned in [42] the heuristic-based techniques are

orders of magnitude faster than all greedy algorithms. However, the gain in speed results from

sacrificing quality of influence spreads as reported in Section 6.6.1.

Fourthly, distributed implementation of PATINA (D-PATINA) further reduces the cost of
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Figure 6.7: Running times in distributed environment for Wiki-talk under IC model.

seed set computation. D-PATINA is at least an order of magnitude faster than MixGreedy for

all datasets. Specifically for the Wiki-talk network, MixGreedy is prohibitively expensive as

it takes more than 4 days to generate the seed set. On the other hand, D-PATINA with just a

modest number of slave machines can finish seed set computation in less than 10 hours. This

is a reasonable performance on a network with millions of nodes as a company is often willing

to wait for few hours in a day instead of several days to retrieve high quality seed set for its

marketing plan. Lastly, the running times of PATINA and D-PATINA do not change significantly

with the variation of number of components (ℓ) for the Wiki-talk network.

Next, we test the scalability of (D-PATINA) over Wiki-talk by increasing the number of

slave machines (q) in Figure 6.5(b). Obviously as q increases the running time decreases sub-

linearly indicating that adding more slaves will speedup the algorithm. Particularly, it is less

than 6 hours when q = 10 whereas MixGreedy takes more than 100 hours. In summary, D-

PATINA is able to complete the influence maximization task 10-20 times faster than MixGreedy

while preserving similar result quality. On the other hand, D-PATINA spends a few more hours

than the heuristic-based approaches in order to achieve significantly higher quality results.

6.6.4 Evaluation of Partitioning Algorithm

In this part, we compare several partition algorithms towards Wiki-talk network and show how

sensitive the result is for different partitioning algorithms. We compared three partition al-
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Figure 6.8: Effect of varying the number of partitions ℓ.
gorithms over the experiments on Wiki-talk network: CLUTO, EdgeBetweenness [129] and

SCOTCH [142]. EdgeBetweenness method partitions a given graph by removing a specified

number of edges that exhibit the highest betweenness score. Both CLUTO and SCOTCH are

free graph partitioning packages available online. They are both multi-level algorithms aim-

ing to partition a graph into clusters by removing a limited number of edges. Both CLUTO

and SCOTCH partition Wiki-talk network around 100 seconds while EdgeBetweenness method

finishes in more than 20 hours which is almost comparable with the total running time of Mix-

Greedy.

We also tested the quality of influence spread over the result of three partitioning methods.

Figure 6.8(a) shows the influence spread result by feeding the partitioned graphs from three

algorithms into Algorithm 10. Obviously, the number of influenced node at different value

of ℓ do not vary much. Note that, there may exist other partition methods that exhibit more

encouraging result than CLUTO or SCOTCH. Actually, PATINA is independent with the detailed

partitioning algorithm such that these alternative partitioning methods can also be adopted. In

this work, CLUTO is used to partition Wiki-talk network if not explicitly stated.

6.6.5 Effect of Propagation Probability

We now study the effect of the propagation probability p under IC model on the running times

of the greedy approaches. We vary p from 0.01 to 0.09. Figure 6.9 reports the running times
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Figure 6.9: Effect of propagation probability on running times.

of PATINA-IC and MixGreedy-IC on the Hep and Phy networks. We can make the following

observations. First, PATINA-IC is significantly faster than MixGreedy-IC for all values of p.

Second, the running times of both algorithms do not fluctuate significantly across all p values.

As the propagation probability increases, the number of edges after random edge removal

process increases as well. However, the time complexities of random removal of edges are

O(m) and O(m′) for MixGreedy-IC [42] and PATINA-IC, respectively. Thus, the propagation

probability does not affect the running times significantly. Note that the results are similar for

Wiki-talk dataset (we omit its discussion here for the sake of space).

6.6.6 Effect of Number of Partitions

We now investigate the effect of number of partitions (ℓ) using the Wiki-talk dataset. Figure 6.8

reports the effect of ℓ on influence spread and response time. Note that when ℓ increases the

size of each subnetwork may decrease. Consequently, more edges are ignored which may

lower the quality of seeds. However, in reality as depicted in Figure 6.8(a) the decrease in the

quality of seeds is not significant for both IC and WC models. At the same time, the running

time of the models decreases with increase in ℓ.
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Figure 6.10: On-demand and synchronized strategies.

6.6.7 On-demand vs. Synchronized Update

We compare the on-demand and synchronized update strategies introduced in Section 6.4 and

justify our choice of the former. Note that the choice of using one of these strategy only

affects the update performance of MAG-list and COG-sublist and not the seed set quality. We

set p = 0.1 and use the Hep and Phy datesets under IC model. Figure 6.10 plots the comparison

of the running times between the two strategies for different values of k. The running times

of both strategies increase linearly with k. Besides, the on-demand strategy is slightly better

than the synchronized one which also agrees with our discussion in Section 6.4. The results

are similar when we use WC model as well as Wiki-talk dataset.

6.7 Summary

The influence maximization problem for online social networks, which focuses on finding

the set of k users (seeds) so that they eventually influence the largest number of individuals

(influence spread) in the network, is considered important with applications to viral marketing

and information dissemination among others. Recently, several greedy and heuristics-based

strategies have been proposed to address this problem. Although state-the-art greedy strategies
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can produce high quality seed set, they are computationally very expensive. For large-scale

networks with millions of nodes, the latest greedy approach, MixGreedy [42], can take more

than four days to find the seed set. On the other hand, recent heuristics-based approaches are

orders of magnitude faster but they are susceptible to producing inferior quality seed set. In

this chapter, we propose a novel greedy algorithm called PATINA that significantly reduces the

computation time without significantly compromising on the seed set quality.

PATINA first partitions the network into a set of non-overlapping subnetworks. Each sub-

network is associated with a COG-sublist which stores the marginal gains of the nodes in the

subnetwork in descending order. The node with maximum marginal gain in each COG-sublist

is stored in a structure called MAG-list. PATINA exploits these lists along with an on-demand

update strategy for marginal gains to efficiently find the seed set. This partitioning-based strat-

egy of PATINA also paves way for its easy adoption on a distributed platform. Specifically,

the MAG-list is maintained in a central machine and the maximization of influence for the

subnetworks are distributed into several machines and computed in parallel. Our exhaustive

empirical study has demonstrated that PATINA and its distributed implementation have excel-

lent real-world performance compared to state-of-the-art greedy approaches.

Seed set quality is of great importance to companies as they would like to maximize the

influence spreads of their new products. Kempe et al. [4] was the first to advocate that greedy

approximation algorithms produce better quality results compared to heuristics-based tech-

niques. Contrary to this, Chen et al. [42, 44] recently concluded that heuristics-based tech-

niques can produce superior quality results at blazing speed. They envisaged that finding ef-

fective heuristics is key to finding scalable solutions to the influence maximization problem.

However, they failed to demonstrate that such conclusion related to seed set quality holds for

a variety of datasets with different features and different cascade models. In fact, in line with

the conclusion of Kempe et al., in this chapter we demonstrated that heuristics-based solutions

can produce inferior quality seed set especially for networks like Wiki-talk. We believe that
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partitioning-based greedy strategy on a distributed and parallel framework is a more realistic

solution as it can not only improve computation time but also maintain high quality seed set.
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Chapter 7

CINEMA: Towards Conformity-Aware
Influence Maximization in Large Online
Social Networks

In the preceding chapter, we have proposed a novel algorithm called PATINA, which signifi-

cantly reduces the computation time without compromising on the seed set quality, to solve

the influence maximization problem in large-scale social networks. PATINA and all the state-

of-the-art techniques assume influence propagation follows one of the three cascade models,

namely, independent cascade model, weighted cascade model and linear threshold model. In

real social-network applications, influence may not simply propagates following these models.

For instance, it may also be affected by the influence and conformity of nodes. Hence, in this

chapter, we propose a novel cascade model called C2 (Conformity-aware Cascade) model that

takes into account the influence and conformity indices of nodes in influence propagation. We

propose an algorithm called CINEMA to solve influence maximization problem under C2 model.

The rest of this chapter is organized as follows. We discuss the limitations of existing

works and motivate the need for CINEMA in Section 7.1. We propose the C2 (Conformity-

aware Cascade) model in Section 7.2. Next, we solve the influence maximization problem

under C2 by proposing CINEMA algorithm in Section 7.3. We illustrate in detail the modules

of CINEMA in Section 7.4 and Section 7.5 in sequence. Experimental results are discussed
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in Section 7.6. Finally, we conclude this chapter in Section 7.7. Most of the symbols in this

chapter are consistent with those used in the preceding chapter. Moreover, similar to Chapter 4,

we use Φ(·) and Ω(·) to denote the influence and conformity indices of a node, respectively.

7.1 Introduction

With the recent emergence of large-scale online social networking applications (SNA), we are

now faced with the opportunity to analyze social network data at unprecedented levels of scale

and temporal resolution for marketing, health, politics, communication, education and other

applications. However, translating the research techniques of traditional SNA to these large-

scale online data-intensive applications is a daunting task. In this chapter, we present our

work towards addressing one of the challenges, namely finding a high-quality, real-world, and

scalable solution to the influence maximization (IM) problem.

Given a social network as well as an influence propagation (or cascade) model, the problem

of influence maximization (IM) is to find the set of initial users of size k (referred to as seeds)

so that they eventually influence the largest number of individuals (referred to as influence

spread) in the network [4]. For instance, suppose a company wants to market a new product

through the social network of potential customers as depicted in Figure 7.1(a). It consists of

eight individuals represented by nodes and the edges between them represent connections or

relationships between individuals. The company has a limited budget such that it can only

select a small number of initial users (significantly less than 8 in Figure 7.1(a)) in the network

to use it for free. It hopes that these users will like the product and trigger a cascade of “word-

of-mouth” influence by recommending the product to other friends, and many individuals will

ultimately adopt it. Figures 7.1(b)-(e) depict the influence spreads for different seed sets. The

colored circles denote the nodes that can be influenced by the specified node while dashed

circles denote those that are already influenced by current seeds S.
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Figure 7.1: Influence maximization problem.

Domingos and Richardson [64, 66] are the first to study influence maximization as an al-

gorithmic problem. Kempe et al. [4] are the first to consider the problem of choosing the seeds

as a discrete optimization problem. They proved that the optimization problem is NP-hard,

and presented a greedy approximate algorithm applicable to three cascade models, namely the

independent cascade (IC) model, the weighted cascade (WC) model, and the linear threshold

(LT) model. A key strength of the proposed algorithm is that it guarantees that the influence

spread is within (1−1/e) of the optimal influence spread where e is the base of the natural log-

arithm. However, deployment of these techniques on large-scale social networks is infeasible

as they have poor efficiency and scalability [42]. Recently, several greedy approaches [42, 43]

were proposed to address this issue. While these approaches have been able to make significant

progress in reducing the computation cost of the IM problem, they still take days to find seeds

in real-world networks containing millions of nodes [73]. To alleviate the aforementioned per-

formance bottleneck, several heuristic-based techniques [42, 44, 75, 76] have been proposed

which are orders of magnitude faster than the greedy approaches.
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Figure 7.2: An example of real-world social network.

The above body of work assumes that a node’s ability to influence another is simply deter-

mined by an independent probability (i.e., IC) or a probability proportional to the node degree

(i.e., WC) or even a binary value controlled by a threshold (i.e., LT). They assume that these

probability values are available as input without addressing the question of how the probabil-

ities are obtained. Recently, Goyal et al. [73] have shown that such impractical assumptions

lead to poor quality seed set and emphasized the need to obtain the influence probabilities from

real data. By leveraging on historical propagation traces of the underlying network to learn

how influence flows in the network, they propose a credit distribution (CD) model to estimate

influence spreads. The authors demonstrate that the CD model ends up choosing seed sets that

are very different from the ones chosen by the aforementioned techniques.

7.1.1 Motivation

Consider Figure 7.2 which depicts a fragment of a real-world social network consisting of five

individuals. The label of an edge (e.g., “iPad ”) indicates the topic of conversation between

the source and target individuals. To make it more discernible, part of the conversation is

magnified in the right hand side. An edge pointing from u to v (−→uv) denotes the influence

propagation path with respect to the topic labeled on the edge. Suppose a company wants to

present a free trial version of iPad to one of these individuals such that she is most likely to

recommend her friends to buy iPad in future. At first glance, it may seem that this problem can
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Figure 7.3: Graph representation of Figure 7.2.

Model σ(v1) σ(v2) σ(v3) σ(v4) σ(v5)

IC (p(−→uv) = 0.5) 1.75 1.75 1.5 1 1.875
WC (p(−→uv) = 1/d(v)) 1.67 1.67 2 1 1.83
C2 (p(−→uv) = Φ1(u)Ω1(v)) 1.73 1 1.49 1 1

Table 7.1: Expected influence size of nodes in Figure 7.3.

be solved using an existing influence maximization technique from the above body of work.

However, these techniques suffer from the following two limitations that become a stumbling

block to the generation of superior quality seed set in real-world networks.

Firstly, the aforementioned IM algorithms are conformity-unaware. In real-world networks

influence propagation may not simply driven by a node’s influence on another but may also

depend on the conformity of nodes in the propagation path. Specifically, in social psychol-

ogy conformity of an individual refers to a person’s inclination to be influenced by others [2].

Hence, the influence probabilities must be computed by exploiting the interplay of influence

and conformity of nodes in the underlying network.

Let us elaborate on the role of conformity of nodes in influence spread estimation. Recon-

sider the network in Figure 7.2. We can represent it using the graph depicted in Figure 7.3

where each node denotes an individual. Recall that we aim to select a single seed node (k = 1)

to propagate a piece of information. Let us review the seed selection in an existing greedy

algorithm under IC model first. Assume that influence propagates within the network with

probability p = 0.5. We need to calculate the expected influence size for all the nodes and

select the highest one. Let X be the set of edges that are activated and σX(v) be the number

of nodes that can be reached on activated edge paths from v. Thus, the expected number of
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Node ID Φ(·) Ω(·) Φ1(·) Ω1(·)
v1 0.68 0.21 0.70 0.17
v2 0.68 0.11 0 0
v3 0.18 0.94 0.70 0.70
v4 0.03 0.21 0.17 0.70
v5 0.18 0.11 0 0

Table 7.2: Nodes’ influence and conformity indices.

influenced nodes from v (denoted as σ(v)) can be expressed as the following [4].

σ(v) = ∑
X

Prob[X ] ·σX(v) (Eq. 7.1)

In the above equation, Prob[X ] denotes the probability that all the edges in X are activated.

For instance, the expected influence size of v3 under IC model can be computed as σ(v3) =

Prob[−−→v3v4 ̸∈ X ]×1+Prob[−−→v3v4 ∈ X ]×2. As Prob[−−→v3v4 ̸∈ X ] or Prob[−−→v3v4 ∈ X ] equals to 0.5,

σ(v3) is 1.5. Table 7.1 reports the expected influence sizes of the five nodes under the IC

and WC models (first two rows). Based on Table 7.1 we may select v5 (resp. v3) as the seed

under IC (resp. WC) model as it exhibits the highest expected influence size. Unfortunately,

this might not be the best choice when conformity of nodes are taken into account. In real

applications the neighbors of v5 (i.e., v1) may exhibit different conformity behavior. Observe

that v5 cannot influence anyone else unless −−→v5v1 is activated. The second and third columns in

Table 7.2 report the influence and conformity values of all nodes, respectively, computed using

an existing technique [92] (detailed later). Clearly, v5 exhibits very small influence whereas

at the same time v1 exhibits low conformity. Note that lower the conformity of a node the

less likely it is to be influenced by another. In other words, v1 is not easily influenced by v5.

Consequently, in reality−−→v5v1 is hardly activated during influence propagation! Hence, state-of-

the-art techniques may generate poor quality seed set as they ignore the conformity of nodes.

Secondly, existing IM algorithms are context-unaware. Observe that the network in Fig-

ure 7.2 involves discussions between individuals on two different topics (i.e., iPad and mi-

crowave oven). Specifically, in Figure 7.3 −−→v1v3,
−−→v3v4 denote the influence propagation path
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with respect to topic A1 (i.e., “iPad ”); −−→v5v1,
−−→v2v3 denote the paths with respect to topic A2 (i.e.,

“microwave oven ”). We refer to such network where topic information are associated with

every edge as context-aware network. Intuitively, nodes that are involved in the discussion

of iPads are more likely to purchase iPads compared to other nodes. Unfortunately, existing

cascade models are not context-aware as they fail to distinguish between influence propaga-

tion related to different topics. An individual may exhibit different influence and conformity

behaviors for different topics. For example, according to the IC model v5 should be selected as

the seed. However, it is clear that v5 is more interested in microwave oven than iPad. Hence, v5

may not recommend iPad to her neighbors. Consequently, selecting v5 as seed is a poor choice

as she cannot influence anyone else in the context of topic “iPad ”.

Lastly, existing cascade models assume arbitrarily fixed weights for each edge, such as with

the WC. The experimentation and related conclusion about quality of the seed set is doubtful

unless the influence strength is learned from real data.

7.1.2 Overview

To address the aforementioned limitations, in this chapter we propose a novel conformity-

aware cascade model (C2 model) to study the influence propagation process by taking into

account conformity behavior of nodes in a social network. Unlike existing cascade models, the

influence probability of a node v in this model is not obtained based on ad hoc assumptions.

Rather, we leverage on the influence and conformity values of v which are computed by ana-

lyzing the sentiments expressed by the edges associated with v in the underlying network. We

also extend this model to handle context-aware networks, which we refer to as conformity and

context-aware cascade model (C3 model). Based on these models, we propose a novel greedy

IM algorithm called CINEMA (Conformity-aware INfluEnce MAximization) that solves the IM

problem in both context-aware and context-free social networks.
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CINEMA first partitions the network into a set of non-overlapping components (subnet-

works) and then distribute the conformity and context-aware influence maximization compu-

tation to these components. A node’s influence in one component is not significantly affected

by nodes in other components as many large social networks are comprised of series of com-

munities and clusters where a piece of information can easily spread within the community

but hard to propagate from one to another [129, 130, 134]. Consequently, each node’s influ-

ence computation and updates can be limited to the component it resides. Next, for each of

these subnetworks, CINEMA computes the influence and conformity indices of nodes using our

recently proposed CASINO algorithm [92]. Note that these indices are used to compute the

influence probabilities of nodes. It is worth mentioning that these indices are context-sensitive

as each node may exhibit different conformity or influence indices for different topics. Hence,

if the network is context-aware then a pair of indices for each node is generated representing

its influence and conformity with respect to the specific topic. Otherwise, if the network is

context-free, then CASINO will generate a pair of indices for each node indicating its influence

and conformity.

Next, CINEMA selects the seed set S from the subnetworks. Specifically, a node v’s se-

lection into S is influenced by the conformity indices of the nodes around v at each iteration.

A key challenge in this process is to determine the subnetworks from which the seeds need

to be selected. To address this issue, we present an efficient data structure called MAG-list

(MArginal Gain List), which stores the candidate node having maximum marginal gain from

each component in the network and guides us to determine the members of seed set. MAG-list is

space-efficient as it only requires O(ℓ) space complexity, where ℓ is the number of partitioned

subnetworks. Thus, in contrast to majority of existing greedy approaches, we do not need to

keep the entire collection of nodes of the network in the memory. Additionally, it provides an

efficient framework to update the influence of nodes. Note that whenever a node is selected

into the seed set, some other nodes’ influence may change as well. Thus, it is important to
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dynamically update the influence of each node. Particularly, CINEMA applies an on-demand

update strategy in each round to update the MAG-list. Only when a node in the MAG-list is se-

lected as a potential candidate for the seed set, CINEMA updates all the nodes in the component

gain sublist (COG-sublist) of this node. It is not necessary to update all nodes in the MAG-list.

In summary, the key contributions of this chapter are as follows.

• Firstly, in Section 7.2, we present a novel cascade model called conformity-aware cas-

cade model (C2) which provides a framework to obtain the influence probabilities of

nodes from real data by taking into account the conformity of nodes. Further, we extend

this model to be context-sensitive.

• Secondly, we present a novel data structure called MAG-list which facilitates efficient

computation of influence maximization problem (Section 7.4). It also provides an effi-

cient framework to support updates of nodes’ influences.

• Thirdly, departing from existing centralized, “non-partitioning-based” solutions to the

IM problem, we take the first step to propose a novel approach that addresses this prob-

lem by partitioning the underlying network into a set of non-overlapping subnetworks

using an existing network partitioning technique and distributing influence spreads com-

putation to relevant subnetworks (Section 7.3). Specifically, we present a novel greedy

algorithm called CINEMA (Section 7.5) that efficiently exploits the MAG-list build on top

of the partitioned subnetworks to compute the seed set for influence maximization under

our proposed models while guaranteeing superior quality of the influence spread. Im-

portantly, CINEMA produces superior quality seed set compared to existing greedy tech-

niques without compromising on the computation cost. Note that CINEMA is not tightly

coupled to any specific graph partitioning technique and as a result its benefits can be

realized on any superior graph partitioning approach (in this chapter we chose [136] for

reasons justified in Section 7.6).
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Symbol Definition
G(V,E) A social network graph
n number of vertices in G
m number of edges in G
Gi(Vi,Ei) ith component (subnetwork) in G(V,E)
Γ A set of subnetworks (components)
m′ max

Ei∈E
|Ei|

k number of seeds to be selected
ℓ number of connected components (subnetworks)
R number of rounds of simulation
βi A COG-sublist
ϒ A set of COG-sublists
M MAG-list
S seed set
Si seed nodes selected from Gi(Vi,Ei)
T A topic
EiT edge correlated with topic T
GiT subgraph correlated with topic T
G topic-based subgraph set
Ω(·) conformity index
Φ(·) influence index
ΩT(·) conformity index with respect to topic T
ΦT(·) influence index with respect to topic T
−→uv the edge pointing from u to v
σi(·) influence function under cascade model Ci

T number of iterations in gain computation

Table 7.3: Key notations used in this chapter.

• Lastly, by applying CINEMA to real social networks of various sizes, we show its ef-

fectiveness and significant improvement of performance over existing methods (Sec-

tion 7.6).

The notations used in this chapter are summarized in Table 7.3.

7.2 Conformity and Context-Aware Cascade Models

In this section, we formally introduce a novel cascade model that takes into account conformity

of nodes for influence propagation. Next, we extend this model to incorporate topic-related in-

formation in context-aware social networks. We begin by briefly describing the classical influ-
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ence maximization (IM) problem and state-of-the-art cascade models that have been considered

in the literature.

7.2.1 Conformity-Aware Cascade Model (C2 Model)

Recall in last chapter that existing IM techniques that realize the cascade models make ad hoc

assumptions regarding the influence probability. Consequently, they do not leverage on several

important real-world characteristics (e.g., conformity, topic information) of the underlying data

for computing influence probabilities. It is worth mentioning that in [92] we have demonstrated

that the presence of an edge between a pair of node u and v is highly affected by the influence

of u and the conformity of v. Thus, the probability of influence propagation from u to v is

affected by not only influence of u but also conformity of v, which can be computed from the

underlying social network (discussed later). Inspired by this finding, we define the conformity-

aware cascade (C2) model as follows.

Definition 7.19 Let Ai be the set of nodes that are influenced in the i-th round and A0 = S. For

any (u,v) ∈ E such that u is already in Ai and v is not yet influenced, v is influenced by u in

the next (i+1)-th round with a probability that is proportional to the product of u’s influence

(denoted by Φ(u)) and v’s conformity (denoted by Ω(v)). Thus, the probability v ∈ Ai+1 can be

computed as: 1− ∏
u∈Ai,(u,v)∈E

(1−Φ(u)Ω(v)). This process is repeated until Ai+1 is empty.

The C2 model is suitable for networks where the influence and conformity indices is inde-

pendent of any specific topic of discussion (e.g., Epinions, Hep).

7.2.2 Model For Context-Aware Networks

Based on our discussions in the preceding sections, online social networks can be classified into

context-aware and context-free networks. The former represent networks where the edges are

associated with topics (context) as social interactions may often involve conversations on spe-

cific topics. For example, each conversation in Twitter is based on a specific topic. Figure 7.2
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depicts interactions between three users on the topic iPad . On the other hand, interactions in

context-free networks (e.g., Epinions) do not involve specific topics. Naturally, in a context-

aware network the influence and conformity of nodes are topic-dependent. Thus, we extend C2

model so that it can be applied to these networks where the influence and conformity indices

are correlated with specific topics. We refer to this model as conformity and context-aware

cascade (C3) model and is formally defined as follows.

Definition 7.20 Let Ai be the set of nodes that are influenced by topic T in the i-th round and

A0 = S. For any (u,v)∈ E such that u is already in Ai and v is not yet influenced, v is influenced

by u in the next (i+ 1)-th round with a probability that is proportional to the product of u’s

influence (denoted by ΦT(u)) and v’s conformity (denoted by ΩT(v)). Thus, the probability

v ∈ Ai+1 can be computed as: 1− ∏
u∈Ai,(u,v)∈E

(1−ΦT(u)ΩT(v)). This process is repeated until

Ai+1 is empty.

Reconsider the example in Section 7.1.1. Recall that v5 (resp. v3) is the best node that

should be inserted into S under IC (resp. WC) model. However, this may not be true if we

take into account the conformity of nodes or topics-related information in the network. The

influence and conformity indices of each node is listed in Table 7.2 (fourth and fifth columns).

Based on Definition 7.20, Prob[−−→v3v4 ̸∈ X ] can be computed as 1− (Φ1(v3)Ω1(v4)) = 0.51.

Thus, σ(v3) = 0.51× 1+ 0.49× 2 = 1.49. The expected influences of the remaining nodes

with respect to the topic ‘‘iPad’’ under C3 model are listed in Table 7.1 (third row). Thus,

we should select v1 (instead of v5 or v3) as the seed when we consider conformity of nodes in

a context-aware network. We shall justify our hypothesis empirically in Section 7.6.

Theorem 7.4 Given a social network graph G(V,E), the influence function σ(·) under C2 (C3)

model is submodular.
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Proof: (Sketch) Let S1 and S2 be two sets of nodes such that S1 ⊆ S2. R(v,X) denotes the set

of all nodes that can be reached from v on all the activated edges that are in X . Consider the

expression of σX(S1∪{v})−σX(S1). It denotes the number of elements in R(v,X) that are not

already in
∪

u∈S1
R(u,X), which is at least as large as the number of elements in R(v,X) that are

not in
∪

u∈S2
R(u,X). That is σX(S1 ∪{v})−σX(S1) ≥ σX(S2 ∪{v})−σX(S2), which means

that the function σX(·) is submodular. Moreover, we have shown that σ(·) can be computed

from σX(·) using Equation Eq. 7.1. It means σ(·) is a non-negative linear combination of

another submodular function σX(·). Hence σ(·) is also submodular.

7.3 Overview of CINEMA

In this section, we first formally define the partitioning-based influence maximization problem

that is proposed in this chapter. Then, we give an overview of key steps of the Algorithm

CINEMA.

7.3.1 Partitioning-Based IM Problem

Existing greedy approximation algorithms consume significant time on updating the marginal

gains of the top nodes in the list and their rearrangements [4, 42, 43]. Hence, avoidance of un-

necessary updates of marginal gains along with reduction of the size of the node list can reduce

the computation cost significantly. We achieve this by taking a partitioning-based approach

where the whole social network is partitioned into a set of non-overlapping subnetworks. By

doing so, we ensure that changes to the marginal gain of a node in a subnetwork Gi do not

affect nodes in another subnetwork G j. Hence, the update of the marginal gains of nodes in Gi

is restricted within it instead of the entire network.

Definition 7.21 Given a budget k and a social network G(V,E), let Γ = Partition(G) be the

partitions of G containing a set of subnetworks where V = V1 ∪V2 ∪ . . .∪V|Γ|, Vi ∩Vj = ∅ ∀
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i ̸= j, 0≤ (i, j)< |Γ|, and (u,v) ̸∈ E for ∀ u∈Vi,v∈Vj. Let each Gi exhibits a specific cascade

model Ci (e.g., C2, C3, IC, WC). Then the partitioning-based influence maximization problem

finds a set of seeds S in Γ where |S|= ∑|Γ|i=1 |Si|= k such that the expected number of nodes that

are influenced by S is the largest in G. That is,

S = argmax
∑ |Si|=k

∑
Si⊆Vi

σ(Si)

Observe that in the aforementioned definition we theoretically generalize the problem by

adopting different influence models in different subnetworks. Clearly, it can also handle the

case where different subnetworks have same cascade model (e.g., C2 or C3 model) to reflect

many real-world applications. Notably, it is important for the partitioning-based IM problem to

guarantee that the influence spread is within (1−1/e) of the optimal influence spread.

Theorem 7.5 Given the social network graph G(V,E) and Γ = Partition(G), if the influence

function σi(·) for each of the cascade model Ci of Gi ∈ Γ is submodular, then σ(S) in Defini-

tion 7.21 is also submodular.

Proof: (Sketch) According to Definition 7.21, σ(S) can be represented as the following.

σ(S) = max
∑ |Si|=k

∑σi(Si)

Assume S′ ⊂ S,v ∈ Vt \St where t ∈ {1 . . . ℓ} and S = S1∪S2∪ . . .∪Sℓ,S′ = S′1∪S′2∪ . . .∪S′ℓ,

then S′i ⊆ Si. Besides, the following expression holds as Si∩S j =∅ ∀ 0 < (i, j)≤ ℓ.

σ(S∪{v})−σ(S) = σt(St ∪{v})−σt(St)

σ(S′∪{v})−σ(S′) = σt(S′t ∪{v})−σt(S′t)

As S′t ⊆ S′ and the influence function σt(·) is submodular, then σt(St ∪{v})−σt(St)≤ σt(S′t ∪

{v})−σt(S′t) holds according to the definition of submodularity. Thus, σ(S∪{v})−σ(S) ≤

σ(S′∪{v})−σ(S′) holds too, which means that the influence function σ(S) is submodular.
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7.3.2 Algorithm CINEMA

The CINEMA algorithm is outlined in Algorithm 12 and consists of four phases, namely the

network partitioning phase (Line 2), the conformity computation phase (Lines 3-4), the MAG-

list construction phase (Line 5), and the seeds selection phase (Line 6).

Phase 1: The network partitioning phase. For any cascade model, influence always flows

along edges in the social network graph. Hence, if there is no path between two nodes then

it is not possible for influence to flow between these nodes. In this phase, we first partition

the social network graph to a set of non-overlapping connected components (also referred to

as subnetworks). As each component is unconnected to another component, the influence

computation in a subnetwork is not affected by other subnetworks or components.

Note there are several existing techniques to generate disjoint dense connected components

from a graph efficiently [136]. We take the BFS (Breadth First Search)-based strategy to tra-

verse the graph and extract the connected components. The running time of this process is

O(m+n). Note that some real-world networks (e.g., Wiki-talk) are highly clustered and can-

not be easily separated into a set of non-overlapping subnetworks using the BFS technique.

Particularly, the BFS-based method may generate components having m′ ≈ m for these net-

works. In this case, we partition the network into non-overlapping components using a ℓ-way

partitioning algorithm provided by CLUTO (glaros.dtc.umn.edu/gkhome/cluto/cluto/

overview ) [136]. In Section 7.6, we shall justify choosing this graph partitioning algorithm

over several existing ones. Given the number of partitions ℓ as input, the algorithm can pro-

vide good quality partitions in O(m) time. Note that such partitioning process may inevitably

remove some edges in the network. However, as graph partitioning algorithms often minimize

the size of edge cuts, the removal of edges does not have significant adverse effect on the es-

timation of influences of nodes in comparison to existing greedy approaches. Consequently,

our experimental results in Section 7.6 demonstrate that for these networks CINEMA can still

preserve high quality seed set.
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Algorithm 12: The CINEMA algorithm.
Input: Graph G(V,E), budget k, topic T (optional) and the cascade influence function

σ(·)
Output: Seed set S of nodes, |S|= k

1 begin
2 Γ← NetworkPartition(G);
3 foreach Gi ∈ Γ do
4 (GiT,(ΦiT(·),ΩiT(·)))← CASINO(Gi) /* Based on [92] */;

5 (M ,ϒ)←MAGConstruction(Γ, σ(·), ΦiT(·), ΩiT(·));
6 S← SeedsSelection(G, k, σ(·), M , ϒ, ΦiT(·), ΩiT(·));

In summary, we undertake the following strategy for partitioning the social network graph.

If the network can be easily clustered into non-overlapping components by BFS-based method

such that m′ ≪ m, then we create the final subnetworks based on this strategy. However, if

the BFS-based method fails to generate disjoint components or there exists components after

partitioning such that m′ ≈ m, then we adopt the ℓ-way partitioning technique to generate the

set of non-overlapping subnetworks.

Phase 2: The conformity computation phase. In this phase, we compute the influence

and conformity indices of the nodes in each subnetwork generated from the preceding phase.

Note that these indices will be used to compute the influence probabilities based on our C2

(C3) model. We invoke the CASINO algorithm [92] for each subnetwork to achieve this goal.

For the sake of completeness, here we briefly summarize the algorithm. The reader may refer

to [92] for details. Given a subnetwork Gi(Vi,Ei), if it is context-aware then CASINO first ex-

tracts a set of subgraphs Gi where each subgraph GiT(ViT,EiT) ∈ Gi contains all the vertices

and edges in GiT associated with a specific topic T. Each subgraph GiT represents positive

or negative attitudes of individuals toward opinions of others in Gi with respect to the topic

T. Note that edges of a social network may not be explicitly labeled with positive or negative

signs. This is especially true for context-aware networks (e.g., Twitter). On the other hand,

links in many context-free networks (e.g., Slashdot, Epinions) are explicitly labeled with signs.
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Hence, it is important to assign signs to the edges in each GiT. In CASINO, this is achieved

by analyzing the sentiment expressed by the edge. Specifically, for each edge
−−→
uTv (the edge

pointing from u to v on context topic T) in GiT, it identifies 5-level sentiment (i.e., like, some-

what like, neutral, somewhat dislike, dislike) expressed at both ends using LingPipe [99]. If

the sentiments at both ends are similar (sentiment similarity threshold is less than ε), then the

edge is denoted as positive. Otherwise, it is a negative. Hence, each subgraph Gi containing

both positive and negative edges can be represented using a pair of graphs G+
i (Vi,E+

i ) and

G−i (Vi,E−i ) denoting the induced graph of positive edges E+
i (trust/agreement) and negative

edges E−i (distrust/disagreement), respectively. Finally, given a set of such signed topic-based

subgraphs, CASINO iteratively compute the influence (denoted by Φ(.)) and conformity indices

(denoted by Ω(.)) of each individual in each subgraph using the following equations.

Φ(v) = ∑
−→uv∈E+

i

Ω(u)− ∑
−→uv∈E−i

Ω(u) (Eq. 7.2)

Ω(u) = ∑
−→uv∈E+

i

Φ(v)− ∑
−→uv∈E−i

Φ(v) (Eq. 7.3)

where Ω(u) and Φ(v) represent the conformity and influence indices of nodes u and v, respec-

tively. Observe that a vertex v may have multiple pairs of indices if v is involved in more than

one topic-based subgraph. Note that this technique can easily be extended to compute the ag-

gregated indices of an individual by taking into account the entire social network G over all

topics.

Phase 3: The MAG-list construction phase. In contrast to the strategy of lazily up-

dating the marginal gains of nodes existing in a single set, in CINEMA the update of marginal

gains needs to be carried out within each node set representing each subnetwork independently.

Given that there may be a large number of subnetworks, how can we efficiently perform the

update operations? In this phase, we construct two data structures, namely MAG-list and a set

of COG-sublists over the subnetworks, that enable us to efficiently determine which subnetwork
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Figure 7.4: The structures of MAG-list and COG-sublists.

the next seed should be selected from and how to effectively perform updates of marginal gains

across subnetworks. Informally, a MAG-list contains nodes with maximum marginal gain in the

subnetworks. Each COG-sublist is associated with a subnetwork or component and stores the

marginal gains of all nodes in the subnetwork. We shall elaborate on this phase in Section 7.4.

Phase 4: The seeds selection phase. Lastly, this phase exploits the MAG-list to compute

the seed set S from the set of subnetworks (see Section 7.5). It iteratively selects the node

having maximum marginal gain from the MAG-list and, if necessary, efficiently updates and

reorders nodes in relevant COG-sublists dynamically.
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7.4 MAG-List Construction

In this section, we present the MAG-list (MArginal Gain List) data structure which we shall

be exploiting for the influence maximization problem. For simplicity of discussion, in the

sequel we assume the network to be context-free. Extension of our techniques to context-aware

networks is trivial. We begin by introducing the notion of component gain sublist (COG-sublist)

which we shall be using to define MAG-list. Given a subnetwork Gi(Vi,Ei) where Gi ∈ Γ, the

component gain sublist of Gi, denoted by βi, contains the list of nodes Vi. Each node v ∈ βi

and v ∈ Vi is a 3-tuple (ID,gain,valid) where ID is the unique node identifier of v in G, gain

is the marginal gain with respect to Si, and valid is a boolean variable indicating whether the

marginal gain of v is up-to-date. The list is sorted in descending order based on the marginal

gains of the nodes. Hence, the node with maximum marginal gain is the top element in the

sublist, denoted by top(βi). The size of COG-sublist is denoted by |βi|= |Vi|. Note that since a

social network graph is partitioned into a set of non-overlapping subnetworks, each subnetwork

is associated with a COG-sublist.

Informally, a MAG-list, denoted by M , contains a list of nodes where each node represents

the node with maximum marginal gain in a COG-list. That is, M [i] = top(βi) ∀ 0 ≤ i < |Φ|.

Note that the size of M is the number of non-overlapping subnetworks or components gen-

erated from the social network graph G. Figure 7.4 depicts an example of the structures of

COG-sublists and MAG-list.

Definition 7.22 Given the social network graph G(V,E), let Γ = Partition(G) where |Γ| = ℓ.

Then, the MAG-list, denoted by M , is a list of nodes of size ℓ where M [i] = top(βi) ∀ 0≤ i < ℓ.

To facilitate the discussions on algorithms, we assume some auxiliary functions of nodes.

Given a node v, append(v) and remove(v) append and remove v from a node set or COG-sublist,

respectively. Algorithm 13 outlines the MAG-list construction algorithm. For each subnetwork

188



CHAPTER 7. CINEMA: TOWARDS CONFORMITY-AWARE INFLUENCE MAXIMIZATION IN LARGE ONLINE
SOCIAL NETWORKS

Algorithm 13: The MAGConstruction Algorithm.
Input: Non-overlapping subnetworks

Γ = {G0(V0,E0),G1(V1,E1), . . . ,Gℓ−1(Vℓ−1,Eℓ−1)} of the social network graph
G(V,E), the cascade influence function σ(·), the influence and conformity
indices (Φ(v),Ω(v)) for all v ∈V .

Output: MAG-list M and a set of COG-sublists of Γ denoted by ϒ.
1 begin
2 initialize the MAG-list M of size ℓ;
3 foreach Gi(Vi,Ei) ∈Φ do
4 initialize COG-sublist βi;
5 foreach v ∈Vi do
6 v.valid = 0;
7 βi.append(v);

8 ϒ.add(βi);

9 for iter = 1 to R do
10 for i = 0 to ℓ−1 do
11 compute G′i(Vi,E ′i) by removing each edge −→uv from Gi(Vi,Ei) with

probability 1−Φ(u)Ω(v);
12 foreach v ∈Vi do
13 v.gain+= σi(v);

14 for i = 0 to ℓ−1 do
15 sort(βi) by βi.gain in descending order;
16 top(βi).valid = 1;
17 M [i] = top(βi);

18 return (M ,ϒ)

Gi(Vi,Ei) it first initializes a COG-sublist βi and populates it by setting the valid attributes of

the nodes to 0 (Lines 3-8). Next, for nodes in each subnetwork Gi it computes the marginal

gains based on the proposed cascade model and assigns them to the list of nodes in βi (Lines

9-13). The nodes in βi are sorted in descending order of their marginal gains (Line 15). We

set the valid attributes of all top(βi) to 1 as in the first iteration their marginal gains equal to

their influences (Line 16). Lastly, the algorithm constructs the MAG-list M by inserting the top

element top(βi) of each βi (Line 17). Note that the MAG-list construction requires only a linear

traversal over the COG-sublists.
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7.5 Seeds Selection

Let us first illustrate the seeds selection phase intuitively with the example in Figure 7.4. The

MAG-list M contains the nodes v5, v4, and v9. In the first round of iteration, we select the node

having maximum marginal gain from the MAG-list (i.e., v5) as a candidate. We check if its gain

is up-to-date (valid field is 1). Recall from Algorithm 13, the top node in each COG-sublist is

marked as valid. That is, the marginal gains of all nodes except the top node in a COG-sublist

is set to 0 (not up-to-date). Thus, v5 is valid in this round. Consequently, we insert it into S

and remove it from G and the COG-sublist β0. Now v1 moves to the top of β0 and hence it is

copied to M [0]. In the next round, assume that v1 is the node with the maximum marginal gain

in M and hence is selected as a candidate. However, v1’s gain is not up-to-date. Consequently,

we need to update v1’s gain as it may change due to addition of v5 in S. The update process

works as follows. We recompute the marginal gain of v1 in β0 and check whether v1’s gain

is still the highest. If it is, then we mark v1 as valid. Otherwise, we move v1 to the correct

position in the COG-sublist β0 to ensure that the list remains sorted in descending order. After

the update is completed, we select the next candidate for the next round. The seed selection

process terminates when there are k nodes in S.

Algorithm 14 outlines the aforementioned intuition for finding the seed set using the MAG-

list. It iteratively selects from the MAG-list the node v′ having the maximum gain as a candidate

(Line 3). Then the algorithm checks whether the v′’s gain is updated by evaluating its valid field

(Line 4). If it is already updated, then it inserts v′ into Sr. Next, it removes v′ from the COG-

sublist βr as well as G and continue to the next round (Lines 5-8). Otherwise, the candidate

node’s gain is not up-to-date. Consequently, the algorithm updates v′’s marginal gain and

reorders βr by invoking the update procedure (Lines 10), which we shall elaborate later. Then

it updates M [r] using the top element top(βr) (Line 11). The algorithm terminates when there

are k nodes in S.
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Algorithm 14: The SeedsSelection Algorithm.
Input: Graph G(V,E), the budget k, the cascade influence function σ(·), the influence

and conformity indices (Φ(v),Ω(v)) for all v ∈V , MAG-list M and COG-sublist
βi for i = 0, . . . , ℓ−1

Output: Seed set S of nodes, |S|= k
1 begin
2 while ∑ℓ−1

i=0 |Si|< k do
3 v′ = M [r] = argmax

v∈M

(v.gain);

4 if v′.valid == 1 then
5 Sr.append(v′);
6 V.remove(v′);
7 Vi.remove(v′);
8 βr.remove(v′);

9 else
10 update(βr,G(Vr,Er),σ(·), Φ(·), Ω(·)) /* Algorithm 15 */;

11 M [r] = top(βr);

12 return S =
∪ℓ−1

i=0 Si;

On-demand update. Algorithm 15 outlines the update strategy of CINEMA. In order

to speed up seeds selection, we propose a strategy that dynamically updates a specific COG-

sublist only when it is demanded. We refer to this strategy as on-demand update. Observe

from Algorithm 14 only when a node is selected to be a candidate for S and its marginal gain

is not up-to-date with respect to the current S, the update process is invoked for a specific

COG-sublist βr (Line 9 in Algorithm 14). Consequently, a node’s marginal gain is not always

guaranteed to be valid. Instead, it is updated only when demanded. The algorithm recomputes

the marginal gain of top(βr) based on C2 ( C3) model (Lines 2-4 in Algorithm 15). Observe

that we only need to recompute G′r by random removing edges for R iteration when v ∈ Vr is

selected. In contrast, state-of-the-art greedy approaches [42] iteratively recompute it over the

whole network G for R times after selecting a node into the seed set. That is, it takes O(Rm)

operations. Instead, as we have limited the update of the marginal gain to a subnetwork Gr, the

time complexity for selecting a node improves to O(Rmr) (i.e., mr is the number of edges in

191



CHAPTER 7. CINEMA: TOWARDS CONFORMITY-AWARE INFLUENCE MAXIMIZATION IN LARGE ONLINE
SOCIAL NETWORKS

network nodes edges components m′

Phy 37,154 231,584 3,883 134,358
Hep 15,233 58,891 1,781 19,630
Wiki-talk 2,394,385 5,021,410 34 5,018,445

Table 7.4: Description of the context-free networks.

the subnetwork Gr).

Next, it checks whether top(βr) still achieves the highest marginal gain in βr (Line 5). If

it does, then the node’s valid field is set to 1 (Line 6). Otherwise, it reorders COG-sublist βr

by moving the top element towards the tail to a proper position j such that βr[ j− 1].gain >

βr[ j].gain > βr[ j+1].gain (Lines 8-12). Observe that our reordering strategy in Lines 5-12 is

similar to that of CELF [43]. Finally, the algorithm returns the COG-sublist βr (Line 13).

For example, consider the aforementioned scenario in Figure 7.4. As discussed earlier, we

have selected the first seed v5. In the next round of seed selection, v1 is the node with the

highest marginal gain. As its gain is not up-to-date, v1 and β0 are updated. During the update,

the gain of v1 changes to 0 with respect to the seed S = {v5}. Consequently, the algorithm

reorders v1 in β0 to the tail as it has the least marginal gain.

The aforementioned update strategy makes sense in our partitioning-based IM problem as

the gains of elements in a COG-sublist are not affected by other COG-sublists, which results

from the fact that a node v is only connected with other nodes in v’s COG-sublist. Thus, if v is

considered to be selected for the seed set S then it will only affect the marginal gain of those

nodes that belong to the same COG-sublist as v. The marginal gain of nodes in other COG-

sublists are not affected and need not to be updated. Observe that in CINEMA only the global

MAG-list and a specific COG-sublist are kept in the memory at an arbitrary timepoint. Hence,

the memory required for CINEMA is only O(n′) where n′ denotes the number of nodes in the

largest component. Consequently, it is more efficient than existing algorithms which have O(n)

space complexity [4, 42, 43].

Synchronized update. An alternative update strategy, which we refer to as synchronized

update, guarantees that the nodes in MAG-list are all up-to-date. That is, in this strategy we
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Algorithm 15: The update Algorithm.
Input: COG-sublist βr = [v1,v2, . . . ,v j], Subnetwork Gr(Vr,Er), the influence and

conformity indices (Φ(v),Ω(v)) for all v ∈V and the cascade influence function
σr(·).

Output: Updated COG-sublist βr whose top node’s top(βr).valid = 1
1 begin
2 for iter = 1 to R do
3 compute G′i(Vi,E ′i) by removing each edge −→uv from Gi(Vi,Ei) with probability

1−Φ(u)Ω(v);
4 top(βr).gain+= σr(top(βr))

5 if top(βr).gain≥ βr[1].gain then
6 top(βr).valid = 1;

7 else
8 foreach i = 1 to j−1 do
9 if βr[i−1].gain < βr[i].gain then

10 t = βr[i−1];
11 βr[i−1] = βr[i];
12 βr[i] = t;

13 return βr;

update all the gains of nodes in βi whenever an update happens for βi. Thus, in each iteration

M [i].valid is always guaranteed to be 1 and we can directly select the best node from M and

update the corresponding COG-sublist βi. For instance, reconsider the aforementioned example.

Based on synchronized update strategy, we do not need to wait for checking v1’s valid field.

Instead, we update β0 as soon as v5 is inserted into S, guaranteeing that the nodes in the MAG-

list are all valid. Although, this strategy may avoid unnecessary selection of candidate nodes

from M , it introduces significant amount of updating and reordering of the COG-sublist. In the

next section, we shall experimentally demonstrate the superiority of on-demand update strategy

over the synchronized update.

Theorem 7.6 The time complexity of CINEMA is O(k′m′n′+ kT Rm′) where k′ is the number

of iterations in CASINO [92].
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#tweets #trends #tweeters #edges #components m′

1,054,261 21,917 576,894 1,230,748 24 271,319

Table 7.5: Description of the context-aware Twitter network.
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Proof: (Sketch) The time complexity of CINEMA is summation of both the indices com-

putation in CASINO (Line 2 in Algorithm 12) and the influence maximization (Lines 4-6 in

Algorithm 12). The time complexity of the former step to compute the indices is O(k′m′n′)

where k′ is the number of iterations in influence and conformity indices computation [92]. On

the other hand, the complexity of the latter part is O(kT Rm′). Hence, the time complexity of

CINEMA is O(k′m′n′+ kT Rm′).

7.6 Performance Study

CINEMA is implemented in Java. We run all experiments on 1.86GHz Due-Core Intel 6300

machines with 4GB RAM, running Windows XP. Table 7.5 summarizes the three real-world

context-free social network graphs used in our experiments. Phy and Hep are two academic

collaboration networks from the paper lists in two different section of the e-print arXiv. Each

node in the network represents an author, and the number of edges between a pair of nodes is

equal to the number of papers the two authors collaborated. The Hep network is from the “High
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Energy Physics - Theory” section with papers from 1991 to 2003. The Phy network represents

the full paper list of the “Physics” section1. Note that these datasets are also used in [4, 42,

43, 44, 76]. The Wiki-talk2 is a large network containing millions of nodes representing all the

users and discussions in Wikipedia from its inception to January 2008. Nodes in the network

represent Wikipedia users and edges represent talk page editing relationship.

We use the Twitter dataset to investigate the performance on a context-aware network. The

dataset was crawled using the Twitter API 3 during Dec 2010 to Feb 2011. We extracted top

20 trends keywords at hourly duration and retrieved up to 1500 tweets for each trend. Then we

identified the relationships between all the tweets in the dataset. Table 7.5 reports the statistics

associated with this dataset. Note that these statistics are computed after removing non-English

tweets (using Twitter API). In order to compute accurate influential and conformity indices, we

need to have large context-aware network. We removed spam trend keywords which contain

only meaningless IDs. Thus, we selected top 492 trends that contain more than 1,000 tweets to

compute the indices. For each trend (topic), we identified all the tweets associated to it. Then

the edges connecting different tweets using ‘@’ tag are extracted and their signs are assigned

as positive or negative. Additionally, there exists another tag ‘RT’ in many tweets indicating

that a tweet author supports another author’s opinion by re-tweeting it. That is, if an author u

directly re-tweets another twitter v, then it indicates that u wants to distribute this tweet to her

followers. Hence, we assign positive signs to such re-tweet edges.

We run the following algorithms under different cascade models.

• MixGreedy-IC: The mixed greedy algorithm [42] for the IC model.

• MixGreedy-WC: The mixed greedy algorithm for the WC model.

• DegreeDiscount-IC: The degree discount heuristic [42] for the IC model.

1Net and Phy are downloaded from http://research.microsoft.com/enus/people/weic/graphdata.zip.
2Downloaded from http://snap.stanford.edu/data/wiki-Talk.html .
3http://dev.twitter.com/doc
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• SingleDiscount: The single discount heuristic [42] that can be applied to IC and WC

models.

• MIA-N: The MIA-N heuristic [77] algorithm that can be applied to IC-N model.

• LDAG: The LDAG algorithm [75] for the LT model.

• SimPath: The heuristic algorithm [76] for the LT model.

• CINEMA-C2: The CINEMA algorithm for the C2 model.

• CINEMA-C3: The CINEMA algorithm for the C3 model.

We set T = 5 (number of iterations in gain computation under WC model and C2/C3 model)

and R = 20000 (number of rounds of simulation), which is in line with the experiments in [42].

We vary k from 10 to 100 to evaluate the influence spreads as well as the running times for

different seed set size.

7.6.1 Experimental Results

Effect of Partitioning Algorithms. We first empirically justify the reason for choosing CLUTO

as the graph partitioning algorithm for CINEMA. Specifically, we compare three partition al-

gorithms, namely CLUTO, EdgeBetweenness [129] and SCOTCH [142], on Wiki-talk network

and investigate their effects on influence spreads. EdgeBetweenness method partitions a given

graph by removing a specified number of edges that exhibit the highest betweenness score.

Both CLUTO and SCOTCH are multi-level algorithms aiming to partition a graph into clusters

by removing a limited number of edges. Both CLUTO and SCOTCH partition Wiki-talk in around

100 seconds whereas EdgeBetweenness takes more than 20 hours.

Figure 7.5(a) shows the influence spreads (the number of influenced nodes) generated by

feeding the partitioned graphs from these three algorithms into the last three phases in Algo-

rithm 12. Observe that the seeds quality is not affected significantly by these three partitioning

methods. Hence, a key advantage of CINEMA is that it is not necessary to be tightly coupled to
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7.6.a: Spread of Hep(a)
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7.6.c: Spread of Phy(a)
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7.6.d: Spread of Phy(b)
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7.6.e: Spread of Wiki-talk(a)
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7.6.f: Spread of Wiki-talk(b)

Figure 7.6: Influence spread results.

any specific partitioning technique. In the sequel, CLUTO is used to partition the networks as it

is faster than EdgeBetweenness. Note that adoption of a more superior partitioning technique

than CLUTO will only enhance the influence spread quality of CINEMA. Also, the increase of

ℓ means that more edges are ignored resulting in poorer performance of CINEMA. Note that in

practical applications the seed set tends to be small due to budget restriction.

Influence Spread. In this set of experiments, we select k (vary from 10 to 100) nodes

using different approaches in the three context-unaware networks and compute the expected

influence of those nodes under C2 model. We set p = 0.1 for IC and WC models.

Figures 7.6(a)-(f) report the performances of different approaches. We can make the fol-

lowing observations. Firstly, the CINEMA-C2 curves follow diminishing pattern which support

the submodular nature of influence function. Secondly, it is obvious that existing conformity-

unaware algorithms exhibit poor performance with respect to the influence spread result under
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C2 model. A possible reason for such phenomenon is that these algorithms select seeds greedily

under IC and WC models. However, these seeds may not necessarily exhibit expected influence

under C2 model. Hence, unless we take into account the conformity of nodes we cannot pro-

duce satisfactory result under C2 model. Thirdly, Figure 7.6(e,f) depict the influence spread of

CINEMA-C2 on the Wiki-talk network for different values of ℓ. Recall that Wiki-talk was par-

titioned using ℓ-way partitioning algorithm which may results in removal of some edges. As

ℓ increases the size of each subnetwork may decrease. Consequently, more edges are ignored

resulting in slightly lower quality of seeds. In spite of this, CINEMA-C2 shows superior perfor-

mance compared to the conformity-unaware techniques. MixGreedy-IC and MIA-N exhibit the

best performance within existing approaches as shown in Figure 7.6. In fact, influence spread

of the results from CINEMA-C2 outperforms that of MixGreedy-IC and MIA-N by about 55%

and 41%, respectively.

Lastly, CINEMA-C2 outperforms the two heuristic-based approaches consistently for all net-

works. Although these heuristics approaches are shown to be orders of magnitude faster than

greedy approaches [42], the influence spreads computed by these approaches can be as low

as 42% and 40% of the size of influence spread computed by CINEMA-C2 for the Hep and

Wiki-talk datasets, respectively. In addition to conformity-unawareness, both these heuristics

approaches discount a node’s degree if it has a neighbor selected as a seed. However, discount-

ing the degree does not incorporate the fact that most highest-degree nodes are clustered and

hence it cannot avoid unnecessary targeting. Moreover, a node’s influence may not always be

reflected by its degree in that a node may influence another node over multiple hops while its

degree only counts the nodes within a single hop. Importantly, as discussed in Section 7.1, we

believe that the seed set quality is paramount to companies as they would like to maximize the

influence spreads of their new products. Hence, it cannot be significantly compromised.

Cost of Phases 1-4. Next, we analyze the cost of Phases 1–4 of CINEMA. Figure 7.5(b)

compares the running times of these phases for the four datasets. Since the running time of
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CINEMA-C3

Mumford &
Sons

WeLoveTokioHotel BornThisWayFriday Mubarak MixGreedy-IC CINEMA-C2

3453454 4093419 950596 388397 8994366 8994366
56068621 191059547 190108655 4725921 6837510 950596
3984874 114799747 3498571 5549 143131074 6837510
133282617 22418179 147327886 25817119 12732578 4976883
199855121 90276810 49126931 4112233 969858 106789932
8234375 201647517 121158546 957238 20735827 179500
4051581 146896900 79897503 3238537 1327826 20735827
2894822 97497115 4051581 69290548 2494788 124440574
202658279 204479139 193820280 190736000 4740643 4740643
780597 206998557 83629945 1314262 1111124 940898

Table 7.6: Seeds selected from Twitter.
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Figure 7.7: (a) Running time comparison; (b)Effect of varying ℓ; (c)On demand update.

MAG-list construction is significantly smaller than the rest, we plot the total running time of

Phases 1 and 2. Observe that the seed selection phase dominates the running time agreeing

with our analysis in Section 7.3.2. Note that in order to ensure fair comparison with Hep and

Phy, for Wiki-talk we depict only the partitioning time of the ℓ-way partitioning algorithm and

not its initial failed attempt to partition using BFS technique. For Twitter we compared the

running times in both C2 and C3 models. As the first phase in both models are identical, there

are two additional bars representing Phases 2 and 3, and Phase 4 in C3 model, respectively.

Running Times. We now investigate the response times of various approaches. For the

Wiki-talk dataset, the response times of CINEMA-C2 includes initial partitioning attempt using
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the BFS technique. Figure 7.7(a) reports the running times of different approaches. Observe

that in spite of the additional steps of network partitioning and indices computation, the running

times of CINEMA-C2 is almost the same with MixGreedy-IC and much less than MixGreedy-

WC. Thus, it is reasonable to be applied in real applications. Since it is already demonstrated

in [42] that the heuristic-based techniques are orders of magnitude faster than all greedy algo-

rithms, for the sake of visual clarity, we do not plot them here. However, the gain in speed

results from sacrificing quality of influence spreads as reported above. Lastly, we study the

effect of varying ℓ results on the running time of CINEMA-C2. Figure 7.7(b) depicts that the

running time of CINEMA-C2 over Wiki-talk network. Observe that the running time decreases

as ℓ increases.

On-demand vs. Synchronized Update. Lastly, we compare the on-demand and syn-

chronized update strategies introduced earlier and justify our choice of the former. Note that

the choice of using one of these strategy only affects the update performance of MAG-list and

COG-sublist and not the seed set quality. Figure 7.7(c) plots the comparison of the running

times between the two strategies for different values of k for the Hep and Phy datasets. The

running times of both strategies increase linearly with k. Besides, the on-demand strategy is

slightly better than the synchronized one which also agrees with our discussion in the preced-

ing section. The results are similar when we use the Wiki-talk and Twitter datasets. Due to

space constraints, we do not present it here.

CINEMA on Context-aware Network. In order to study the influence spread in context-

aware network, we perform a set of experiments on the Twitter dataset. Recall that if the

network is context-aware then we compute the influence and conformity indices of nodes with

respect to the given topic T in each partitioned subgraphs. Thus, a pair of topic-specific influ-

ence and conformity indices is associated with each node. Then we can maximize the influence

with respect to a given topic T by selecting k seeds using Algorithm 12. We also create context-

aware variants of MixGreedy (denoted by MixGreedy-IC/WC-t), SimPath, LDAG, MIA-N and
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7.8.a: Mumford & Sons
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7.8.c: WeLoveTokioHotel

 0
 100
 200
 300
 400
 500
 600
 700
 800

 10  20  30  40  50  60  70  80  90  100

in
fl

ue
nc

e 
sp

re
ad

 (
C

3 )

seed set size

MixGreedy-IC
MixGreedy-WC

DegreeDiscount-IC
CINEMA-C2

MixGreedy-IC-t
MixGreedy-WC-t

DegreeDiscount-IC-t
CINEMA-C3
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Figure 7.8: Influence spread on a context-aware network. (Comparison with MixGreedy and
DegreeDiscount-IC)

DegreeDiscount (denoted by DegreeDiscount-IC-t) where the topic-specific subgraph related

to topic T is first extracted from the social network graph and then MixGreedy (resp. Sim-

Path, DegreeDiscount, MIA-N) is executed on the subgraph. Figures 7.8 and 7.9 plot the in-

fluence spreads for the top 4 topics with the maximum number of tweets (Mumford & Sons ,

BornThisWayFriday , WeLoveTokioHotel and Mubarak ). Clearly, CINEMA-C3 consistently

outperforms all existing methods as well as CINEMA-C2. This is because the context-unaware

approaches are unable to distinguish whether a seed exhibits any influence with respect to a

specific topic T. Many of the seeds selected by these approaches may not influence anyone

else for topic T. Thus, the influence spreads from these seeds are poor. Notably CINEMA-

C3 is not only context-aware but also conformity-aware. Hence, it significantly outperforms
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Figure 7.9: Influence spread on a context-aware network. (Comparison with MIA-N, SimPath
and LDAG)

MixGreedy-IC/WC-t , MIA-N-t and SimPath/ LDAG-t .

Table 7.6 reports Twitter IDs of seeds selected by different models for k = 10. The first

four columns report the seeds computed by CINEMA-C3 for four different topics. The seeds

set computed by MixGreedy-IC and CINEMA-C2 over entire network are shown in the last two

columns. We can make two key observations. Firstly, the seeds identified by CINEMA-C3

are completely distinct from those selected by context-unaware techniques (MixGreedy and

CINEMA-C2). In other words, it further strengthen our conclusion that the result quality can

improve significantly if topic information is incorporated in the IM problem. Secondly, the

seeds generated by CINEMA-C2 and MixGreedy-IC are significantly different (only 4 out of 10

seeds appear in both sets) highlighting the importance of conformity-awareness for IM problem.
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Figure 7.10: Running times on a context-aware network. (Comparison with MixGreedy and
DegreeDiscount-IC)

Finally, we compare the running times of different approaches in context-aware network.

Figures 7.10 and 7.11 plot the running times of the benchmark techniques for the top 4 top-

ics. Observe that the context-aware approaches (i.e., CINEMA-C3, MixGreedy-IC/WC-t , Sim-

Path/ LDAG-t , MIA-N-t and DegreeDiscount-IC-t) spend less than an hour to select seeds for

each topic. In contrast, the context-unaware greedy approaches (i.e., MixGreedy-IC/WC and

CINEMA-C2) spend 10 hours to select seeds. This is because context-aware approaches only

select seeds from the nodes which are related to the given topic and thus significantly reduce

the network size. Most importantly, conformity and context-aware CINEMA not only produces

superior quality influence spread but also takes reasonable time to compute it, making it viable

for real-world applications.
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Figure 7.11: Running times on a context-aware network. (Comparison with MIA-N, SimPath
and LDAG)

7.7 Summary

State-of-the-art greedy strategies of influence maximization algorithms claimed that they can

produce high quality seed set. However, in this chapter we showed that this may not be true

for real-world applications. This is because all existing algorithms have ignored two impor-

tant factors in social influence propagation, namely, conformity and topic. Nodes may exhibit

different inclination on conforming to others, thus influence propagation also depends on con-

formity. Moreover, the conformity is topic-aware that a node may exhibit different conformity

with respect to different topics. In order to formally model the influence propagation pro-

cess with respect to conformity and specific topic, we propose a novel cascade model called
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Conformity-aware Cascade model. According to the model, influence propagation from u to

v depends on not only ΦA(u) but also ΩA(v) with respect to the given topic A. Based on the

model, we propose a novel algorithm called CINEMA-C3 that takes into account the effect of

conformity and topic information in influence propagation. Moreover, CINEMA-C3 can easily

find seeds with respect to a specific topic. Experimental results show that the results generated

from CINEMA-C3 are significantly better than existing algorithms.
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Chapter 8

Conclusions and Future Work

In this chapter, we summarize the contributions of our work and propose several future research

directions.

8.1 Summary

In this thesis, we have proposed a framework called iMASON (influence-driven Multi-level

Analysis of SOcial Networks). Within this framework, we developed several models focusing

on mining social influence effect within large online social networks.

The contributions of this thesis can be summarized as the follows.

• Information propagation within the blogosphere is of much importance in implementing

policies, marketing research, launching new products, and other applications. In this the-

sis, we take a microscopic view of the information propagation pattern in blogosphere by

investigating blog cascade affinity (Chapter 3). A blog cascade is a group of posts linked

together discussing about the same topic, and cascade affinity refers to the phenomenon

of a blog’s inclination to join a specific cascade. We identify and analyze an array of

macroscopic and microscopic content-oblivious features that may affect a blogger’s cas-

cade joining behavior and utilize these features to predict cascade affinity of blogs. Based

on these features, we present non-probabilistic and probabilistic strategies, namely SVM
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classification-based approach and Bipartite Markov Random Field-based (BiMRF) ap-

proach, respectively, to predict the probability of blogs’ affinity to a cascade and rank

them accordingly. Evaluated on a real dataset consisting of 873,496 posts, our experi-

mental results demonstrate that our prediction strategy can generate high quality results

(F1-measure of 72.5% for SVM and 71.1% for BiMRF). Our experiments also show that

among all features identified, the number of friends is the most important factor affecting

bloggers’ inclination to join cascades.

• In this thesis, we propose a novel algorithm CASINO (Conformity-Aware Social INfluence

cOmputation) to study the interplay between influence and conformity of each individual

(Chapter 4). Given a social network, CASINO first extracts a set of topic-based subgraphs

where each subgraph depicts the social interactions associated with a specific topic. Then

it optionally labels the edges (relationships) between individuals with positive or nega-

tive signs. Finally, it computes the influence and conformity indices of each individ-

ual in each signed topic-based subgraph. Our exhaustive empirical study with several

real-world social networks demonstrates superior effectiveness and accuracy of CASINO

compared to state-of-the-art methods. Furthermore, we reveal several interesting charac-

teristics of “influentials” and “conformers” in these networks.

• People in large online social rating networks (e.g., Epinions, Blippr) form product com-

munities. A potential member can join a product community by giving a new rating to

the product. We refer to this phenomenon of a product community’s ability to “attract”

new members as product affinity. The knowledge of a ranked list of products based on

product affinity is of much importance to be utilized for implementing policies, market-

ing research, online advertisement, and other applications. In this thesis, we identify

and analyze an array of features that exert effect on product affinity and propose a novel

model, called AffRank, that utilizes these features to predict the future rank of prod-

ucts according to their affinities (Chapter 5). Evaluated on two real-world datasets, we
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demonstrate the effectiveness and superior prediction quality of AffRank compared to

baseline methods. Our experiments show that features such as affinity rank history, affin-

ity evolution distance, and average rating are the most important factors affecting future

rank of products. At the same time, interestingly, traditional community features (e.g.,

community size, member connectivity, and social context) have negligible influence on

product affinities.

• Influence maximization is the problem of finding a small subset of nodes (seed nodes)

in a social network that could maximize the spread of influence. Since this optimiza-

tion problem is NP-hard, recently several greedy and heuristics-based strategies have

been proposed to address it. Although state-of-the-art greedy strategies can produce

high quality seed set, they are computationally very expensive especially for large-scale

networks. On the other hand, heuristics-based approaches are orders of magnitude faster

but they often produce inferior quality seed set. In this thesis, we propose a novel greedy

algorithm called PATINA that significantly reduces the seed set computation time while

maintaining superior seed set quality (Chapter 6). It first partitions the network into a

set of non-overlapping subnetworks. Each subnetwork is associated with a COG-sublist

which stores the marginal gains of the nodes in the subnetwork in descending order. The

node with maximum marginal gain in each COG-sublist is stored in a data structure called

MAG-list. These structures are manipulated by PATINA to efficiently find the seed set. A

key feature of PATINA is that each node’s influence computation and updates can be lim-

ited to the subnetwork it resides instead of the entire network. Our partitioning-based

approach also ensures that PATINA can be easily adopted on a distributed platform. Our

exhaustive empirical study with large-scale real-world social networks demonstrate that

PATINA and its distributed variant have superior real-world performance compared to a

latest state-of-the-art greedy approach.

208



CHAPTER 8. CONCLUSIONS AND FUTURE WORK

• We propose a novel algorithm called CINEMA which takes into account the conformity

of nodes to solve influence maximization problem (Chapter 7). Influence propagation

may not simply depend on a probability (i.e., IC model) or the degree of node (i.e., WC

model), it may also depend on the influence and conformity at both ends of the edge.

Moreover, state-of-the-art techniques are not suitable for influence maximization over a

specific topic. Thus, we propose a novel Conformity-aware Cascade model (C2) which

incorporates conformity of nodes and topic information in influence propagation. We

propose a novel algorithm called CINEMA which can produce satisfactory result under C2

model. Moreover, experimental results show that CINEMA not only produce significantly

better result than state-of-the-art technique but also can be applied in topic-conscious

influence maximization task.

8.2 Future Research Directions

We believe our work in this thesis opens up several important directions for future research

work on social influence study, including all the three levels of targets: individual, community

and network. We briefly discuss some open questions which have not been addressed yet. We

believe these questions are important in social influence mining and will be our focus in future

work.

8.2.1 Individual-level

In Chapter 3, we have proposed a series of novel features to predict the blog cascade affinity. In

the prediction we assume that the features proposed are independent with each other. However,

this may not be true. For example, the feature number of friends may exhibit some correlation

with number of participants. As part of future work, we intend to investigate the correlation

between different features and how they influence the cascade affinity. Moreover, a future

research goal in this field is to investigate the exact pattern of human affiliation behavior (i.e.,
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How do people join community/buy product?) in social networks. All the existing works in

this field only study a limited set of features and test whether they exhibit effect on human

behavior. However, human affiliation behaviors in social networks may be affected by very

complex pattern that is hard to be described simply using a series of features. Finding the

exact pattern of human affiliation behavior in social network is challenging and requires careful

investigation.

In Chapter 4, we have proposed CASINO which evaluate the influence and conformity of

individual nodes in an arbitrary social network. As a part of our future work, we are also

interested in investigating the role of the two causes of conformity, namely, influence and

normative, to the influence analysis problem. Aside from conformity, there are a series of other

concepts proposed in social psychology research which have not been tested in real-world

online social networks. For example, social facilitation is the tendency for people to do better

on simple tasks when in the presence of other people [143]. To the best of our knowledge, the

idea has not been tested in online social networks. A future research goal of our work includes

investigating ways of testing this phenomenon and utilizing it in real applications.

8.2.2 Community-level

As part of our future work with respect to community-level social influence study, we intend to

investigate prediction of future ranks of newly-released products (products that appear in the

social rating networks less than a month ago). These types of products do not have sufficient

historical information in the SRNs to make accurate prediction. Hence, external information

(e.g., online news media) may need to be exploited for predicting product affinities. Besides,

a challenging task extending the research in this field lies in how to utilize these features to

design online marketing strategy such that a new product can receive more positive ratings.

More advanced techniques need to be explored in order to improve the overall ratings of a

product. For example, there exists another social psychology concept called group polarization
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which refers to the tendency for groups to make decisions that are more extreme than the initial

inclination of its members [144]. However, it has not been tested in real-world online social

rating networks. A future goal in the research of these product communities in social rating

networks lies in investigating ways of utilizing a series of phenomenons in social psychology

(i.e., group polarization) to improve the social ratings of a product. A carefully designed

application with respect to the phenomenon may provide potential benefit to viral marketers.

8.2.3 Network-level

In Chapter 6, we have proposed PATINA to solve influence maximization problem in both single

node mode and parallel mode. As for future work, we plan to explore more efficient parallel

solution to the problem. Besides, the current problem setting is based on several popular sub-

modular cascade models. It is possible for cascade models of real-world networks to be far

more complex and they may not exhibit submodular characteristics. Hence, we plan to inves-

tigate strategies to efficiently solve the partitioning-based influence maximization problem for

these complex networks.

In Chapter 7 we have proposed a novel cascade model C2. According to the model, in-

fluence propagates through an edge −→uv with a probability proportional to influence of u and

conformity of v. However, influence propagation in real-world networks may follow much

more complex patterns. Further investigation over the cascade models in real-world networks

is required. A long-term research goal in the field of influence maximization lies in the appli-

cation of these algorithms. Whether applying these algorithms in real-world applications can

increase the benefit of online advertisers has not been tested yet. It will be of much importance

for online marketers if these algorithms can be applied in real-world scenarios.

On the other hand, conformity study in social network analysis is in an early stage, other

varieties of conformity evaluation model and cascade model may be developed afterwards.

There exist many future extensions in CASINO and C2 model. For example, conformity and
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influence indices may be learned from the network instead of computed from links, C2 model

may incorporate other factors aside from influence and conformity.

8.2.4 The Correlation Between the Social Influence Effect at Different
Levels

As discussed in the first chapter, we analyze the social influence phenomenon at network-level,

community-level and individual-level. However, these are not sufficient to understand the evo-

lution in social networks. The social influence effect in different levels may exhibit impact on

each other. To the best of our knowledge, the correlation between these different levels has

not been addressed yet. Moreover, a future goal of our research work is to design a uniform

implementation incorporating all our findings of social influence in three levels as well as the

correlation between different levels. It is challenging to make this implementation easily ap-

plied to arbitrary social networks and automatically extract informative social influence effect

at different levels such that a complete view of social influence in the network is unveiled.

8.3 Conclusion

In this thesis, we have presented a framework called iMASON to investigate the social influence

effect in real-world online social networks. Our research is conducted over a series of real-

world datasets and spans several research areas such as machine learning, information retrieval

and social psychology. It will allow us to tackle more complex social influence problems in

future. In summary, our work in this thesis has opened a series of future research works.
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