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Abstract

This thesis explores unsupervised algorithms for pattern discovery and retrieval in audio

and speech data. In this work, audio pattern is de�ned as repeating audio content such

as repeating music segments or words/short phrases in speech recordings. The meanings

of \pattern" will be de�ned separately for di�erent types of data, for example, repeating

pattern discovery in music will extract segments with similar melody in music piece; In

human speech, the same words/short phrases spoken by single or multiple speakers are

also de�ned as speech patterns; In broadcast audio, repeated commercials/logo music are

also considered as patterns.

Previous work on audio pattern discovery focuses on either symbolizing the audio

signal into token sequences followed by text-based search or using Brute-Force search

techniques such as self-similarity matrix and Dynamic Time Warping. Symbolization

process that relies on Vector Quantization or other modeling techniques may su�er from

misclassi�cation errors, and the exhaustive search requires high computation cost and

can also be a�ected by channel distortion and speaker variation in audio data. Such

limitations motivate me to explore more e�cient and robust approaches to automatically

detect repeating information in audio data.

In this thesis, di�erent unsupervised techniques are examined to analyze music and

speech separately. For music, an e�cient approach which extends Ukkonon’s su�x tree

construction algorithm is proposed to detect repeating segments. For speech data, an

iterative merging approach which is based on Acoustic Segment Model (ASM) is proposed

to discover recurrent phrases/words in speech.

This thesis also explores the techniques of searching audio pattern in broadcast audio

which consists of diverse content such as speech, music/songs, commercials, sound e�ects

and background noise. Existing audio pattern retrieval techniques focus only on speci�c
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audio types so that their applications are limited and cannot be applied generally. In

this work, a robust query-by-example framework is proposed for retrieving mixed speech

and music pattern, where the ASM is examined to model music data.

To verify the research, the proposed techniques are applied on both public domain

audio database such as TIDIGITS corpus as well as TRECVID database and a self-

collection of 30 English pop songs. The experimental results show that the proposed

work achieves robust and better performance to existing techniques.
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Chapter 1

Introduction

The amount of audio data available on the Internet has increased exponentially in the

past decades [1{4] - the availability of database such as broadcast news archives [5], ra-

dio recordings [3], music and songs collections [4], lecture and presentation recordings [6],

meeting room recordings [7], podcasts [8], personal archives [9] have grown, and are now

readily assessable to the public. However, most of these data have limited label informa-

tion, or worse, have no label information due to the high cost of manual transcription.

Hence, it is not easy for users to browse/preview the data or retrieve desired clips as

compared to text documents. To overcome this limitation, much work has been carried

out to explore methods that can automatically discover and structure audio content for

browsing and retrieval purposes [10{13]. This has given rise to several established plat-

forms for researchers to exchange and compare their ideas in this area. For example, the

Music Information Retrieval Evaluation eXchange (MIREX) [14], Star Challenge 2008

multimedia search evaluation campaign [15] and NIST Rich Transcription (RT) eval-

uation series [7] are well known competitions for content-based audio analysis. These

research activities inspire this thesis to investigate audio pattern discovery and retrieval

technologies.

1.1 Research Objectives and Motivations

In this work, the topic \audio pattern discovery and retrieval" refers to the following

research problems: 1) to automatically discover repeating patterns in audio data; 2)
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Chapter 1. Introduction

to retrieve similar audio segments given a query example. Speci�cally, exploration of

unsupervised algorithms for the research problems is a key focus.

The �rst objective of this thesis is to examine unsupervised techniques to automat-

ically discover repeating patterns in music and speech corpus. A music piece consists

of di�erent segments such as chorus, verses, bridge, vocal runs, starting as well as end-

ing [4], and listeners usually tune to each music piece through the repetitions of chorus

and verses. Hence, the identi�cation of repeating music segments can provide a conve-

nient way for listeners to browse music collections to locate favorite pieces. To detect

repeating segments, the music signal is usually analyzed at the feature level, i.e. a feature

extraction module is �rst used to extract a sequence of time-stamped multivariate fea-

ture vectors [16] from the raw music data. As repeating segments of music have roughly

the same length, existing symbolic repeating subsequences detection techniques such as

su�x tree construction algorithm can be extended and applied. The research problem

focused in this thesis is the e�cient repeating subsequences discovery for multivariate

time series data. Here, the e�ciency factors mean the computational cost and memory

requirements in running the algorithm.

The techniques used for pattern discovery in music however are not directly suitable

for speech data due to di�erent nature of these signals’ characteristics. For example,

Wolfe [17] mentioned that: 1) The formants of phonemes in speech may vary from one

speaker to another while the formants due to most musical instruments do not vary

signi�cantly; 2) The spectrum of speech is dominated by a relatively small number of

narrow bands while music spectrum usually has large number of bands; 3) The pitch

of speech generally varies continuously, whereas the pitch of an individual musical note

is usually relatively stable, i.e. music has better short-term stability of the frequency

components. These di�erences in the characteristics of the two signals suggest that

speech pattern discovery requires a more robust modeling approach to address the larger

variations of speech patterns.

Automatic speech pattern discovery has attracted continued interest from both com-

puter science [18] and psychology [19] respectively. According to the psychological

study [19], the infant English learners, at the age of 10.5months, show their sensitiv-

ity to statistical regularities and other cues when they identify word boundaries from
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Chapter 1. Introduction

uent speakers. The computer science researchers inspired by these �ndings also ex-

plored techniques to discover speech patterns in an unsupervised manner. For example,

previous research has studied the discovery of fundamental acoustic units [18] by auto-

matically modeling the sub-word units from untranscribed speech corpus. In this thesis,

sub-words units are further examined to discover meaningful speech patterns such as

words and phrases.

The second objective of this thesis is to examine audio pattern retrieval techniques on

broadcast audio data. Di�erent from repeating pattern discovery, audio pattern retrieval

is to search for audio information given a speci�c content. As discussed in [20], various

techniques are proposed to retrieve desired archives from audio database, e.g. query-by-

example [21{25], query-by-text [26{28] and query using semantic labels such as sound

e�ects [10, 29, 30]. Among these audio retrieval methods, the task of query-by-example

is to locate a given audio segment, i.e. a query example, in a given audio database.

This thesis also focuses on exploring audio retrieval techniques for the query-by-example

applications of broadcast audio data.

The retrieval of audio pattern from broadcast audio data remains a di�cult prob-

lem [31] due to the diversity of audio content. Broadcast audio consists of various audio

content types, e.g. speech, music/songs, commercials, speech with music background,

sound e�ects and environmental noise. It is not easy to automatically convert broadcast

audio into transcription for indexing as techniques of analyzing audio content such as

music [4] and sound e�ects [10, 29, 30] are di�erent from speech. Many techniques in the

literature focus only on speci�c audio types so that their applications are limited to the

selected audio types and cannot be applied to general broadcast audio. In this thesis,

the research focus is to examine a retrieval technique which can process multiple audio

content types such as news, music and commercials simultaneously.

1.2 Contribution of this Thesis

To achieve the above 2 objectives, this thesis examines unsupervised techniques to dis-

cover audio patterns in music and speech, and search for audio patterns in mixed speech

and music audio database. The contributions of this thesis are as follows:

3



Chapter 1. Introduction

� To detect repeating segments in music piece, an e�cient online technique based

on [32] is proposed to construct a su�x tree to accept vectors as input. This tech-

nique achieves linear time operation requirement to construct a sparse self-similarity

matrix [33] for pattern discovery. Experimental results on an English pop song col-

lection show that the proposed technique has similar F1-measure performance with

a signi�cant computation reduction as compared to the conventional self-similarity

approach1.

� To discover recurrent speech patterns in untranscribed speech corpus, a self-organizing

technique is proposed to iteratively merge sub-word units towards discovering long

speech patterns. The process begins by �rst transcribing speech signal into sub-

word sequence and then identifying two sub-word units with high co-occurrence.

A new model is created by merging the two selected units. The iterative process

continues till a prede�ned stop criterion is met. Experimental results on TIDIGITS

corpus show that the proposed technique successfully discovers 10 out of 11 words

with high F1 score2.

� To locate queries in mixed speech and music audio broadcast database, a combined

model is proposed to simultaneously model speech and music segments without

the need to �rst discriminate between them. The combined model is built from

two separate models: one is the conventional phoneme recognizer trained from

speech data, and the other model is trained from music collection to represent music
1This work has been published in the following papers:

(i) Lei Wang, Eng Siong Chng and Haizhou Li, \A tree-construction search approach for multivariate
time series motifs discovery," Pattern Recognition Letters, vol. 31, no. 9, pp. 869-875, 1 July 2010.

(ii) Lei Wang, Eng Siong Chng and Haizhou Li, \E�cient repeating segments discovery in music using
adaptive motif generation algorithm," in Proc. APSIPA ASC 2009, Sapporo, Japan, October 4 -
7, 2009.

(iii) Lei Wang, Eng Siong Chng and Haizhou Li, \E�cient sparse self-similarity matrix construction
for repeating sequence detection," in Proc. ICME 2009, New York City, USA, June 28 - July 3,
2009.

2This work has been published in the following paper:

(i) Lei Wang, Eng Siong Chng and Haizhou Li, \An iterative approach to model merging for speech
pattern discovery," in Proc. APSIPA ASC 2011, Xi’an, China, October 18 - 21, 2011.
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Chapter 1. Introduction

sounds. The broadcast audio archives are decoded using this combined model and

indexed by n-gram statistics of the decoded output. Experimental results show that

the proposed technique outperforms baseline system and is robust and e�ective to

transcribe broadcast audio data containing both music and speech on a query-by-

example task of searching for 100 audio queries in a 28 hour audio corpus extracted

from TREC Video Retrieval Evaluation (TRECVID) [34] database3.

1.3 Organization of this Thesis

This thesis is organized as follows:

Chapter 2 reviews current applications and techniques for audio pattern discovery

and retrieval - published work of music structure analysis, speech pattern discovery,

audio indexing and retrieval, query-by-example and clustering are reviewed. Chapter 2

also surveys existing techniques to perform unsupervised repeating pattern discovery.

Chapter 3 examines an e�cient technique to detect repeating segments in music.

Chapter 4 proposes a self-organizing approach to iteratively merge sub-word units to

discover long speech patterns.

Chapter 5 proposes a method to index mixed speech and music audio database for

audio pattern retrieval.

Chapter 6 concludes the thesis and suggests possible future research goals.

3This work has been published in the following paper:

(i) Lei Wang, Haizhou Li and Eng Siong Chng, \A vector-based approach to broadcast audio
database indexing and retrieval," in Proc. ICME 2007, Beijing, China, July 2-5, 2007, pp. 512-515.
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Chapter 2

Literature Review

Audio pattern discovery and retrieval is a broad research topic that has generated much

research literature and many applications in the past two decades. The past work targeted

di�erent data and application areas such as music segment discovery, speech pattern

discovery and content-based audio retrieval. The literatures [35{37] provide broad review

for each application research area.

This chapter �rst introduces di�erent applications of audio pattern discovery and

then reviews recent literature on techniques, implementation, and solutions for the audio

pattern discovery.

This chapter is organized as follows: Section 2.1 describes applications developed

towards audio pattern discovery; Section 2.2 examines commonly used audio features

followed by existing solutions including unsupervised techniques to discover repeating

patterns from symbolic sequence and multivariate time series.

2.1 Applications of Audio Pattern Discovery and Re-
trieval

Many large audio databases such as music recordings [4], podcasts [8], broadcast news [5],

dialogues [38] and conversations [39], meetings/conferences [40], lectures [6, 41] and pre-

sentations [42], etc are now readily available to users on the Internet. However, most of

these data have limited or no available tag information and thus interested users cannot

easily search for desired audio segments. Hence, the ability to automatically analyze such

data has received much interest.
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This section reviews applications and techniques to automatically analyze music,

speech and broadcast TV recordings by detecting repeating patterns. Speci�cally, the

applications include music structure analysis and summarization, speech summarization,

audio indexing and retrieval, and other multimedia applications such as sports program

analysis.

2.1.1 Music structure analysis and summarization

Music/songs data are among the most popular audio content. Much of these data have

been produced commercially with additional information online such as title, genre, per-

former, lyrics and history [35] to consumers. Although the additional information allows

interested users to search for desired songs based on these criteria, its use is limited when

user seeks to query songs based on the music itself, e.g. query by humming [43, 44], or

query by similar melody characteristic [45]. For such queries, musically salient features

of the desired music pieces should be directly used to query the music databases. Such

requirement has motivated the research for music structure analysis.

The music structure analysis research is a �eld of audio analysis that seeks to lo-

cate structures such as chorus, verses, bridge, vocal runs, in a music piece [4]. Human

listeners usually recognize music structure through repetitions, i.e. segments which oc-

cur frequently such as chorus and verses. Therefore, an important component of music

structure analysis research is to �rst detect repetitions [46].

Figure 2.1: SmartMusicKIOSK system for music structure analysis [47].
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A successful application which implements the above idea is the SmartMusicKIOSK [47]

system. The SmartMusicKIOSK was developed to locate chorus and repeating verses of

a piece of song. It enables music shop customers to search out their desired parts of a

song e�ciently.

2.1.2 Speech pattern discovery and summarization

Applications to automatically analyze and summarize broadcast TV and radio programs

are highly sought as such data are of major interest to the public. A common approach

is to �rst generate a basic transcription of the spoken audio using a large-vocabulary

continuous speech recognizer (LVCSR) system and then uses the transcribed text for

indexing, or to further apply text summarization techniques to generate summarized

information [2, 5, 11, 38, 48, 49].

Speech summarization techniques have been applied to many di�erent types of speech

data sources such as spoken news [5, 11, 49, 50], spontaneous presentations [42], dia-

logues [38], conversations [39], lectures [41], meetings [51] and voicemail messages [52].

For example, one representative system of spoken news summarization is the Rough’n’Ready

system developed by BBN Technologies [5]. The system incorporated a wide range of

speech technologies to index speech data, translate languages, generate rich transcrip-

tion information such as speaker identi�cation, highlight of keywords and proper nouns,

create a structural summarization and provide tools for browsing. Figure 2.2 shows the

BBN Broadcast Monitoring System.

Another example of speech summarization technology is the research undertaken by

the Japanese national project \Spontaneous Speech: Corpus and Processing Technol-

ogy" in 1999 [53]. They [11] proposed a probabilistic method to extract relatively im-

portant words from transcribed speech and use these words to generate summarized

text sentences. In their recent work [2], a two-stage summarization framework consist-

ing of important sentence extraction and word-based sentence compaction was used to

produce text summaries. Their approach also directly produced audio summaries by

identifying important sentences, words and between-�ller units from original utterances.

Zechner [38] also used utterance extraction techniques for an automatic summarization

system called DIASUMM to summarize open-domain spoken dialogues. The system used
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Figure 2.2: BBN broadcast monitoring system. The application can show transcription
in both the original language and English with the synchronized video. (From BBN
website)

dialogue transcription as input and identify important utterances by detecting and re-

moving speech disuencies, determining sentence boundaries and linking cross-speaker

information units.

Besides sentence extraction techniques, other methods based on transcription also

have been explored. Valenza et al. [48] combined acoustic con�dence measures [54] and

inverse frequency values to evaluate individual words in the news transcription so that

higher ranked words could be included in the summaries. Jin and Hauptmann [49]

introduced several supervised strategies to generate titles for broadcast news with the

aid of pre-selected news titles in the training corpus.

In the above mentioned work, the LVCSR was applied to generate basic transcrip-

tion. However, the LVCSR recognition performance on broadcast data is poor. This

leads to much work to improve LVCSR performance by incorporating prosodic features

into transcription [55{57]. The prosodic features such as intonational variation in pitch,

energy, pause and speaking rates are found to signal the relative importance of speech

segments [58]. An early application of prosody on speech summarization was for voice-

mail messages [52] where the researchers explored the use of prosodic and lexical features

to discriminate the important segments/words of the transcription. In the spoken news
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summarization applications, prosodic features such as pitch, power and pause were em-

ployed to locate stressed words [55]. For talk shows [57], prosodic features such as pitch,

phoneme duration, sentence length and power were used together with linguistic infor-

mation to evaluate the importance of each sentence in the transcription.

Unlike conventional speech summarization, recent speech pattern discovery research

does not rely on speech recognizers or transcription. Instead, a discovering process to

automatically generate lexicon-like information from unknown languages is examined. A

typical example of such application is the Acquisition of Communication and Recogni-

tion Skills (ACORNS) project launched at Europe in 2006 [59]. The ACORNS project

developed and implemented mathematical model which is capable of acquiring human

verbal communication behavior. Similar applications include [13] and [60] which gen-

erate keywords from single-speaker lecture recordings by detecting the recurrent speech

patterns for topic detection.

2.1.3 Audio indexing and retrieval

As the majority of multimedia data available on the Internet are unstructured, it is not

easy to locate desired segments. This motivates researchers to propose various technolo-

gies to index large audio database, e.g. spoken documents retrieval (SDR) [23, 26{28],

keywords spotting (KWS) [61], and query-by-example [20, 62] systems.

Most of the SDR systems aim to retrieve the most relevant spoken documents given

a text query from a large speech corpus [27], e.g. the TREC Spoken Document Retrieval

Track [26] evaluation task focuses on audio retrieval of broadcast news clips. To retrieve

spoken documents, a common approach many systems [23, 27, 28] adapted is to �rst

transcribe audio followed by the construction of an index using the transcription. This

process is illustrated in Figure 2.3.

Such systems however face two major issues: i) out-of-vocabulary queries and ii) high

word error rate. To address these problems, the vocabulary-independent approach to

speech indexing has been proposed. In this way, speech utterances are �rst transcribed

into subwords [63] or acoustic lattice [24, 25] and then index and search.

Another application on speech indexing and retrieval is KWS. KWS systems are used

to detect selected words in speech utterances [61] and is similar to SDR as both systems

aim to locate queries in speech corpus.
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Figure 2.3: SDR system recommended by TREC Spoken Document Retrieval Track 1997.

To locate similar audio queries for generic audio segments, query-by-example applica-

tions have been developed. For example, in [22], the researchers proposed an algorithm

to �rst extract signatures from the audio signal and searched for queries by matching

the desired signature. However, the performance of their system degrades when there is

distortion in the audio signals. In another approach, Velivelli et al. [20] modeled the pre-

de�ned audio query using hidden Markov model (HMM) and use the models as queries.

However, this approach is poor for short query segment as HMM estimation is not robust.

In [64], classi�cation methods are applied to retrieve similar segments belonging to the

same semantic class.

2.1.4 Other multimedia applications

Broadcast sports program is also an important class of multimedia data. Much research

has been done on sport event detection using audio and video information. This section

discusses existing work which exploits the use of audio information for sports event

detection.

Most sports video consumers are usually more interested in the highlights of a sports

video than the entire recording of a game, e.g., for a soccer game, the highlights are the

11



Chapter 2. Literature Review

goal scoring scenes, foul scenes, penalty shots, etc. Hence, many automatic highlights

extraction techniques [65{69] have been examined and proposed. To detect these scenes,

audio content are sometimes exploited. For example, in [65], the announcers’ excited

speech and ball-bat impact sound were used to detect possible highlight candidates.

In [66], audio signals were classi�ed into semantic classes such as applause, cheering,

music, speech and speech with music and used as features for subsequent classi�ers to

identify highlight segments. In another approach, the ball hits have been detected to

indicate the highlights in table tennis games [67]. Moreover, high energy segments were

found to closely follow the occurrences of goals in basketball games [68]. To analyze soccer

game, Wang [69] classi�ed audio features such as Mel-Frequency Ceptral Coe�cient

(MFCC) and Linear Prediction Cepstral Coe�cient (LPCC) into three groups: \whistle",

\acclaim" and \noise". Such auditory labels are useful for high-level semantic analysis.

In contrast to sports program, scenes from movies and sitcoms cannot be easily classi-

�ed as many portions of the program may be equally important and the event boundaries

may not be obvious [70]. The research article [71] presents a review of the existing works

on such data.

The audio classi�cation approach has also been applied to segment and analyze movies

and sitcoms [71{76]. In [71] and [73], audio features such as short-term energy and

pitch were extracted to measure a movie’s tempo so that the movie could be segmented

according to the change in tempo. To assign segments into semantic classes, HMM was

used to identify emotional events such as laughter and horror [72, 74]. In other research,

di�erent audio features including short-time energy [75],band energy ratio, zero-crossing

rate, frequency centroid, bandwidth and MFCCs were combined to classify gun�res,

explosions, car braking and other audio e�ects in action movies [76].

This section has reviewed a broad range of applications which involve speech pat-

tern discovery, indexing and retrieval, and also various audio mining technologies for

sports/movie videos. In the next section, the existing techniques will be examined in

details.
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2.2 Unsupervised Techniques for Repeating Pattern
Discovery

Pattern discovery is a popular research topic in many �elds such as genomic, image

processing, and natural language processing. E�ective unsupervised techniques have been

proposed for di�erent applications. As this thesis deals with the problem of discovering

repeating patterns from audio signal, only the techniques for such data type will be

concentrated.

The general process to discover repeating patterns from audio data is summarized

in Figure 2.4. The process �rst extracts features characterizing the audio signals and

then performs pattern discovery. To discover patterns, previous published work can

be categorized into 2 major approaches: feature symbolization by statistical modeling

followed by symbolic subsequence detection, and brute-force search. In this section,

the pattern discovery techniques for symbolic sequence are reviewed in Section 2.2.2

and the statistical modeling and brute-force search techniques are reviewed together for

multivariate vector sequence in Section 2.2.3.

Figure 2.4: Current approaches for audio pattern discovery.
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Before examining unsupervised techniques in details, several common audio charac-

terization methods are introduced.

2.2.1 Audio characterization

Many di�erent audio features have been proposed to capture the most relevant and dis-

criminative characteristics of audio signal for modeling and recognition. Existing litera-

tures [77] classify audio features into two main categories: (a) physical features extracted

directly from the audio waves, and (b) perceptual features. Some of the commonly used

features are described below [77, 78]:

(a) Physical Features

Short-term Energy (STE): STE is also referred to as volume or loudness, and it

measures the total spectral power of an audio signal. Although it is widely used

in Voice Activity Detection (VAD) applications, it is not robust for many audio

recordings.

Band Energy Ratio (BER): Band energy models the distribution of spectral power

in di�erent sub-bands of frequency domain. BER measures the energy ratio of a

high frequency band to a low one. A large BER indicates that the audio segment

contains mostly high frequencies.

Zero Crossing Rate (ZCR): ZCR measures the total number of times the waveform

crosses the zero axis over a unit length of time. It is useful to discriminate speech

from non-speech components such as music.

Brightness: It is computed as the centroid of the short-time Fourier magnitude spectra

measured in log frequency. It is sometimes referred to as frequency centroid.

Bandwidth (BW): BW represents the power-weighed standard deviation of the spec-

trum in a frame. Brightness and bandwidth are usually combined to describe

statistical characteristics of the spectrum in a frame.

Pitch: It is de�ned as the sensation of frequencies of a sound. It also refers to the

fundamental frequency (F0) of an audio segment. F0 is a physical term of audio
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waveform, however, pitch is a perceptual term and it is the perceived F0. Normally

voiced speech and music have well-de�ned pitch.

(b) Perceptual Features

Linear Prediction Cepstral Coe�cient(LPCC): LPCC [79] is the cepstral coe�-

cients derived from the linear prediction model. It is widely used for speech recog-

nition task.

Mel-Frequency Ceptral Coe�cient(MFCC): MFCC [80, 81] is the most popular

features for LVCSR. The feature captures the short time segment statistics based

on models of human auditory perception with respect to di�erent frequency range.

Chroma Feature: Chroma feature [16] is a powerful representation of music audio.

Chroma features captures the salient features of music by projecting the spectrum

into 12 bins of semitones (or chroma) of the musical octave.

Enhanced Features: To obtain more robust features, cepstral features can be further

processed to reduce noise, multi-speakers’ e�ect and channel distortion. For in-

stances, to reduce channel and background noise e�ects, segmental histogram equal-

ization has been applied on MFCCs for robust speech recognition [82]. To discrim-

inate di�erent speakers, discrete cosine transform has been applied on MFCCs to

generate longer term temporal features for speaker veri�cation task [83].

The above list shows various audio features commonly used in current research. Audio

pattern discovery techniques can then be formulated as a problem to discover repeating

audio patterns in the sequence of audio feature vectors.

In the following sections, di�erent repeating pattern discovery techniques of various

�elds ranging from genomic to signal processing, conventional clustering techniques as

well as statistical modeling techniques are reviewed. To discover patterns, the audio

feature vectors can be either converted to a symbolic sequence or processed directly.

The following subsections discuss the approaches dealing with these two types of data in

details.
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2.2.2 Techniques for symbolic sequence

From the late 1990s, research on symbolic sequence has resulted in the development of

numerous methods to discover repeating patterns or motifs. Repeating pattern discovery

of symbolic sequence has been used in many di�erent applications such as motif �nding

in genomic sequences [84, 85] and themes extraction in music data represented by MIDI

symbolic sequence [86]. A broad review of methods to discover repeating patterns can be

found in [85] and [87]. Among these methods, 4 common approaches are discussed: su�x

tree [32, 88{90], dot-matrices [86, 91], incremental search [92, 93] and local alignment [94,

95].

One approach to �nd repeating pattern is to represent a token sequence as a su�x

tree structure so that the occurrences of each subsequence can be retrieved from each

non-leave nodes [88]. Linear time algorithms such as [32] have been proposed to construct

su�x tree e�ciently. To improve the e�ciency to detect repeating substring patterns in

su�x tree, He [89] proposed to �rst identify all possible candidates for repeats and then

prune to reduce false alarms. However, the use of su�x tree only works e�ectively for

exact match sequence. For symbolic sequence interspersed by unwanted characters, an

inexact-su�x tree structure which allows motifs discovery has been studied in [90].

Another approach to discover repeating pattern in symbolic sequence is to construct

dot-matrices [91]. The dot-matrices were initially proposed to represent pairwise align-

ments of genomic sequences. Each element in the dot matrix indicates if the correspond-

ing two symbols are identical, as illustrated in Figure 2.5. The dot-matrices have been

further extended in [86] to produce correlative matrix which can be used to �nd nontriv-

ial repeating patterns from music MIDI sequence. However, such approach operates in a

brute-force manner and is not e�cient for long symbolic sequence.

To detect repeating pattern for long symbolic sequence, the incremental search ap-

proach has been proposed [92, 93]. Such algorithms �rst generate short candidate strings

and use them as candidates. The candidates that rarely occur are removed, and the

remaining candidates are appended with new symbols to form new candidates strings for

the next iteration [92]. To avoid costly repetitions during search, an e�cient algorithm

to examine fewer intermediate repeating patterns was proposed in [93]. This algorithm

scans the long sequence once to generates short potential repeating substrings followed
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Figure 2.5: A dot matrix for pairwise symbolic sequences "GAEFPML" and "AE-
FKFPM". The element "1" represents the corresponding symbols from the two sequences
are the same, and "0" represents they are di�erent.

by connecting them into a directed graph. Maximum-length repeating pattern search is

carried out by examining the edges of the graph.

Dynamic programming (DP) has been popularly applied to discover motifs and search

queries in genomic database [96]. One successful application is the BLAST genome

search tool [97] that uses one of the DP algorithms - local alignment. This technique is

able to identify similar sub-sequences between two symbolic sequences by constructing a

two dimensional distance matrix in which each element represents the pairwise distance

between the symbols of the two sequences. DP, together with a pre-de�ned gap penalty,

is then used to detect stripes along diagonals. Due to its success in genomic area, local

alignment techniques have also been used for speech applications [94, 95]. Nowell and

Moore [94] modi�ed local alignment to discover similar portions from multiple phoneme

sequences in topic spotting application. Instead of applying it on symbolic sequences,

Aimetti [95] applied local alignment on ‘soft’ distance matrix calculated from oating

number input such as cosine distance between two front-end feature vectors in speech

data to detect repeating words in two sentences.

2.2.3 Techniques for multivariate vector sequence

Researchers have also applied techniques to discover patterns directly on multivariate

vector sequence without the symbolization process. Examples of multivariate sequence

include time series such as sequence of feature vectors extracted from speech segment [98],
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auditory and visual feature sequence of video data [99], fetal ECG data [100, 101], and

on-body sensor data [101, 102]. In addition, the numerical time series [103] is also in-

cluded here as it can be considered as a one dimensional vector sequence. As the distance

measurements among vectors are real values, it is not feasible to detect exact matching re-

peating patterns. To overcome the above shortcomings, researchers have proposed many

novel approaches for pattern discovery research, as discussed in the following sections.

The previous work on pattern discovery in multivariate vector sequence can be broadly

categorized into two approaches: i) �rst converting the multivariate vector sequence into

symbolic sequence using clustering or statistical modeling techniques followed by applying

symbolic pattern discovery techniques; ii) Direct search techniques using self-similarity

matrix, Dynamic Time Wrapping (DTW) and HMM.

2.2.3.1 Clustering techniques

One of the common approach to convert multivariate vector sequence into symbolic se-

quence is data clustering or vector quantization (VQ) [79, 81]. Specially, unsupervised

clustering is performed and each target vector is represented by its class identity. Ex-

isting clustering methods have been reviewed in many literatures [104, 105] and di�erent

taxonometric presentations of the methods are available. In this thesis, the taxonomy of

clustering methods follows [105] and is shown in Figure 2.6.

Clustering Methods

Hierarchical Partitional

Single
Linkage

Complete
Linkage

Average
Linkage

Square Error
Graph

Theoretic
Mixture

Resolving
Single-Pass

K-means EM

Figure 2.6: A taxonomy of clustering methods [105].

The clustering methods can be divided into two broad categories at the top level: hi-

erarchical and partitional methods. The hierarchical agglomerative clustering algorithm
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initially treats each pattern vector as an individual cluster and then merge similar pair of

clusters agglomeratively. Eventually, a hierarchical structure is obtained to show the re-

lationship among all the pattern vectors. To measure the distance between two clusters,

linkage is used to select single points that can represent the clusters. Three linkage types

are commonly used: 1) Single linkage de�nes the distance between two clusters as the

minimum distance of all possible pairs of pattern vectors in the two clusters. 2) Complete

linkage is opposite to the previous one and it uses the maximum distance. 3) Average

linkage calculates the mean distance.

In another category, partitional algorithms aim to divide the data into various groups

instead of constructing a hierarchical structure. There are several strategies to partition

data [105]. First, squared error criterion is the most frequently used because of its sim-

plicity in implementation. One typical example using square error is k-means clustering

which iteratively reassigns the data to clusters based on the distance between data and

clusters until convergence. Due to its simplicity, k-means has been applied in many re-

search areas. In audio pattern discovery, research work such as [106{109] also utilizes

k-means to convert frame sequence into symbols. For instance, in [106], speech data is

�rst divided into short segments followed by applying segment clustering on their feature

vectors to label the short segments. DP is performed on the label sequences to capture

word patterns. Secondly, graph theoretic clustering presents the relationship among all

the data so that the partitions will be clearly archived [110]. The well-known graph-

theoretic divisive clustering algorithm obtains the partitions by removing the long edges

from the minimal spanning tree constructed for data. Thirdly, mixture resolving methods

assume the data are drawn from di�erent distributions so that their goal is to determine

the parameters of the models, e.g. the Expectation Maximization (EM) algorithm [104]

has been applied to parameter estimation. Lastly, single-pass methods [111] have been

introduced to reduce computation e�ort for large size of data and can partition data

in linear time. The single-pass algorithm is based on a �rst-come-�rst-serve principle

and assigns data into the currently nearest cluster. Such method can only produce an

approximative partition.

Besides the above mentioned clustering methods, other approaches have also been

proposed to symbolize the vector-based sequence. In [112], Keogh et al. proposed Sym-

bolic Aggregate approXimation (SAX) [103, 113] to transform the univariate time series
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data into low-complexity symbolic representation so that symbolic sequence search tech-

niques can be applied. The advantage of SAX is its robustness to measurement of noise.

To apply SAX for multivariate time series, the multivariate data is �rst projected into

one dimension using principle component analysis (PCA). Motifs are then found using

minimum description length [101]. As this approach only uses the �rst component of

PCA, it is limited to analyze data that can be correctly represented by its �rst principal

component [102].

Symbolization introduces quantization errors hence is not robust when actual data

is di�erent from training data such as speech utterances. To overcome this shortcom-

ing, modeling techniques such as HMM can be used to increase the robustness of the

frameworks.

2.2.3.2 HMM related techniques

HMM-based techniques that operate on the multivariate vector sequence without the

symbolization process have been proposed in [79, 99, 114{117]. In their work, the HMM [79,

114] is used to characterize the spectral properties of a given audio signal. An HMM

consists of several elements: i) A number of states; ii) The output observations with a

probability distribution from each state; iii) Transition probabilities at each state; and

iv) Initial state distribution. In speech recognition applications, researchers build HMM

in a restricted topology, i.e. the state transitions can only repeat or transit from left to

right. State sequence associated with such model has the property that as time increases

the state index increases or stays on the same state [114]. Each state is typically modeled

by a Gaussian Mixture Model (GMM). Figure 2.7 shows an example of HMM topology: a

3-state left-to-right HMM is built for each phoneme for a language. In some applications,

more states may be used to create HMMs for modeling words.

The parameters of HMMs are usually estimated in a supervised manner using the

Baum-Welch algorithm described in [114]. The detailed implementation can be also found

in [118]. Besides the supervised methods, unsupervised variations of HMM have also

been investigated [18, 99, 115{117, 119{124]. This section will also examine unsupervised

methods to train HMM.

From late 1980s to early 1990s, researchers realized that conventional HMM approach

faced problems in dealing with spontaneous speech due to acoustic variability. One of
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/ah/

/b/

/z/

. . .
dh ah f ah n ae n s t ay m z ...

Figure 2.7: Structure of an HMM network in a typical phone-level English speech recog-
nition system. Each English phone is modeled by a left-to-right HMM.

their arguments was whether the phonemes should be considered as the smallest units in

speech. Many researchers put e�ort to explore other units such as sub-words, syllables

and data-driven units from speech data. Such studies can be considered as pioneering

work of speech pattern discovery, and Ostendorf summarized these previous work as

\beads-on-a-string" model [125]. The following paragraphs review some of the studies in

details.

The researchers in [119] examined method to build Markov models for isolated words

by concatenating prede�ned fenone models. A fenone is known as a sub-phone unit

in speech and it represents a single frame in their work. In their approach, a small

amount of transcribed speech data is used to train 200 prototypes of fenones. To build

word models, each frame of input frame is assigned a pre-de�ned fenonic label based on

nearest neighbor criteria. The fenonic sequence is then used as a reference to construct

the word model by concatenating the fenone Markov models. The recognition is carried

out using DP. Obviously, such method can only be applied to single speaker corpus due

to the limitation on prede�ned prototypes.

Unlike modeling fenones in isolated words speech, Takami and Sagayama [120] pro-

posed Successive State Splitting (SSS) to study an optimal representation for a set of

acoustic units in continuous speech automatically. By applying SSS, a hidden Markov

network (HM-Net), which is a single HMM with a number of trained states with optimal

parameters in an optimal topology, can be generated. In each iteration of SSS, the state

with the largest divergence in HM-Net will be split into two states in either temporal or

contextual domain, depending on the reduction in likelihood of all samples. Each state
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sequence of HM-Net can be interpreted as a phone or sub-word unit. As an extension

of SSS, Singer and Ostendorf [121] considered maximum likelihood criterion for selection

of the state and the way to be split so that the HM-Net can grow towards to global

optimal. Recently, Varadarajan et al. [122] improve the e�ciency of SSS by simultane-

ously splitting all the existing states into 4 followed by merging back states with less

occupancy. They also further proposed to use �nite state machine as a transducer to

automatically assign meaningful label to each state sequence hence SSS could be applied

to continuous speech recognition. However, the HM-Net generated by SSS is complicated

and the interpretation of state sequence may vary to di�erent speakers.

In another attempt, a data-driven approach, namely Acoustic Segment Model (ASM),

was proposed to characterize fundamental speech sounds for speech recognition in [18].

The ASM models have the similar topology as conventional HMMs of speech recognizer,

however, its training process does not require transcription of speech data. Instead,

ASM approach iteratively decodes untranscribed training data and re-estimate the ASM

models using the latest decoding output by maximum likelihood criterion. Hence, the

iterative training process can update ASM models towards the best representation of the

data and each resulting ASM model represents a sub-word unit. These sub-word units

have been further explored to create lexicon in [123]. The idea of ASM was also subse-

quently extended by Li et al. [124] to train universal phoneme models for the language

identi�cation task.

Unsupervised HMM techniques have also been examined to discover patterns in music

data. For example, Ergodic HMM [115] illustrated in Figure 2.8 has been used to group

and label similar �xed-length segments using MFCC features for the music structure

analysis task. The most frequently occurred label is identi�ed as \frequent label", and

then heuristics are applied to select the �xed length (10sec) segments with the most

number of \frequent label" as key phrases. Aucouturier and Sandler [116] further explored

ergodic HMM using spectral envelope features. In their work, each HMM state is assumed

to represent a musical part so that a music piece can be segmented. To improve long term

modeling, Abdallah et al. [117] used longer duration cepstral feature vectors to train the

ergodic HMM. In their implementation, the decoded Markov state sequence is modeled

using histograms and the histograms are clustered to �nd repeating patterns.
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Figure 2.8: Structure of a 4-state ergodic HMM used in [115]. Each state is modeled by
a Gaussian distribution.

In yet another variation of HMM, the hierarchical HMM was explored to discover

recurrent patterns in video achieves [99], and the researchers proposed unsupervised

adaptation algorithm to automatically model newly occurred events using both auditory

and visual features.

HMM-based techniques create statistical models to describe acoustic phonemes or

sub-word units in human language. It is however hard to build HMMs for longer audio

content such as phrases in speech and music segments. Thus, direct search approach has

been examined to solve the problem. In the following sections, direct search techniques

such as self-similarity matrix, dynamic programming and other brute-force techniques

are discussed.

2.2.3.3 Self-similarity matrix

Besides the above mentioned clustering and statistical modeling approaches to discover

patterns in multivariate vector sequence, the self-similarity matrix [12, 33, 47, 126, 127]

has also been widely studied for repetition detection in audio segments, especially for

music structure analysis. Although such brute-force technique is computationally expen-

sive, it is feasible to analyze music piece as such data lasts only for several minutes.

A self-similarity matrix, illustrated in Figure 2.9, is constructed based on a distance

measure such as correlation between the feature vectors of an audio segment. This idea

was �rst examined by Foote [12] in which he constructed a frame-to-frame similarity

matrix to visualize similarities between segments of music. The repeating musical pat-

terns are then found using image processing techniques by locating diagonal lines with

high similarity values in the similarity matrix. Foote [128] also described a method to

detect the music segment boundaries by analyzing local similarity of adjacent musical
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Figure 2.9: A self-similarity matrix generated for the pop song \When You Say Nothing
at All" by Ronan Keating using the temporal chroma features. The stripes in the image
represent the occurrences of repeating segments.

signals. Foote’s work was based on MFCC features which although is robust for speech

recognition applications, is not suitable to analyze music data [129]. Other researcher

working on similarity matrix to detect repeating patterns have proposed more robust

music features. Bartsch and Wake�eld [16, 126] introduced the chroma features which

can represent the cyclic attribute of pitch perception for music notes. Their experiments

have shown that chroma features were able to capture better recurrent structures such

as chorus and verse within a given song. Their work was extended by Goto [47] to detect

and di�erentiate the chorus section from other repeating patterns in music audio signals.

Other extensions of chroma feature include Zhang and Samadani’s work [127] which used

similarity measure based on blocks of chroma features to detect longer repeated melody.

In another approach, Lu et al. [33] applied constant Q transform on music piece to ex-

tract features and used image processing techniques prior to repeating pattern detection

process to enhance the stripes in the features self-similarity matrix.
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2.2.3.4 Variants of dynamic programming

Dynamic Time Warping (DTW) technique is another popular approach to detect pat-

terns and it has also been widely applied for speech recognition applications [130] during

the past decades. DTW is a realization of DP and can be used to detect unknown speech

sequence to known template words. To detect templates, DTW �nds an optimal align-

ment between two sequences, as illustrated in Figure 2.10. Earlier research work [80, 131]

has shown the e�ectiveness of DTW for isolated words recognition.

Figure 2.10: A distance matrix generated using classic DTW algorithm. The illustration
compares the Short-Time Fourier Transform feature vectors of two words. The matrix
contains the pairwise distances between vectors from each sequence. The curve line (dark
line) along the diagonal shows the optimal alignment. [132]

Recently, Park and Glass [13] proposed the segmental DTW, a variant of conventional

DTW, to detect repeating speech patterns between spoken utterances pairs. The method

divides the entire search space into sub-space for patterns detection using DP hence the

computational cost is reduced as the conventional DTW applies DP to the entire search

space, as illustrated in Figure 2.11. All the detected patterns are then clustered into

groups based on distance so that frequently occurred patterns can be captured. The seg-

mental DTW has been successfully applied on single-speaker lecture recordings in which

the same word spoken by the same speaker has only small variations. Researchers in [60]

extended segmental DTW to obtain extractive summary by evaluating the sentences that

contain required keywords. Other work such as [133] also use a variant of DTW to detect

keywords in a call-center application. As DTW-based methods are applied directly on

the feature vectors, they may not be robust in noisy and multi-speaker environment.
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Figure 2.11: An illustration of segmental DTW algorithm. The distance matrix is cut
into diagonal regions and DP is implemented in each region to �nd optimal alignment.
Each alignment is trimmed to have the least average distance with a minimum length
(the thick lines). [13]

In another approach, Oates [134] proposed PERUSE algorithm to detect frequently

occurring patterns from a set of multivariate sensory data series. PERUSE adopts a slid-

ing window to step over the entire database and uses DP to identify the best occurrence

of the candidate motifs. PERUSE allows the repeating patterns found to be of variable

lengths but it assumes that motifs occur frequently. The implementation for the dynamic

programming process is exhaustive and is computationally expensive.

In yet another exhaustive search approach, researchers in [62] and [3] proposed to

manually construct templates for di�erent audio events and match the audio corpus to

these templates in a brute-force manner. To avoid the manual identi�cation of templates,

an automatic method was implemented in [135] to identify keywords in audio signal by

scanning the audio and locate repeating blocks using DTW.

This chapter summarized a broad range of work for audio pattern discovery and re-

trieval. Inspired by the previous work of repetition detection, a novel technique for music

repeating segments detection is examined in Chapter 3, and then chapter 4 examines an

unsupervised mechanism to discover speech patterns.
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Chapter 3

Automatic Repeating Segments
Discovery in Music

This chapter focuses on the research problem of the automatic discovery of repeating

segments in music. The repeating segments, also known as \patterns" or \motifs", refer

to the music segments with similar melody but possibly di�erent lyrics. Such repeating

segments are usually the salient portions of a music piece and can be used to recognize

music structure. In addition, users can easily locate their favorite pieces from a collection

of pop songs by listening to frequently occurring segments such as verses and chorus [46,

47].

It is di�cult to detect repeating segments in music since segment length and number of

times of repetitions are unknown. Existing techniques such as self-similarity approach [33]

are able to solve the problem by detecting the stripes in pairwise distance matrix using

image processing techniques. However, it requires high computational cost to process

each element in the matrix. This motivates this work to explore more e�cient method

to discover repeating segments in music.

In this chapter, an e�cient technique is proposed to discover repeating music seg-

ments in unsupervised manner. The technique extends the online su�x tree construction

algorithm and accepts feature vector sequence as input hence to generate a list of candi-

date repeating segments. A re�nement process is then applied to �nalize the repeating

segments. Experimental results on a collection of 30 English pop songs and two sensory

data sets show that the computational cost is reduced greatly without sacri�cing detec-

tion accuracy, comparing to the existing work [33]. The following sections are organized
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as follows: a brief review of the previous techniques is provided in Section 3.1. The

proposed technique is described in Section 3.2, and the re�nement process is introduced

in Section 3.3. Section 3.4 discusses the experimental results, and the conclusion is given

in Section 3.5.

3.1 Introduction

Research on repeating segments discovery in music has attracted much attention in the

last decade. For example, to analyze music represented by MIDI sequence, an RP-

Tree [86] and a recursively scanning method [93] are studied to discover patterns. In

another work, an N-gram inverted index structure is examined to mine music data for

content based information retrieval in [136]. More symbolic sequence mining techniques

such as su�x tree [32] are also developed to solve the general symbolic sequence mining

problems, as discussed in the review paper [87].

Symbolic sequence techniques however cannot be directly applied to analyze com-

posite music such as pop songs and symphony if their music scores are not available.

This motivate researchers to study alternative representations of composite music. One

such feature is the chroma feature which can capture the salient features of music by

projecting the spectrum into 12 bins of semitones (or chroma) on the octaves [16]. Re-

searchers explore various symbolization methods to convert feature vector sequence into

symbols so that existing symbolic techniques can be applied. Unfortunately, symbol-

ization techniques su�er from quantization errors and hence may not be robust for all

applications [137].

Chapter 2 has discussed the use of self-similarity matrix [12, 33, 47, 126, 127] to detect

repeating segments in music. The overall framework is shown in Figure 3.1. The music

piece is �rst divided into short overlapping frames to generate feature vectors, and the

pairwise similarity measure among these vectors are evaluated to construct an N � N

vector-to-vector similarity matrix to visualize the similarities among the N features of a

music segment. The repeating musical patterns are then found using image processing

techniques by extracting the sub-diagonal lines with high scores in the similarity matrix.

Figure 3.2 provides an illustration of the self-similarity matrix processed by each module.
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Unfortunately, this approach requires a complexity of O(N2) for memory and computa-

tional requirement and hence limits the application of the approach to short sequences.

Adaptive Motif Generation (AMG)
Conversion to

Time-Lag Matrix

Refinement

Repeating Segments

Feature Extraction

Construction of
Self-Similarity Matrix

Techniques for Image
Enhancement

Sparse Time-Lag Matrix

Figure 3.1: The framework of self-similarity matrix approach. The proposed Adaptive
Motif Generation algorithm will replace the computational consuming modules.

Motivated by such limitation, this chapter is to examine an e�cient and robust ap-

proach to detect motifs for multivariate vector sequence. The e�ciency factors this work

is concern with are the computational complexity and memory requirements. In this

work, an e�cient approach, namely Adaptive Motif Generation (AMG), is proposed to

detect motifs, i.e. repeating segments, in multivariate sequences such as music feature

vector sequences. The AMG �rst scans the input data to construct a list of candidate mo-

tifs in linear time. An adaptive threshold is used to make the construction process more
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Figure 3.2: Illustrations of repeating music segments discovery using a similarity matrix.
(a) The similarity matrix; (b) The corresponding time-lag matrix; (c) Time-lag matrix
processed using image enhancement techniques; (d) Sparse time-lag matrix obtained by
binarising the elements in (c). Re�nement process will be applied to (d) to generate the
�nal repeating segments.
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robust to retain poor intermittent segments. The candidates are then post-processed to

identify longer repeating patterns using techniques similar to the self-similarity matrix

approach. Figure 3.1 shows the AMG block within the self-similarity framework. As the

number of candidate motifs found in the initial process is very small, the candidate motif

matrix constructed is very sparse (< 1% occupancy). Hence, the proposed approach can

be applied to very large database.

The following section describes the proposed AMG algorithm in details.

3.2 Candidate Motif Generation

In this work, the process to discover repeating segments from multivariate vector sequence

consists of 2 stages: stage 1 generates candidate motifs and stage 2 re�nes the candidates

to detect the desired patterns. The candidate motif generation procedure is �rst described

in this section, followed by the re�nement process in the next section.

To �nd candidate motifs, i.e. repeating subsequences, from multivariate vector se-

quence, this work focuses on two objectives. The �rst objective is to improve the e�ciency

over the previous techniques. To realize e�ciency, an online technique is examined to

detect candidate motifs in a single pass approach. The second objective is to detect can-

didate motifs that have long duration. To discover long motifs, robust techniques which

can deal with poor intermittent subsequences are required.

To achieve the above objectives, the proposed AMG approach constructs a modi�ed

su�x tree to locate the repeating subsequences. Its strategy is to extend Ukkonen’s online

su�x tree construction algorithm [32] to analyze the input vector sequence without the

symbolization process. The Ukkonen’s online su�x tree construction algorithm is popular

as the algorithm can build a su�x tree at linear computational cost. The algorithm [32]

scans the input symbolic sequence sequentially and inserts the new input symbol to a set

of active su�x nodes. The set of active nodes are the nodes of the tree that have matched

the current input symbol and is updated for each new input symbol. This implies that the

active node’s branch had matched the existing input subsequence. However, Ukkonen’s

proposed method only operates on symbolic sequences.

To process multivariate time series, the Ukkonen’s tree construction algorithm is

modi�ed to accept vectors as input, speci�cally, the insertion criteria have been modi�ed
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to compare similarity measures between vectors with an adaptive threshold for insertion.

In addition, the tree’s internal node is restricted to have only one child to limit the tree’s

growth for practical realization.

3.2.1 Adaptive Motif Generation (AMG) algorithm

Figure 3.3 shows the overall structure of a tree constructed by the proposed AMG algo-

rithm. Each circle in the tree is a node W k
h where h denotes the depth and k the branch

number of the tree, and K indicates the total number of branches. To manage the tree’s

growth, the maximum length of each branch will be set to A where A << N and N is

the number of input vectors in the sequence. The value of A is database dependent, and

should be large enough to capture segments of actual motifs. The selection of A will be

discussed in the experimental work.

In the AMG strategy, each internal node is restricted to have only one child, hence,

the tree is a special case of the su�x tree. Corollary, each branch of the tree can also be

viewed as an entry in an N -gram table.

To capture the repeating segment statistics, each node W k
h contains four types of

information: the node’s template vector vk
h, the time stamp f k

h where vk
h �rst occurred,

a similarity threshold value �k
h, and a list 	k

h that contains the time stamps of all input

vectors that have been inserted into the node.

.  .                    .  .

.

.

h = 0

.

.

.

.

.

.
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Figure 3.3: The resulting candidate motif representation with AMG algorithm.
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Table 3.1: The AMG algorithm used to create a list of K candidate motifs.

// AMG Algorithm
Given input vector sequences ui ; i = 1; 2; : : : ; N

Initialize: create �rst branch’s node W 1
1 using input u1

(i) User de�ned values A; �; 1; 2

(ii) K = 1; i = 1; h = 1

(iii) Create W K
h with vK

h  ui , fK
h  i, 	K

h  fig, �k
1 = 1.

(iv) set1  fW K
h g // Active branches

(v) set2  fg

For i = 2 : N

fmodi�ed nodesg = froot (W 0
0 ; ui ; 2)

set2 = fmodi�ed nodesg

For each node W k
h 2 set1

� fmodi�ed nodesg = fbranch (W k
h ; ui ; A; �)

� set2  set2 [ fmodi�ed nodesg

End
set1  set2
set2  fg

End

Before describing the AMG algorithm presented in Table 3.1, the following symbols

are de�ned: ui is the input vector at time stamp i, � is a user de�ned segment length,

1 and 2 are user de�ned threshold values, set1 is the set of active nodes and set2 is

the set of modi�ed nodes during each iteration. The active nodes are nodes that can be

extended by the current input vector, and the modi�ed nodes are nodes generated by

froot (W 0
0 ; ui ; 2) and fbranch (W k

h ; ui ; A; �).

Table 3.1 summarizes the AMG algorithm. The AMG algorithm creates the �rst

node W 1
1 using the �rst input vector u1. The ‘for loop’ (for i = 2 : N) is then used to

examine subsequent input vectors ui to determine if a new branch should be created
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as evaluated by froot (W 0
0 ; ui ; 2), and/or if the vector is to be appended to existing

active nodes as evaluated by fbranch (W k
h ; ui ; A; �). The details of froot (W 0

0 ; ui ; 2) and

fbranch (W k
h ; ui ; A; �) are discussed in following paragraphs. As the insertion process is

similar to [32], the algorithm has linear time complexity.

3.2.1.1 Insertion at root node: froot (W 0
0 ; ui ; 2)

The function froot (W 0
0 ; ui ; 2) evaluates the input vector ui at the root node W 0

0 to

determine which of the two hypotheses (H1, H2) is satis�ed. The parameter 2 is a user

de�ned threshold to determine similarity decision for H1.

� H1: ui can be used to create a new branch in the tree,

� H2: ui can be inserted into existing branch(es) of the tree.

The function returns the set of nodes that satis�es either hypothesis.

H1: This condition evaluates if a new candidate motif branch will be created at depth

1. A new branch will be created if no existing branches’ template vector is similar to the

input vector ui . In other words, to create a new branch in the tree, the criterion is that

the input vector ui ’s similarity to all current depth 1 nodes W k
1 ’s template vector vk

1 is

less than 2. If this condition is satis�ed, a new node will be created and this node is

returned by the function.

In this work, the Pearson correlation coe�cient [96] is used to measure the similarity

between two vectors. Speci�cally, the Pearson correlation between two vectors x 2 Rd

and y 2 Rd is de�ned as

�(x; y) =
P d

r =1(xr � x)(yr � y)
q P d

r =1 (xr � x)2
P d

r =1 (yr � y)2
(3.1)

where xr , yr are the rth element of x and y respectively, d is the dimensionality of the

vectors, x = 1
d

P d
r =1 xr , and y = 1

d

P d
r =1 yr .

H2: To verify if the current input vector ui can be inserted into the kth branch of the

tree, �k
1 , the similarity between ui and the starting node’s template vector is evaluated

using Eq. 3.2.

�k
1 = �(ui ; vk

1) (3.2)
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If �k
1 is greater than the node’s threshold �k

1, the corresponding node’s 	k
1 is updated to

include the time stamp i. The set of modi�ed nodes will be returned by the function.

The interpretation of the nodes satisfying H2 is that these branches’ starting template

vector is similar to the current input vector. The returned set of nodes will become the

‘active’ nodes that must be veri�ed for the next input vector.

3.2.1.2 Insertion at branch node: fbranch (W k
h ; ui ; A; �)

Before discussing the details of fbranch (W k
h ; ui ; A; �), it is better to �rst discuss the nodes

belonging to set1 that is used to evaluate fbranch (W k
h ; ui ; A; �). The nodes W k

h in set1

are the ‘active’ nodes, i.e., the sequence of template vectors at these active nodes’ branch

from depth of 1 : : : h has matched the recent input vector sequence ui � h : : : ui � 1. For the

current input vector ui , the function fbranch (W k
h ; ui ; A; �) veri�es if this new input vector

should be appended to the active branches.

The function fbranch (W k
h ; ui ; A; �) evaluates ui for non-root node W k

h , i.e. h > 0 to

determine if

� H3: ui can be used to create a new child node W k
h+1,

� H4: ui can be inserted into the existing child node W k
h+1.

The function will examine either hypothesis (H3, H4) and return only one or no modi�ed

node.

H3: If W k
h has no child node and h < A, a new child node W k

h+1 will be created.

This created child node is returned by the function. By growing the branch with a new

child, the operation can be viewed as extending the current candidate motif by 1 vector.

H4: If W k
h has a child node, a test is used to verify if the current input vector ui

can be inserted into the existing kth branch of the tree. Di�erent to H2’s Eq. 3.2 which

evaluate only the similarity between the current input vector to one node’s template

vector, Eq. 3.2 is extended to measure the similarity between the current input vector

sequence to the sequence stored in branch k, i.e. in W k
1:::(h+1). Speci�cally, the segment

similarity is evaluated by

�k
h+1 =

P min (h;� � 1)
r =0 �(ui � r ; vk

h+1� r )
min(h; �� 1)

(3.3)
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To verify if ui can be inserted into the kth branch of the tree, �k
h+1 is compared to

threshold �k
h+1. If �k

h+1 is greater than �k
h+1, the input vector time stamp information i

will be included by 	k
h+1 and the function fbranch (W k

h ; ui ; A; �) returns the node W k
h+1,

otherwise null.

In this system, each �k
h+1 is adaptive so that the sequence being analyzed can inuence

the threshold value. It makes the insertion process more robust as opposed to having a

single �xed threshold. The �k
h is updated by

�k
h+1 = �k

h � (�k
h � �k

h� 1); (3.4)

where h � 1, and �k
0 = �k

1 . The proposed adaptive threshold �k
h+1 has the following

behaviors: �k
h+1 decreases when the past segment similarity �k

h is better than its prede-

cessor, and �k
h+1 increases when �k

h is poorer than its predecessor. The adaptive threshold

is modi�ed thus so that sequences which produce poor intermittent segment similarity

will be retained if past segment similarity has been good.

3.2.2 Parameter settings

The following four parameters control the motif discovery process in AMG algorithm:

A, �, 1 and 2. The parameter A speci�es the maximum depth of the tree and its

value should be set to a length that can capture a meaningful portion of the repeating

segment. The parameter � speci�es the length of the segment to evaluate the similarity

measure as speci�ed in Eq. 3.3. The value of � should be chosen long enough to capture

a candidate repeating segment. The threshold 1 is used to initialize �k
1 and its setting is

important since it determines if each new input vector will be inserted into the branch.

An unreasonably high setting will stop a true repeating sequence from being inserted,

while an unreasonably low setting will generate too many false alarms. Hence, the value

of 1 is critical to the success of AMG. In this work, a small training corpus is used

to determine 1 by evaluating all pairwise similarity between the vectors and selecting

the top 10th percentile pairwise similarity value as 1. The threshold 2 is used in the

evaluation of hypothesis H1. The value determines whether a new branch should be

created for the input vector. The suitable value for 2 is 1 < 2 � 1. A higher 2 value

will allow more branches to be created. In this work, 2 is set to the top 5th percentile

pairwise similarity value of the training set.
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3.2.3 AMG vs. Ukkonen’s su�x tree construction

The AMG algorithm emulates Ukkonen’s algorithm to perform online construction of

a su�x tree. In Ukkonen’s original algorithm, each new input symbol will always be

inserted into the tree at the active nodes. The insertion criteria for symbolic su�x tree

are based on exact match evaluation which compares the input symbol to the node’s

template. In contrast, the insertion criteria for AMG are not as straight forward since

the input are vectors - this implies that the similarity comparison must use threshold for

the decision process. However, a simple pairwise similarity evaluation of current input

vector to the node’s template vector cannot reect the global correlation of two sequences

and hence is not robust. To overcome this shortcoming, AMG employs a segment-to-

segment similarity measure with an adaptive threshold to evaluate if the current vector

should be inserted into the tree. Hence, the insertion process can tolerate intermittent

poor pairwise similarities measured with candidate motifs. Finally, the AMG is also

di�erent to the general su�x tree construction as each non-root node is restricted to

have only one child - this restricts the tree’s growth and allows for a practical realization.

3.3 Candidate Motif Re�nement

In Figure 3.3, each branch of the AMG generated structure represents a candidate motif.

These candidate motifs must be further processed to extract true repeating patterns

because: (i) the candidate motifs will often contain redundant patterns such as trivial

matches; (ii) the candidate motifs can be merged to form longer patterns, (iii) the AMG

algorithm may miss detecting true motifs, and (iv) the boundaries of the found motifs

should be aligned.

To address the above four issues, a direct approach is to capture the candidate motifs’

occurrences in an N �N matrix where N is the number of vectors in the input sequence,

and then re�ne the obtained patterns to generate the �nal selection. This matrix is

named the candidate motif matrix, and the elements of this matrix whose values are

‘1’ indicate the occurrence of a repeating segment. The interpretation of this matrix

is similar to the binarized self-similarity matrix used for motif discovery[33]. Hence,

existing techniques such as [33, 47] to re�ne the similarity matrix and pattern merging
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can be directly applied. In addition, missing motifs can also be immediately identi�ed

from this matrix (see Section 3.3.3).

Di�erent from [33, 47], the proposed candidate motif matrix generated by the AMG

is a sparse N � N matrix as opposed to the conventional method which generates the

full N � N self-similarity matrix. The experimental results (Section 3.4) show that the

occupancy of the candidate motif matrix is only about 1% of the full matrix and the

memory usage to construct the AMG structure is O(AK).

Blur all the lines

Retain the local
longest lines

Pattern
Duplication

Boundary Alignment

Pattern Merging

Candidate Motif
Matrix

Refined Patterns

Multivariate
Time Series

AMG

Conversion to
Time-Lag Matrix

Refinement
Process

Figure 3.4: The proposed process to re�ne the candidate motifs obtained by AMG algo-
rithm.

Figure 3.4 illustrates the proposed re�nement framework. The candidate motifs gen-

erated by AMG is �rst used to populate the sparse candidate matrix. This matrix is

subsequently converted to a time-lag matrix similar to [33, 47] for the re�nement process

such as: pattern merging, pattern duplication and boundary re�nement. The details of

the procedure are briey described in the following sub-sections.
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3.3.1 Candidate motif matrix generation

The candidate motifs can be easily retrieved from the structure (Figure 3.3) constructed

by AMG by detecting 
, the set of nodes W k
h which satisfy the following conditions:

h > �; (3.5)

j	k
hj > 1; (3.6)

j	k
hj 6= j	

k
h+1j; (3.7)

where \j j" indicates the number of elements in the set. Eq. 3.5 restricts the length of

candidate motifs to be at least �, Eq. 3.6 guarantees that the captured candidate motifs

have occurred at least twice, Eq. 3.7 is used to choose the set of detected patterns with

the longest length.

These detected patterns are used to populate the candidate motif matrix by assigning

‘1’ to the positions where the patterns occur, speci�cally, the repeating patterns are at

coordinates (	k
m(j); f k

m) of W k
m=1:::h where W k

h 2 
, and 	k
m(j) are the elements of 	k

m

For the convenience of processing, the candidate motif matrix is then converted to

a time-lag matrix T [33], illustrated in Figure 3.2(d). By this conversion, the repeat-

ing patterns will be reected as parallel vertical lines in T and redundant neighboring

patterns can be easily detected and removed.

3.3.2 Pattern merging

During the construction of the AMG structure, the algorithm will record every pos-

sible candidate motif. Hence, many neighboring candidates will be generated. These

neighboring motifs should be merged to �nd longer repeating patterns. To merge these

neighboring motifs, each vertical line in the time lag matrix is �rst dilated and then

eroded to form a new sparse matrix T0. The objective is to extract the longest vertical

line for each neighborhood.
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3.3.3 Pattern duplication

If the input sequence is noisy, the AMG algorithm may not be able to capture every

repeating pattern of a candidate motif. However, the repetition occurrence in the can-

didate motif matrix can be further analyzed to sought out missing repeating pairs. To

describe it clearly, the following scenario is assumed: if segments Q1, Q2 and Q3 are

sequences of the same motif, but due to noise, the sequences fQ1; Q2g were found under

one candidate motif selection, while the sequences fQ2; Q3g were found in a separate

motif selection. Let �jk denote the frame index di�erences between pattern fQj ; Qkg.

Due to the characteristics of the time-lag matrix, the pattern Q2 will be marked in two

locations, one is a vertical line that is parallel to Q1 with a distance of �12 along the

x-axis, and the other vertical line is along the y-axis with a distance of also �12 to Q1(see

Figure 3.5).

y-axis
V

ector Index

x-axis
Vector Index Difference

Q1 Q2

Q3Q2

Q3'
Q1's Set

Q2's Set

Figure 3.5: An illustration of the repetition occurrence and pattern duplication process
in the time-lag matrix.

In this situation, a conclusion can be inferred from the time-lag matrix: Q3 should

also be included in Q1’s set [33]. To exploit this relationship, the re�nement process will

duplicate all vertical lines in T0 to all possible candidate positions belonging to the same

family. The process is illustrated in Figure 3.5.
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3.3.4 Boundary re�nement

Noise may also cause mis-alignments in the boundaries of the obtained candidate motifs.

The boundaries can be aligned by either extending or shrinking the detected patterns.

The details of the boundary alignment process can be found in [33]. After the re�nement

process, the �nal motifs can be easily retrieved from matrix T0.

3.4 Experiments

To verify the proposed AMG algorithm, two types of data were used to evaluate the

performance: 1) a 30 songs music database, and 2) numerical sensory data sets. The

performance of the proposed method is compared with related techniques to demonstrate

the e�ectiveness of AMG.

3.4.1 Repeating segments detection in music
3.4.1.1 Experiment setup

The test corpus consists of 30 pieces of English pop songs performed by both male

and female singers1. The total duration of the 30 songs is about 2 hours. From the

test corpus, 63 motifs (i.e. repeating segments) with an average duration 25.6sec are

manually identi�ed. The repeating segments are de�ned as segments that have similar

melody in this paper. There are a total of 198 instants for these motifs. These instants

are used as the ground truth patterns in this experiment.

The feature used is derived from the 12 dimensional chroma vector [16] calculated

from every 250msec music segment with 50msec hop size. In this implementation, the

spectrum information from seven musical octaves that span from 32.5Hz to 4000Hz are

adopted. Each extracted chroma vector is normalized by dividing each element by the

vector’s maximum value. As the chroma feature captures information in a 250msec

window, slight o�set of the analysis window may a�ect the feature values. As such,

researchers [33] have proposed to generate features from a much longer analysis window

(1 second). Following their strategy, the extracted feature is the mean and variance of 16
1The 30 songs’ feature database and repeating segments location information are released at

http://www3.ntu.edu.sg/home/aseschng/SpeechTechWeb/projects/projects.htm.
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consecutive chroma features with a hop-size of 3 frames. This translates to an analysis

window of 1 second and a shift of 150msec to generate a feature vector of 24 dimensions.

This experiment compares the performance of the proposed AMG to the traditional

self-similarity matrix approach [33]. The self-similarity approach [16, 33, 47] has been

successfully applied to discover music repeating segments by constructing a full N � N

matrix. In this experiment, both approaches will generate the time lag matrix using the

same features and are post processed by the same re�nement framework as described in

Section 3.3. Hence, the proposed approach can be viewed as identical to the self-similarity

approach except for the strategy to generate candidate motifs.

The parameter settings used for the AMG approach are: maximum depth of the tree

A = 100 (this setting allows the system to capture 16sec music segment), the segment

length � = 61 (approximates 10sec duration). The experimental results show that the

values of A and � are not critical to the success of motif discovery as long as the value

of A and � are su�ciently large to capture a portion of the motif pattern. The critical

parameters are the threshold values of 1 and 2. In this experiment, an independent

training corpus of 20 English songs was used to determine suitable values for these two

parameters - for the experiment, 1 and 2 were set to be 0.367 and 0.684 respectively.

3.4.1.2 Evaluation criteria for music data

To evaluate the performances of the two approaches, the repeating segments in T0 gen-

erated from Section 3.3 are compared with the ground truth patterns. Let G denote the

ground truth patterns in a sparse binarised time-lag matrix for each song. The vertical

lines in matrix G are duplicated as described by Section 3.3.3. To achieve a robust and

stable evaluation, a �1sec window mismatch among repeating segments is allowed. This

is achieved by blurring all the lines in G to form a new matrix G0 for the �1sec o�set

error. Therefore, the correctly detected repeating segments can be found in matrix T̂ by

T̂ = T0^G0, where \^" denotes the element-wise logical \AND" operator.

In this paper, the recall and precision are de�ned as Recall = jT̂ j
jG j and Precision =

jT̂ j
jT 0j , where \j j" denotes the number of non-zero elements in the matrix.
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3.4.1.3 Evaluation results for music data

The average recall, precision and F1-measure of all the testing songs are shown in Ta-

ble 3.2. As the self-similarity approach calculates the similarity between all pairwise vec-

tors, the matrix will contain all similarity information in the sequence for motif detection,

hence the ability to extract and �nd correct motifs relies on the pattern re�nement pro-

cess. Since the re�nement process and features used are the same for the two approaches,

the experiment measures how well the AMG approach can capture the \correct" candi-

date motifs. The results in Figure 3.6 and Table 3.2 show that the two approaches have

similar performance.

Table 3.2: Average performance comparison between the AMG and self-similarity ap-
proach for 30 songs.

Recall Precision F1
AMG 0.590 0.560 0.575
Self-Similarity 0.569 0.558 0.564

To show the e�ciency of the AMG approach, the memory usage between the two

methods were compared. The AMG structure (Figure 3.3) stores all the similarity in-

formation in each node and hence requires O(AK) memory space. However, the self-

similarity approach requires O(N2) memory space to store all pairwise similarity mea-

surements. To illustrate the di�erence in memory usages between the two approaches,

the ratios AK=N2 and K=N are plotted in Figure 3.7. The element occupancy of the

candidate motif matrix was also evaluated for all 30 songs, and the results showed the

candidate matrix was 99% sparse.

To compare the computation complexity requirement between the self-similarity ap-

proach and the AMG approach, the computational requirements needed to create the

sparse time-lag matrix by these two approaches were measured (Figure 3.4). For the

self-similarity approach, it requires N(N � 1)=2 number of pairwise similarity measures

(Eq. 3.1). For the AMG approach, the total number of vector-to-vector similarity com-

parisons for the 30 songs were recorded - The results show that the AMG approach

requires an average of 10% computation cost as compared to the self-similarity approach
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F1-Measure Comparison
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Figure 3.6: The F1-measure for each individual song using the self-similarity approach
and the proposed AMG approach.
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Figure 3.7: Comparison on memory usage requirements between AMG and self-similarity
approach for each individual song. The average memory requirement of AMG is approx-
imately 2% of that required by the self-similarity approach. The ratio K=N is plotted to
illustrate the number of branches created for each song over the total number of input
vectors.
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for the music database test (Figure 3.8). Furthermore, the self-similarity approach re-

quires additional processing such as low-pass �ltering [47] and other image processing

techniques [33] to generate the sparse time-lag matrix.
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Song ID

No. pairwise comparisions in AMG / Self-similarity

Figure 3.8: Comparison on computational requirements between AMG and self-similarity
approach for each individual song.

To further investigate the performance of the proposed method, it was applied to

discover motifs from two published data sets.

3.4.2 Motif discovery from sensory data
3.4.2.1 Experiment setup

In this set of experiments, the proposed AMG was applied to automatically detect motifs

from two publicly available sensory data sets: fetal ECG data set [101, 138] and shuttle

data set [101, 138, 139].

The fetal ECG data is an eight dimensional time series with obvious periodicity

and each dimension represents the measurement from one sensor. The AMG algorithm

was applied on the raw ECG data directly followed by the re�nement process. The

parameter settings used for the AMG were selected empirically: maximum depth of the

tree A = 100 (i.e. 0.4 second of data with sampling rate 250Hz), the segment length

� = 60, the thresholds 1 and 2 were set as 0.6 and 0.8 respectively.
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The second sensory data set is a six dimensional shuttle time series data. This data set

has a motif that appears only twice. The two occurrences of the motif have similar shape

in all the dimensions but have di�erent mean values in two of the six dimensions as shown

in Figure 3.10. To process this data set, the �rst derivative (delta) of the features were

used as the input. The parameter settings used for the AMG were selected empirically:

maximum depth of the tree A = 100, the segment length � = 60, the thresholds 1 and

2 were set as 0.6 and 0.8 respectively.

3.4.2.2 Experimental results for sensory data

Figure 3.9 shows the motifs found by AMG algorithm in the ECG data set. To compare

with [101], the found motifs’ location projected on the �rst principal component of the

data set is plotted. The result shows that 12 motifs can be detected and their time

locations are similar to the �ndings in [101].

Figure 3.9: The motif discovered in the 8 dimensional ECG data.

Figure 3.10 shows that the AMG can simply �nd the same motif in shuttle data set

as in [101, 139].

Table 3.3 shows that the memory usage requirements for the two data sets. As

the ECG data is periodic (Figure 3.9), AMG needed only K = 67 branches under the

root node to capture all the recurrent patterns. For shuttle data set (Figure 3.10), AMG

created only K = 23 branches under the root node to capture the two recurrent patterns.
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Figure 3.10: The motif discovered in the shuttle data set using all 6 dimensional informa-
tion. The above plot shows the 2nd dimension of the data; The motif in this dimension
has di�erent means. This output is similar to [101, 139].

Table 3.3: Memory usage requirements for the two sensory data sets.

K=N AK=N2

ECG 0.027 0.001
Shuttle 0.023 0.002

Measurement was also done for computational requirements needed to create the

sparse time-lag matrix for re�nement process. Compared to calculating all the pairwise

similarity measurements, AMG requires only 4:1% of the computation cost for both ECG

and shuttle data sets.

The above results and observations show that the proposed AMG followed by the

re�nement process is able to produce similar performances compared to existing stud-

ies [101, 139] on the same two data sets.
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3.5 Conclusion

In this chapter, a novel approach to detect repeating patterns in a sequence of multivariate

vectors is proposed. The online su�x tree construction algorithm is extended to accept

vectors as input so that the exact matching criteria are avoided. To make the algorithm

more robust, segment-to-segment similarity is used to smooth the outliers in the sequence.

The candidate motifs obtained by the AMG method are then re�ned using a sparse

similarity matrix to �nd the �nal motifs.

The proposed AMG has been applied to automatically detect repeating segments in

music and two time series data sets. The experimental results show that the proposed

approach was able to �nd repeating segments with a similar detection accuracy as that

of traditional self-similarity approach [33] but at a considerably lower computation cost

and memory requirement.

Due to its success in repeating segments discovery in music, an immediate question

could be: Can AMG be applied to discover speech patterns such as words or phrases?

Unfortunately, music and speech signals are di�erent in natures. The repeating segments

in music usually have similar length and the pitch of a music note is relatively stable,

however the duration and pitch of the same speech pattern, e g. an English word, can be

very di�erent. Hence, a novel approach that is robust to speech data will be needed. In

the following chapter, an iterative approach to model merging to discover speech pattern

is examined.
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Chapter 4

Automatic Speech Pattern Discovery
using Unsupervised Approaches

This chapter focuses on the problem of automatic discovery of recurrent patterns in an
untranscribed speech corpus. The recurrent patterns of interest refer to keywords or
phrases that occur repeatedly and have been shown [13, 60] that they can be used to
detect the salient point of the corpus topic. For example, it is possible to understand
the topic of a lecture recording by detecting frequently occurring and long words or
phrases. Given an untranscribed spoken document, this chapter examines unsupervised
techniques to identify the recurring keywords/phrases without the need of ASR systems,
which require transcribed data for training.

The automatic speech pattern discovery is a di�cult research problem due to the
variations of speech signals. The speech signals of a speech pattern can be a�ected by
di�erent factors such as speakers’ characteristics, speaking styles, transmission channels
and background noise [140]. As a result, the same words or phrases manifest di�erent
acoustic characteristics in di�erent occurrences. An example is demonstrated in Fig-
ure 4.1 which shows that the spectrograms of the same English word (in this example:
\Four" and \Three") spoken by the same speaker in the same utterance can be di�erent.
In this example, the di�erence can be attributed to context, i.e. the position of the word
in a sentence, and to the non-repeatability nature of a human speech generation system.
It is clear that robust models and detection techniques are required for reliable speech
pattern discovery.

In this chapter, an unsupervised technique is proposed to discover speech patterns
in a multi-speaker corpus. The proposed technique is based on statistical modeling of
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FOUR
MAW_7844A

FAC_33O31A

THREE

Figure 4.1: An demonstration of variations of speech patterns in clean speech using
TIDIGITS database. In the utterance MAW 7844A, the spectrograms of the word \Four"
are di�erent although spoken by the same speaker. In the utterance FAC 33O31A, the
spectrograms of the word \Three" are also di�erent.

speech features which can address speech variations e�ectively. The following sections

are organized as follows: a brief review of related techniques is provided in Section 4.1.

The proposed technique, namely iterative approach to model merging, is described in

Section 4.2. Section 4.3 discusses the experimental results, and the conclusion is given

in Section 4.4.

4.1 Introduction

In this thesis, the term \speech pattern discovery" refers to the task to automatically

identify frequently occurring speech segments in an untranscribed corpus. The speech

segments of interest are linguistically meaningful patterns such as words and phrases in

human languages. According to a recent study in cognitive science [141], long words

tend to carry more information than short words, i.e. the length of words is related

to how much information they convey. For instance, in English, shorter words such

as \a", \is" and \the" carry less information than longer words such as \president"

and \immediately". Since the lengths of written and spoken words are closely related,

such �nding is also true for spoken documents. For example, the studies [13, 60] show

that the topic of a lecture recording is related to a set of selected frequently occurring
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words/phrases which are longer than a prede�ned duration (0.5 seconds). In this work,

the objective is to detect not only recurrent patterns but also speech patterns with long

durations.

If ASR systems are available for the target speech language, they can be used to

transcribe the speech into text to discover repeating patterns (i.e. words or phrases)

from the text directly. However, such approach has several limitations. Firstly, the cost

of training an ASR system is high as it requires a large amount of transcribed speech

data and a well prepared pronunciation lexicon. Secondly, the quality of the recognizer’s

output, e.g. word recognition accuracy, may be a�ected by di�erent factors that are

di�cult to control. For example, speaker variation and environment noise both can

seriously a�ect speech recognition [140]. Thirdly, speech data may contain words that

are not in the lexicon of the ASR systems, i.e. OOV words, which cannot be recognized.

The OOV words are however important as they can be names of places or people. Due

to these limitations, automatic speech pattern discovery techniques which do not rely on

ASR systems are desired [13].

To directly search through the speech data to discover recurrent patterns in an un-

supervised manner, DTW-based techniques were applied on speech feature vectors to

identify recurrent speech patterns by comparing pairwise speech segments [13, 60, 133].

In [133], speech utterances are �rst segmented by detecting word boundaries, and for

each pairwise segments, DTW is applied on the pairwise distance matrix to �nd the best

alignment between them. If the distance between a pair of patterns is smaller than an em-

pirical threshold, the pair is treated as a matched pair. Experimental results in [133] have

shown that such approach is able to identify repeating words spoken by the same person.

To improve the e�ciency in identifying repeating patterns, researchers in [13] proposed

segmental DTW. This approach �rst constructs a distance matrix of two utterances and

then divides the distance matrix into diagonal regions for segments alignment, as dis-

cussed in Chapter 2. The segmental DTW has been applied to automatically generate

keywords in single-speaker lecture recordings for speech summarization application [60].

The DTW-based methods however have only been shown to be e�ective in �nding repeat-

ing patterns for a single speaker’s speech corpus [13, 60, 133]. While the speech variation

of a single speaker is relatively small, the variation between di�erent speakers can be
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signi�cant. As DTW lacks robustness in handling such variations in the features, it is

unlikely that DTW-based methods will work well on multi-speakers’ data [142].

To achieve speaker-independent pattern discovery, data-driven modeling techniques

such as ASM [18], fenones [119] and SSS [120{122] as reviewed in Chapter 2 have been

suggested. In these work, HMM was used to model the temporal dynamics of speech

features. In each HMM state, a GMM is used to model the distribution of speech features

of a particular acoustic unit. As there are many mixtures in the GMM, an HMM state is

able to represent the features of di�erent speakers and hence achieve speaker independent

modeling of speech [142]. For example, in ASM [18], sub-word units are automatically

found from untranscribed speech corpus. Each sub-word unit is represented by a 3-

state HMM and trained using Baum-Welch algorithm. After convergence, the sub-word

units represent phone-like units of a language [18]. For example, similar sounds such as

fricatives are represented by a single HMM. As the ASM, fenones and SSS were originally

proposed to learn sub-word units for unsupervised speech recognition, the learnt units

are too short for our task in this chapter.

Another approach for pattern discovery is to �rst convert speech data into token

sequence, and then apply symbolic pattern discovery techniques on the token sequence

to discover repeating patterns. In [106], speech utterances are �rst divided into short

segments and clustered to convert speech utterances into token sequences. DP is then

applied on pairwise utterances to detect repeating subsequences. In another study, to

overcome the OOV problem of ASR system, Nowell and Moore [94] used a phoneme

recognizer to convert speech data into phoneme sequences and then applied local align-

ment technique used in genomic sequence discovery to detect similar portions from these

phoneme sequences. As the tokenization process can be viewed as quantization of speech

segments into a limited number of classes, the subsequent symbolic pattern discovery

process may su�er from \quantization error" which is di�cult to recover.

In the following sections, a technique is proposed to overcome the limitations of the

above mentioned 3 speech pattern discovery approaches. The proposed technique is an

extension of the modeling approach which is more robust than feature vector match-

ing approach such as DTW-based techniques for speaker-independent speech recognition

task [142]. To address the problem of modeling approach, i.e. the learnt units are usually
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sub-word units rather than long patterns, sub-word units are then merged to form longer

patterns. The merging process is iterative and unsupervised without the aid of linguistic

knowledge. In each iteration of model merging, all model parameters are re-estimated by

Baum-Welch algorithm so that the models can have better representation of the data.

The \quantization error" in symbolic pattern matching approach is hence reduced. To

examine the performance of the proposed technique, experiments have been conducted

on TIDIGITS corpus to automatically discover the English digits. The experimental re-

sults showed that 10 out of 11 digits were detected for both male and female data. This

work can be further applied to explore unknown languages by automatically identifying

the frequently occurring words or phrases. Hence, it can be used to build a preliminary

lexicon for an unknown language.

4.2 Iterative Approach to Model Merging

To discover speech patterns in untranscribed corpus, the proposed technique consists of

3 modules as illustrated in Figure 4.2.

Unsupervised sub-word
units modeling

...

Speech Feature Vectors

Iterative model merging

Pattern selection

Meaningful patterns

Figure 4.2: A diagram of the proposed technique to discover speech patterns.

In the �rst module, a set of sub-word acoustic units are �rst learnt from the speech

data using unsupervised modeling technique. These acoustic units should have similar

durations as phonemes and are used to represent the entire acoustic space of the speech

data. Speci�cally, in this work, the acoustic units are generated using the ASM approach
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which is a data-driven modeling technique [18]. The acoustic units created are modeled

by a 3-state left-to-right HMM.

In the second module, the acoustic units are merged to form models representing

speech patterns in an iterative process. To achieve this goal, a critical question is how to

select sub-word units to merge? In Section 4.2.2, a model merging criterion is examined

to merge adjacent models if these adjacent models occur frequently together in the speech

data. Merging models means to concatenate the HMM states of the separate models to

form a new HMM with more states. In each iteration of the process, only two models

are merged and the new model is added to the model set. All the model parameters are

then re-estimated using the Baum-Welch algorithm. The iterative process will stop when

a stopping criterion is met, and it produces a set of HMMs that model di�erent acoustic

patterns such as sub-word units, syllables, words/phrases and silence segments.

In the last step, a pattern selection module is then used to identify the patterns

of interest from the set of all patterns. In the following sections, these 3 modules are

described in details.

4.2.1 Unsupervised Sub-Word Units Modeling

This section describes the modeling technique to generate sub-word models. As this

work aims to discover speech patterns in untranscribed or unknown corpus, the linguistic

information of such corpus is unknown. The conventional acoustic units such as phonemes

or words are thus unavailable and hence an unsupervised technique is required to generate

acoustic models to represent the entire acoustic space of the speech corpus.

The ASM was introduced in [18] to learn data-driven acoustic units in untranscribed

speech corpus. The core modeling technique used in ASM is the conventional HMM.

The training of the ASM however does not require manual transcription to estimate

the parameters of the HMMs. Instead, vector quantization is applied to automatically

produce pseudo labels for the training procedure.

The procedure to generate ASM models is discussed in this section. The feature

vectors such as MFCC are �rst extracted from the speech data. The ASM training

process is then applied to generate a set of HMMs, denoted as Mi (i = 1 : : : m) where m

is the number of models, in the following manner:
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Step 1) Speech segmentation The speech utterances are �rst divided into short seg-

ments by detecting boundaries between two successive acoustic units, e.g. speech

phoneme boundaries. In this work, speech segmentation implementation follows

the method described in [106]. The method examines each feature frame by mea-

suring the distance between the average feature vectors before and after the frame

as shown in Eq. 4.1. The frames with local maximum values are selected to be

phoneme boundaries, i.e. the distance value on the boundary frame is higher than

both of its neighboring frames.

d(
vi � 2 + vi � 1

2
;
vi +1 + vi +2

2
) � log(E) > � (4.1)

where, vi is the feature vector at time index i. The log energy, log(E), is used as

a weighting factor, and the pre-de�ned threshold � is used to avoid the agging of

segments during silent portions so that only the frames with distance values above

� are considered to be boundaries. The distance function d(v1; v2) is de�ned as

d(v1; v2) = arccos(v0
1v2=(v0

1v1v0
2v2)1=2) (4.2)

where, v0
i is the transpose of vi .

Step 2) Initial label generation Cluster the segments into m clusters using k-means

algorithm. In each segment, the mean vector is calculated to represent the segment.

The k-means algorithm is then applied on the mean vectors into m clusters, and

segments are then labeled with the corresponding cluster identity.

Step 3) Model initialization Create m left-to-right 3-state HMMs. Estimate the pa-

rameters of the m HMMs using Baum-Welch algorithm on the training corpus with

the labeled cluster identity found in Step 2.

Step 4) New label generation The trained HMMs are used to decode the training

corpus. The decoding output is retained as the new labels of the training corpus.

Step 5) Model parameters re-estimation The HMMs are re-estimated using the

new labels found after Step 4.
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Step 6) Iterative training Repeat Steps 4 - 5 till the average likelihood score of all

the feature vectors converges.

Although the ASM training process does not rely on the true transcription of speech

data, it is still necessary to manually determine the number of acoustic units. Let m̂

represent the actual number of basic acoustic units such as phonemes in the corpus, the

pre-de�ned number of acoustic units, m, should be set as close to m̂ as possible. For

example, if the language is English, m can be set to 40 as there are 39 phoneme models

and 1 silence model in a typical English recognizer. Theoretically, if m > m̂, a single

phoneme may be represented by multiple acoustic units as there are more acoustic units

than phonemes. As there are variations in phonemes due to di�erent factors, e.g. speakers

and contexts, di�erent acoustic units may represent variations of the same phoneme. If

m < m̂, di�erent phonemes could be represented by a single acoustic unit, e.g. similar

fricative phonemes /f/ and /s/ may be combined.

In this work, it was found that it may be bene�cial to slightly underestimate m due

to two reasons. Firstly, if one phoneme is split into more than 1 acoustic units, the

same pattern will be represented by di�erent sequences of acoustic units. The redundant

representations of patterns are undesired in many potential speech pattern discovery ap-

plications such as spoken documents tagging. Secondly, the confusion between phonemes

caused by underestimating m can be reduced as the HMMs of the basic acoustic units

and merged models are re-estimated in each iteration as discussed in the next section.

After the training process of sub-word units are converged, a set of m HMMs � =

fM1; : : : ; Mmg are obtained. Each HMM Mi consists of ni states, and the transition

probability from �th state to %th state of Mi is represented by ai
�%. The model set �

will be used as the initial models in the second module as shown in Figure 4.2. In the

next section, information theory is applied on the decoding output to identify the models

which to be merged.

4.2.2 Iterative Model Merging

Given the initial set of sub-word HMMs �, this work proposes to iteratively merge and

grow the HMMs towards longer speech patterns. To simplify the process, a 2-step ap-

proach is adopted for this purpose. In the �rst step, namely tokenization step, each
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utterance in the speech corpus is converted into a sequence of model IDs, or called to-

kens, using the HMMs in �.

In the second step, statistical information of the token sequences is used to select

two models for merging and the newly created model is added to the model set �. To

formulate the problem, the following symbols are de�ned: let S = (S1; : : : ; SU) denote the

token sequences of the speech corpus, where Su(u = 1 : : : U) denotes the token sequence

for the uth utterance. Each token sequence is represented by Su = (!u
1 ; : : : ; !u

t ; : : : ; !u
jSu j),

where !u
t denotes the tth token of the sequence Su and jSuj is the number of tokens.

Each token !u
t takes value from the set of acoustic model names � = (M1; : : : ; Mm).

An example token sequence is shown in Figure 4.3. The model selection problem is

Figure 4.3: A token sequence example. The objective of the model selection criterion is
to select two tokens to merge and create a longer model.

to select the most suitable adjacent token pair (Mj ; Mk) for merging. Since the token

Mj can be followed by all the tokens and Mk can also be preceded by all the tokens

as shown in Figure 4.4, a good candidate pair (Mj ; Mk) for merging over the entire

corpus should satisfy the following conditions: 1) the probability of Mj followed by Mk ,

i.e. p(!t = Mk j!t � 1 = Mj ), should be high; 2) the probability of Mk preceded by Mj ,

i.e. p(!t � 1 = Mj j!t = Mk), should be high; 3) The token pair (Mj ; Mk) should occur

frequently in the corpus as the same speech pattern such as a syllable can be found in

di�erent words. The conditional probabilities are computed as follows:
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Figure 4.4: All combinations of tokens. Token Mj can be followed by any token and
token Mk can also be preceded by any token.

p(!t = Mk j!t � 1 = Mj ) =
p(!t � 1 = Mj ; !t = Mk)

p(!t � 1 = Mj )

=
Count(!t � 1 = Mj ; !t = Mk)

P m
l=1 Count(!t � 1 = Mj ; !t = Ml)

(4.3)

p(!t � 1 = Mj j!t = Mk) =
p(!t � 1 = Mj ; !t = Mk)

p(!t = Mk)

=
Count(!t � 1 = Mj ; !t = Mk)

P m
l=1 Count(!t � 1 = Ml ; !t = Mk)

(4.4)

where p(!t � 1 = Mj ; !t = Mk) represents the joint probability of Mj and Mk and

Count(!t � 1 = Mj ; !t = Mk) denotes the number of times Mk is followed by Mj in

the entire corpus.

The above mentioned model selection problem is actually similar to the word bound-

ary detection problem in text processing. Given a sequence of symbols, e.g. a sequence of

English characters without space, a sequence of Chinese characters without punctuation

and a sequence of syllables, the task of textual word boundary detection is to identify the

words in the sequence by segmenting the sequence. The input of textual word bound-

ary detection is usually perfect text [143{146] but the problem of this work deals with

token sequences which contain noise. The following paragraphs discuss some methods of

textual word boundary detection.
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To detect textual word boundaries, the probability equations Eq. 4.3 and Eq. 4.4 are

examined, namely, forward transitional probability (TP) [143] and backward TP [144]

respectively. In [143], researchers proposed to detect word boundaries in a non-space

symbolic sequence (e.g. a sequence of English syllables without space, and a sequence of

Chinese characters without punctuation) using forward TP. The researchers [143] believe

frequently occurred subsequences such as bigrams (i.e. two adjacent symbols) are within

words, and subsequences do not belong to a word tend to occur with low frequency.

Thus, word boundaries can be identi�ed by unlikely transitions between two successive

symbols hence to segment continuous text into words as illustrated in Figure 4.5.

un      der      stand       my      po      si      tion

0.9          0.5       0.1      0.3      0.5    0.9

Figure 4.5: An illustration of the use of forward TP in word segmentation [147]. The given
symbolic string is a sequence of English syllables and the oating numbers indicate the
bigram forward TP between the neighboring syllables. The transition of local minimum
value is considered as a word boundary.

In an alternative method, researchers in [144] examined to assess the relations within

the bigram pair (Mj ; Mk) using backward relationship, i.e. the backward TP as shown

in Eq. 4.4, which is the probability that Mk was preceded by Mj . The values of forward

and backward TP can di�er as they may imply di�erent information. For example, in

a sequence of non-space English letters, the forward TP between letter \q" and \u"

is very high (near to 1.0) which implies that \q" is followed by \u" frequently; while

backward TP is much lower which implies that \u" can be preceded by many other

letters. The psychological study in [144] was also carried out by conducting two groups

of human listeners to detect word boundaries in an arti�cial unknown language which

the pronunciations of words were synthesized. The synthesized corpus was then played in

forward and backward orders to the two groups respectively, and the experimental results

shown that the performance of identifying word boundaries by giving only backward

information was slightly better than providing only forward information.
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The forward and backward TP are asymmetric as the predication is conditional on

either predecessor or successor [148]. In another method, a symmetric measure of the

adjacent pairs is mutual information (MI), which has also been applied to detect word

boundaries [145, 146] in a given sequence of symbols. The mutual information, I(Mj ; Mk),

of two symbols is de�ned as

I(Mj ; Mk) = log2
p(!t � 1 = Mj ; !t = Mk)

p(!t � 1 = Mj )p(!t = Mk)
; (4.5)

and it is a quantity that measures the mutual dependence of the two variables. Hence, a

larger value of I(Mj ; Mk) indicates a higher possibility of that Mj and Mk occur within

the same word. By setting a threshold, the given sequence can then be segmented

by inserting a boundary between the bigram pair of which the MI value is below the

threshold. The study in [148] has shown that MI outperformed TP in detecting word

boundaries in textual English syllable sequence.

The above reviewed TP and MI methods can identify the unlikely/likely transition

between an adjacent pair in textual word segmentation, however the model merging

criterion in this work does not only rely on the relationship between the adjacent tokens

but also the frequency of their occurrence. For example, if an adjacent token pair only

occurs once in the corpus and each individual token does not occur anymore, the two

tokens will be selected by the above mentioned word segmentation methods to merge as

the transition between them is the most likely (e.g. the forward TP is 1.0). However,

the pair of tokens do not satisfy the condition that they occur frequently so that they

should not be selected to merge in this work.

Therefore, the model selection criterion should consist of two factors: relationship

factor that measures the dependence of two adjacent tokens and frequency factor that

measures the frequency of the token pair’s occurrence. In this work, the relationship

factor is chosen to be presented by MI as discussed above. The frequency factor is then

modeled by the joint probability of the adjacent pair, i.e. p(!t � 1 = Mj ; !t = Mk), which

indicates the frequency of the occurrence of (Mj ; Mk). To combine with MI, frequency

factor in log scale is included in Eq. 4.6. As the proposed selection criterion is based on
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MI, it is called enhanced mutual information and denoted as EI as shown in Eq. 4.6.

EI(Mj ; Mk) = log2
p(!t � 1 = Mj ; !t = Mk)

p(!t � 1 = Mj )p(!t = Mk)
+ log2 p(!t � 1 = Mj ; !t = Mk) (4.6)

= log2
p(!t � 1 = Mj ; !t = Mk)2

p(!t � 1 = Mj )p(!t = Mk)
= log2fp(!t = Mk j!t � 1 = Mj )p(!t � 1 = Mj j!t = Mk)g (4.7)

where p(Mj ; Mk) represents the joint probability of Mj and Mk , and EI(Mj ; Mk) eval-

uates enhanced mutual dependence of Mj and Mk . In Eq. 4.7, EI(Mj ; Mk) can be

re-formulated using the product of forward and backward TP. The idea of the equation

can be interpreted as detecting bigram pairs from both forward and backward directions

as illustrated in Figure 4.6.

Figure 4.6: Symmetric bigram counting is used in model selection.

To choose the most suitable models to be merged, a greedy strategy is used and the

token pair (Mj ; Mk) with the highest EI value is selected as shown in Eq. 4.8.

(M̂j ; M̂k) = arg max EI(Mj ; Mk) (4.8)

The selected models are then catenated to form a new HMM and the newly created

model is added to the set of HMMs � for the subsequent process.

4.2.2.1 Iterative model merging process

By using the above proposed model selection criterion, a framework of iterative model

merging process illustrated in Figure 4.7 is applied to discover speech patterns. The
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M1

. . .
Initial ASM models

Model selection criterion using information theory

Decode corpus into sub-word sequence

Create a new model by merging
the selected models

Add the new model
into HMM network

and increase the
number of models by 1

. . .

Re-estimate HMMs using Baum-Welch algorithm

M2

Mm

Mm+1

. . .

Meet stop criterion?

Proceed to pattern selection

No

Yes

Figure 4.7: A diagram of the iterative approach to model merging.
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framework �rst transcribes the utterances into token sequence using the initial set of

sub-word HMMs �, and the model selection criterion is applied to select two HMMs M̂j

and M̂k of the highest EI score. The two models are then concatenated to produce a new

model Mm+t as illustrated in Figure 4.8 where t denotes the tth iteration in the model

merging process, in the following ways:

Mj Mk

Mm+t

Figure 4.8: An illustration of model merging. The three arrows in bold represent the
newly added transition probabilities.

(a) The total number of states, nsm+t , of model Mm+t is the number of states of Mj and

Mk , i.e.

nsm+t = nsj + nsk ; (4.9)

where nsj and nsk denote the numbers of states of models Mj and Mk respectively.

(b) In Mm+t , the �rst nsj states are identical to the states of Mj , and the subsequent

nsk states are identical to the states of Mk .

(c) The following new transition probabilities are added to merge the models for robust-

ness: am+t
sns j ;sns j +1

, am+t
sns j � 1 ;sns j +1

, am+t
sns j ;sns j +2

, and they are initialized as:

am+t
sns j ;sns j +1

= am+t
sns j ;sns j +2

= am+t
sns j ;sns j

= 1=3; (4.10)

am+t
sns j � 1 ;sns j +1

= am+t
sns j � 1 ;sns j

= am+t
sns j � 1 ;sns j � 1

= 1=3: (4.11)

The rest of the transition probabilities are retained from the previous models.

(d) Lastly, the newly created model Mm+t is added to the HMM set �:

� = � [ fMm+tg (4.12)
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After the two models are merged, the label of the utterances are updated to reect

this change. Speci�cally, all the occurrences of Mj followed by Mk in the label are

replaced by their merged model Mm+t . For occurrences of Mj not followed by Mk and

occurrences of Mk not preceded by Mj , their labels are unchanged. With this new label,

the parameters of all HMMs in �, including the original models and the newly merged

model, are re-estimated. After the new model set converges, the entire corpus is decoded

by the new model set again to generate a new version of token sequences. The model

merging process is then repeated based on the new decoding output. This merge and

retrain process is iterated until a stopping criterion is met.

In the framework, the model merging process can stop when EI(M̂j ; M̂k) <  where

 is a user de�ned threshold. A higher  will cause the merging process to stop earlier,

and hence may prevent a speech pattern of interest (e.g. words and short phrases) from

being formed. On the other hand, a lower  will allow the merging process to continue

for more iterations, and therefore over-merge the patterns. As a result, some long but

meaningless patterns may be produced. For example, a long pattern can be a whole word

followed by a part of another word.

After the merging process, not every model in the model set represents a pattern of

interest. For example, sub-word units are unlikely to be the patterns of interest. Thus,

a pattern selection module is introduced to identify the patterns of interest in the next

section.

4.2.3 Pattern Selection

The resultant models found by the iterative model merging process is a set of HMMs

which represent di�erent acoustic patterns such as sub-word units, syllables, words/short

phrases and silence segments. As the objective of this work is to discover speech patterns

such as words and short phrases, a further re�nement process is to identify the patterns

of interest.

Before describing the details of pattern selection criteria, di�erences between patterns

of interest and undesired patterns are clari�ed here. The patterns of interest should

satisfy two conditions: (i) high frequency in the corpus, and (ii) stable models, i.e.

the pattern model should have low chance to be further merged with other patterns.

64



Chapter 4. Automatic Speech Pattern Discovery using Unsupervised Approaches

Condition (i) can be simply evaluated by counting the number of occurrences of a pattern

in the decoding output. The condition (ii) cannot be measured as we do not have prior

knowledge about the corpus. However, it can be achieved by investigating the stability

of the number of occurrences of a pattern. Once a pattern of interest such as a complete

word is produced, it will not be easily merged with other patterns according to the

proposed model merging criterion. Hence, the variance of the number of occurrences in

each training iteration can be used to evaluate condition (ii) in this work.

To implement the above ideas, the following symbols are �rst de�ned: n(Mi ; t) denotes

the number of occurrences of model Mi in the decoding output at the tth iteration; A

score �2(Mi ; T ) is de�ned for each model Mi to indicate the stability of Mi , as shown in

the following equation:

�2(Mi ; T ) =

8
>><

>>:

1
T +1

P T
t=0

�
n(Mi ; t)� 1

T +1

P T
t=0 n(Mi ; t)

� 2
(i � m)

1
T +m� i +1

P T
t=i � m

�
n(Mi ; t)� 1

T +m� i +1

P T
t=i � m n(Mi ; t)

� 2
(i > m)

(4.13)

When t = 0, n(Mi ; 0) indicates the number of occurrences of Mi in decoding output

before the 1st iteration.

The score �2(Mi ; T ) indicates the stability of Mi : A small value of �2(Mi ; T ) means

that Mi does not or rarely has been merged by any other models during the iterative

process hence it is considered as a stable pattern in this work; A large value of �2(Mi ; T )

indicates Mi is frequently selected to be merged with other models hence it has a high

chance to be a sub-word unit.

The pattern selection process that summarized in Figure 4.9 consists of three steps:

Step 1) Silence segments remover: Silence segments occur frequently in speech cor-

pus thus � can contain HMMs which model silence segments. A simple VAD �lter

based on short-term energy can be used to remove the silence segments.

Step 2) Less frequent pattern remover: From the above discussion, the patterns of

interest should occur frequently. To remove the less frequent patterns, a user-

de�ned threshold � is used to remove the patterns of which n(Mi ; T ) < �, where

n(Mi ; T ) indicates the number of occurrences of Mi at iteration T of model merging.
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Silence segments remover

Patterns modeled by HMM

Less frequent pattern
remover

Pattern ranking

Top-ranked patterns

Figure 4.9: Procedures used in patten selection module.

Step 3) Pattern ranking: The scores �2(Mi ; T ) are sorted in ascending order and the

�rst number of N ranked models are selected as the �nal patterns.

By using the above pattern selection process, N patterns are selected as patterns of

interest to construct a lexicon for the untranscribed speech corpus.

4.3 Experiments

4.3.1 Corpus

Since there are no benchmarking corpora for automatic speech pattern discovery evalua-

tion, many studies were carried out on ad-hoc corpora [13, 60, 119, 122, 133]. In addition,

most of these corpora were recorded by a single speaker. This work aims to discover

speech patterns in multi-speaker environment. Therefore, the task of discovery of En-

glish words on TIDIGITS corpus is studied in this section.

The TIDIGITS corpus is a publicly available speech corpus used for developing speech

recognition technology. The TIDIGITS corpus has a small vocabulary size that consists
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of only 11 English words: digits 0{9 and \oh" (an alternative pronunciation of digit ‘0’).

There are 8440 clean utterances spoken by male and female speakers. Each utterance

contains either an isolated word or several connected words, and the average length of

the utterances is about 2sec. There are two reasons why TIDIGITS corpus was selected

for this experiment: i) within the 8440 utterances, each digit occurs about 2520 times on

average hence there are su�cient number of repetitions to evaluate the performance of

the proposed technique using statistical measurement such as F1 score; ii) the utterances

are spoken by multiple speakers so that it can evaluate the robustness of the proposed

technique against speaker variations.

4.3.2 Experiment Setup

In the experiments, the corpus was partitioned into gender groups for speech pattern dis-

covery. As speakers’ and channel di�erences are captured by automatic acoustic modeling

techniques before di�erent acoustic units are distinguished [122, 149], the existing work

either discovered speech patterns within single speaker corpus [13, 122] or multi-speaker

corpus of the same gender [106]. This work also separated male utterances from female

so that the proposed technique was applied on male and female utterances separately.

The utterances in each gender group were further divided into development and evalua-

tion sets. The development sets were used for parameter tuning and the best parameter

values are used in the evaluation set. Both the development and evaluation sets of each

gender contained 2110 utterances.

The features used in the experiments are raw MFCC features, including the �rst

13 MFCC features with its delta and double delta versions. The frame size in feature

extraction is 25ms and hop size 10ms.

4.3.3 Evaluation Criteria

The objective of the proposed technique is to discover speech patterns of interest in an

untranscribed corpus. In this experiment, the patterns of interest are the 11 digits in

TIDIGITS corpus. Hence, the proposed technique is evaluated based on whether the

discovered patterns match the 11 digits.
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Given the discovered patterns, it is necessary to �rst �nd the correspondence between

the discovered patterns and the reference digits. This is achieved by comparing the de-

tected pattern sequence and the reference digit sequence as illustrated in Figure 4.10. For

each utterance, the reference digit sequence was obtained by force-aligning the utterance

to its reference transcription using a word-based speech recognition system. The detected

pattern sequence is simply the output of decoding the utterance using the �nalized mod-

els generated by the proposed technique. As the segments in the two sequences usually

do not align to each other exactly, an error interval of �19 frames (i.e. 190ms) was

allowed. If the di�erences between the boundaries of a pattern segment and a reference

digit segment are less than 19 frames, the pattern segment is considered as matching the

digit segment. As a discovered pattern has many instances in the corpus and they may

be matched to di�erent digits, the \identity" of the pattern is determined as the digit to

which the instances of the pattern are matched most frequently.

sil seven eight four four sil
Reference

Speech Signal

pattern1 pattern1pattern2 pattern3 pattern4 pattern4

Detected Patterns

Error
allowed

Error
allowed

Figure 4.10: An illustration of matching discovered patterns to reference digits. The
detected pattern is matched a digit if both its ends fall in the allowed error interval.

After identifying the correspondence between each discovered pattern and the refer-

ence digits, evaluation metrics such as recall, precision and F1 score are calculated for

each pattern. The recall of the ith discovered pattern is computed as

Recall(i) =
No. of matches between pattern i and digit d(i)

Total No. of instances of digit d(i)
(4.14)
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where d(i) denotes its corresponding digit. The recall indicates whether pattern i matches

all the instances of digit d(i). The precision of the ith discovered pattern is computed as

Precision(i) =
No. of matches between pattern i and digit d(i)

Total No. of instances of pattern i
(4.15)

and precision indicates the purity of the instances of a pattern. The F1 score of pattern

i is the harmonic mean of precision and recall:

F1(i) =
2� Recall(i)� Precision(i)

Recall(i) + Precision(i)
(4.16)

4.3.4 Evaluation Results and Discussion
4.3.4.1 Generation of sub-word models

In this work, the number of initial ASM models, m, should be prede�ned before applying

the proposed technique. If the value of m is larger than the actual number of phonemes in

the corpus, the same phoneme may be modeled by more than 1 ASM model so the same

pattern of interest will eventually modeled by more than 1 merged models; If the value of

m is smaller than the actual number of phonemes, di�erent phonemes may be modeled by

the same ASM model. To select a proper m, di�erent values of 8, 16 and 32 were used to

generate 3 groups of ASM models respectively. To evaluate the performance of sub-word

modeling, sample speech segments modeled by each ASM model were randomly selected

and veri�ed manually. From this process, the following observations were obtained:

� m = 8: About 88% of the ASM models were found to represent more than 1

phoneme.

� m = 16: About 69% of the models were found to represent a single phoneme and

the rest represented more than 1 phoneme.

� m = 32: Di�erent ASM models were found to represent the same phoneme.

From the above observations, the value of m was eventually set to be 16 as most of the

ASM models represent a single phoneme. A further analysis is given in the following

paragraphs on the ASM models which represent more than 1 phoneme.
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4.3.4.2 Parameters tuning on development sets

In the proposed technique, several parameters need to be tuned, including i) the user de-

�ned threshold  in stopping criterion; ii) the parameter � used to remove less frequently

occurring patterns; iii) the parameter N which is the number of selected patterns; and

iv) the word insertion penalty in corpus decoding, which is used to add additional value

to each model when it transits from end of one word to the start of the next [118]. The

proposed technique is applied on the development sets to tune the parameters.

The parameter  a�ects the length of the discovered patterns. If  is too low, the

model merging process produces long patterns which concatenated 6 or 7 sub-word mod-

els. Such patterns represents more than one digit words. If  is too high, the iterative

model merging process stops early and only short patterns can be formed. Based on

initial study on the development sets,  was empirically set to log2(0:15) for all the

subsequent experiments.

The parameter � is used to remove the less frequently occurring patterns. As the

vocabulary size of TIDIGITS corpus is small and every digit occurs hundreds of times,

the parameter � is not sensitive in this case and set to 50. This causes all patterns with

less than 50 instances being removed from the pattern list.

To decide the parameter N , the number of patterns to be selected, a series of experi-

ments were carried out on the development sets. Table 4.1 shows an example of mapping

between the resulting patterns and the reference words of the female development set.

The patterns are ranked using the pattern selection process described in Section 4.2.3,

and the table also displays the number of occurrences, recall, precision and F1 score of

each individual pattern. In Table 4.1, the top 10 ranked patterns can be mapped to

10 distinct digit words, however, the 11th pattern is mapped to word \oh" which is the

same as the 8th pattern. The similar observations were also made from other experi-

ments. Such �nding implies that the proposed technique is able to discover 10 of the 11

words of TIDIGITS lexicon, hence the number of retained patterns N was set to be 10

in the subsequent experiments.

The F1 scores of the top 10 patterns were chosen to decide the word insertion penalties

used in corpus decoding for female and male data separately. Figure 4.11 shows the plots

of the average F1 score of the top 10 selected patterns according to di�erent word insertion

70



Chapter 4. Automatic Speech Pattern Discovery using Unsupervised Approaches

Table 4.1: Examples of mapping model sequence to words.

Rank Merged sub-word models References No. Occur. Recall Precision F1 score
1 M12 M11 M12 six 630 1.00 1.00 1.00
2 M12 M11 M13 two 278 0.46 1.00 0.63
3 M12 M8 M13 M3 seven 506 0.79 0.99 0.88
4 M15 M1 three 589 0.93 0.99 0.96
5 M9 M3 one 994 0.90 0.60 0.72
6 M16 M8 �ve 606 0.92 0.99 0.95
7 M2 M11 M15 zero 472 0.63 0.86 0.73
8 M7 oh 610 0.66 0.68 0.67
9 M4 M15 four 570 0.90 0.99 0.94
10 M8 M1 eight 442 0.72 0.99 0.83
11 M10 oh 606 0.31 0.31 0.31
12 M3 |* 312 | | |
13 M2 M11 zero 154 0.12 0.51 0.20
14 M12 M11 two 326 0.52 0.97 0.68
15 M9 nine 250 0.28 0.68 0.39
16 M8 M13 seven 124 0.13 0.66 0.22
17 M13 | 166 | | |
18 M2 | 170 | | |
19 M1 eight 172 0.23 0.83 0.36
20 M4 four 139 0.09 0.41 0.15
21 M16 �ve 105 0.06 0.34 0.10
Note: * The \|" indicates the model sequence does not match any reference word.

penalties. The best average F1 score occurred at word insertion penalty of -38 and -46

for female and male data, respectively.

4.3.4.3 Further analysis of sub-word units

It is interesting to analyze the obtained patterns in Table 4.1. For instance, sub-word

models M9 and M3 were found to be merged into a long HMM which represents word

\one", and sub-word models M12, M8, M13 and M3 were merged to represent word

\seven". An observation is that model \M3" occurs at the end of both patterns. As the

words \one" and \seven" have the same last phoneme, i.e. /n/, the phonetic equivalent of

the original ASM model \M3" is hypothesized to be /n/. The hypothesis has been veri�ed

by aligning the HMM sequences with the reference phoneme boundaries. Similarly, the

ASM model \M12" is found to represent the fricative phonemes such as /s/.
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Figure 4.11: Parameter tuning of insertion penalty. The plots show the average F1 score
of the top 10 selected patterns. The error interval of �19 frames was used in evaluation.

4.3.4.4 Evaluation results

With the parameters obtained from the development sets, the proposed technique was

applied to the evaluation sets. The average F1 scores of the top 10 patterns are also

shown in Table 4.2. The results in Table 4.2 show that the F1 scores produced by the

Table 4.2: Average F1 scores on development and evaluation sets.

Dev. Set Eval. Set
Male 0.83 0.80
Female 0.83 0.82

proposed technique are always larger than 0.80. This shows that the proposed method

is able to discover most of the digits in the TIDIGITS reliably. In addition, the similar

performance on the development and evaluation sets shows that the parameter tuning

process discussed in the previous section works well.

4.3.4.5 Discussion on error interval

In the above experiments, the error interval used in the evaluation was set to �19 frames

(i.e. 190ms). As the error interval is an important factor which a�ects the F1 scores of

the patterns, di�erent error intervals from �5 frames to �19 frames were used to measure
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the F1 scores of the patterns. The experiment was carried out on female development

set, and Figure 4.12 shows the average F1 score of the top 10 selected patterns by setting

di�erent word insertion penalties and di�erent error intervals. In Figure 4.12, it is obvious

that the plots of error intervals �13 frames to �19 frames are quite close, and the plots

of error intervals �5 frames to �9 frames are far from the rest. Such �ndings imply that

about 70% of the discovered speech patterns’ boundaries are within �5 frames interval

compared to the reference word boundaries, and about 80% and 87% of the discovered

patterns’ boundaries are within �7 frames and �9 frames intervals respectively.
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Figure 4.12: Performance of selected patterns measured using di�erent error intervals.
The plots show the average F1 scores of top 10 patterns created by setting di�erent word
insertion penalties. The error interval of �19 frames is eventually used in the subsequent
evaluation.

4.3.4.6 Discussion on speaker coverage

As the proposed technique aims to discover speech patterns of interest in multi-speaker

corpus, it is interesting to investigate whether the discovered patterns are spoken by

multi-speakers or not. Hence, the speaker coverage of the top 10 ranked patterns has

been computed on the female development set. A speaker is considered as being covered

by a pattern if at least 1 instance of the pattern is spoken by the speaker. There are 55

distinct female speakers in the set. The coverage of the top 10 ranked patterns is shown
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in Table 4.3. From the table, it is observed that 6 out of 10 patterns occur in all the

speakers, and even the pattern with the least coverage has 48 out of 55 (87.3%) speakers.

The breakdown of the maximum, minimum and average number of instances found for

each speaker is also listed in Table 4.3. The above experimental results show that the

proposed pattern discovery technique is e�ective for multi-speaker corpus.

Table 4.3: Speaker coverage of each top ranked pattern.

Rank Merged sub-word Reference No. speakers covered/ No. occur. for each speaker
models Digit Total No. speakers Max. Min. Avg.

1 M12 M11 M12 six 55/55 18 7 11.5
2 M12 M11 M13 two 52/55 16 1 5.3
3 M12 M8 M13 M3 seven 53/55 15 1 9.5
4 M15 M1 three 55/55 17 5 10.7
5 M9 M3 one 55/55 29 8 18.1
6 M16 M8 �ve 55/55 16 4 11.0
7 M2 M11 M15 zero 48/55 16 1 9.8
8 M7 oh 55/55 26 1 11.1
9 M4 M15 four 55/55 16 4 10.4
10 M8 M1 eight 54/55 17 1 8.2

It is di�cult to compare the e�ectiveness of the proposed technique to other work

due to the realization of experiments using di�erent corpora. To provide a qualitative

comparison, the results reported by Park and Glass [13] are reviewed. In [13], the seg-

mental DTW is proposed to detect repeating speech patterns in single speaker lecture

recordings. The experimental results show that the segmental DTW is able to detect on

average 66 keywords/short phrases with 89% average purity (i.e. precision) from each of

the six lecture recordings. In this work, the proposed technique is able to detect 10 out of

11 digits from TIDIGITS corpus with average precision 90%. Although the task in [13]

is di�erent from this task and the results cannot be compared directly, both techniquies

achieve high precision. In addition, it should be noted that the study in [13] is performed

on single-speaker corpus, while this work can be applied on multi-speaker speech.

74



Chapter 4. Automatic Speech Pattern Discovery using Unsupervised Approaches

4.4 Conclusion

In this chapter, a novel technique is proposed to automatically discover recurrent pat-

terns such as words or phrases from transcription-free multi-speaker speech corpus. The

proposed technique adopts a bottom-up strategy to grow sub-word unit models towards

longer models to represent repeating patterns. A greedy criterion is used to guide the

discovering process in an e�cient way. As the technique is based on acoustic modeling,

it is more robust in multi-speaker environment. The proposed approach has been applied

to discover digital words from TIDIGITS corpus and was able to detect 10 of 11 words

in the corpus. This work can be further applied to identify keywords from untranscribed

speech or generate lexicon for unknown languages.

In chapters 3 and 4, di�erent techniques have been proposed to address the problem

of automatic audio pattern discovery in both music and speech. The algorithms discussed

identi�cation of the frequently occurring audio information such as chorus portions in

pop songs and keywords in speech automatically. However less frequently occurring

information cannot be identi�ed by these algorithms. In addition, if users desire to

retrieve audio information on a speci�c content, such technology is unable to ful�ll the

requirement. Technology related to query-by-example is highly desired in audio retrieval

applications such as Google voice search [21] and spoken document retrieval systems [26].

This motivates me to research on e�cient query-by-example techniques in the following

chapter.
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Chapter 5

Mixed Music and Speech Pattern
Retrieval in Broadcast Audio

This chapter focuses on the problem of searching for audio patterns in broadcast audio

database that contains both music and speech. In such database, music and speech

often occur at the same time. For example, TV and radio broadcast programs contain

several types of audio contents such as speech-only, music-only and speech with music

background. To process such data, a joint modeling approach is proposed to model

the two types of audio simultaneously to enable the search of patterns containing both

music and speech. The approach has been applied to the retrieval task of commercials

in broadcast audio data.

Searching for mixed music and speech patterns in a broadcast audio database is

an information retrieval problem, where the mixed music and speech patterns are the

queries. It remains a di�cult problem due to several reasons [31]. Firstly, conventional

keywords spotting (KWS) techniques [61, 150{152] are not able to be applied on audio

with music as they work only on words, phonemes or phonetic lattice generated by

speech recognizers, which do not model music data well. Secondly, although template

matching techniques [20, 22, 62, 130] are able to search speech and music simultaneously,

they are not computationally e�cient and vulnerable to variations in audio for the reasons

discussed in Section 5.1.

In this chapter, a robust modeling technique is proposed to represent both speech and

music for content-based indexing and retrieval. The proposed technique models speech

and music signals by conventional phoneme HMM models and ASM models, respectively.
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The phoneme HMM models and the ASM models are then combined and used to decode

the queries and audio corpus. Based on the decoded output, a vector-based statistical

information retrieval method is then used for indexing and retrieval of the commercials.

The proposed technique has been applied to search for 100 commercial queries in the 28

hour audio corpus extracted from TRECVID [34] database. The experimental results

show that the proposed technique outperforms the conventional speech-only phoneme

model and it is also robust and e�ective to process broadcast audio. The following

sections are organized as follows: Section 5.1 briey reviews related techniques. The

proposed technique is presented in Section 5.2. Section 5.3 discusses the experimental

results and the conclusion is given in Section 5.4.

5.1 Introduction

Audio pattern retrieval is the task to locate a desired audio pattern in a collection of audio

archives. To retrieve an audio pattern, di�erent applications have been developed [20].

For example, query-by-text systems [26{28] return audio archives which contain a given

text query; Query-by-semantics systems [10, 29, 30] return audio clips which belongs to a

given semantic class such as sound e�ects (bell, car braking, explosion, etc.) and audio

content types (speech, music, background noise, etc.); Query-by-humming systems detect

the music/song pieces which contain similar tune hummed by users [43, 44]; Query-by-

example systems [22{25, 153] search for an audio segment by the given query example.

In this thesis, the audio pattern retrieval techniques are speci�cally examined for query-

by-example applications of mixed music and speech audio content.

The broadcast audio data content usually consists of both music and speech. For

example, in most TV commercials, speech is accompanied by background music. As

such data is growing exponentially on the Internet, it is necessary to have an e�ective

way to organize and retrieve mixed music and speech patterns. The following paragraphs

review some of the existing audio retrieval techniques.

Conventional information retrieval research has mainly focused on textual data such

as Google textual queries. Given a textual query that contains several keywords, the text-

based documents which contain all or a partial set of keywords are retrieved. Documents
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found with greater number of keywords occurrence will be ranked higher in the retrieved

list.

Di�erent to text retrieval, audio queries cannot be directly compared to the audio

corpus due to the lack of comparable entities such as characters and words [154]. Hence,

there is a need to �rst convert audio data into comparable entities for indexing. For ex-

ample, automatic speech recognition ASR systems have been used to transcribe spoken

queries and spoken documents into word-level text and then information retrieval tech-

niques are applied to retrieve the desired spoken documents [26, 27]. The ASR systems

are based on HMMs which are pre-trained using transcribed speech data. If the query

is also a speech segment, the query is �rst recognized into text form for the retrieval

process. The text-based information retrieval techniques can then be applied to retrieve

the spoken documents. However, ASR-based approach faces several limitations such as

the inability to recognize OOV words and the poor recognition performance when there

is acoustic mismatch between the ASR training data and the query data [140]. Besides

these limitations, ASR approach is also not suitable for mixed speech and music patterns

retrieval as music segments cannot be recognized by ASR systems.

Due to the above limitations in transcribing audio data into comparable entities for

retrieval, researchers have proposed alternative techniques to search for desired audio

patterns. The following paragraphs briey review 3 categories of these techniques: audio

feature vector comparison, audio template matching, and subword/lattice comparison.

Audio features vectors can be extracted directly from audio signals to index audio cor-

pus for retrieval [22, 44, 155, 156]. As audio signals can be represented in the time domain

or the frequency domain, di�erent features can be derived or extracted from these two

representations. Audio features such as ZCR, loudness, brightness, bandwidth, etc have

been examined for content-based characterization of audio signals, and they have been

described in Chapter 2 and reviewed in [157]. Each feature has its own discriminative

power of usefulness for audio classi�cation, indexing and retrieval. For example, spectral

features extracted from frequency domains were used for music genres classi�cation and

retrieval problem [155]; Scheirer and Slaney used 13 audio features including spectral

centroid and ZCR to discriminate speech from music [156]. Recently, the Spectral Flat-

ness Measure (SFM) [22] was generated from power density spectrum (PDS) of audio
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signal. The PDS describes the total average power that distributed over frequency of the

audio signal. The SFM measures the atness of the PDS over a short audio segment.

The audio query can be matched to the database by comparing the sequences of SFM

values. Although the audio feature vectors can be directly extracted from audio signal

at low computational cost, they are easily distorted by noise hence their application is

limited.

In the query-by-humming application [44], Lu et al. proposed to represent the music

melody by combining pitch contour, pitch interval and rhythm (i.e. duration) of the notes

in a music piece. The pitch contour is a symbolic feature that indicates the condition

that a music note is higher or lower than the previous note. The melody representations

are extracted from both song database and a hummed query. A hierarchical matching

process is then used to �rst align the query’s pitch contour to the candidate segments in

the database using DP. The candidate segments are retained for subsequent comparison

if their alignment distances are higher than a threshold. Similarity of pitch interval

and rhythm is �nally computed between the pairs of note sequence according to the

matched paths for ranking. Their experimental results shown that the correct song given

a 10 seconds query can be retrieved in the top-10 results among 1000 song collection

with accuracy 88%. Such query-by-humming technique however is not applicable for the

mixed content broadcast audio as pitch change in speech does not change the meaning

of spoken words.

In another approach, template matching approach has been examined to avoid the

shortcomings of ASR systems. The conventional DTW [130, 158, 159] can be used to

detect an audio query in audio database by identifying the best alignment between the

query and a segment of audio data. Such feature matching approach requires high com-

putation power and may degrade when there is distortion in the audio signals. Recently,

posteriorgram feature vectors [159] are extracted from audio segments using Arti�cial

Neural Network (ANN). The posteriorgram feature is a vector with components that

are the probability vector are posterior probabilities of English phonemes at any given

frame of speech. Template matching using DTW is then used to compare the query’s

posteriorgram vector against the database’ posteriorgram vectors to identify the closest

audio segments using distance metric.
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Another template matching approach uses HMM to model audio query, which is sim-

ilar to the strategy applied in KWS [61, 150{152] technology. The KWS task is to detect

desired words or phrases in speech corpus for applications such as topic identi�cation.

Most of the KWS systems are based on two HMMs as reviewed in [160]: one represents

the keyword and another one is a background/garbage model. Given a speech utterance,

Viterbi algorithm is used to decode the utterance using the two models. If the likelihood

on the the keyword model is higher than the garbage model, the keyword is considered as

detected. To build a keyword model, di�erent approaches have been examined in di�erent

KWS spotter systems: i) the word-based [150] spotter uses a collection of the keyword

samples to train a keyword model; ii) phoneme-based [151] spotter directly concatenates

phoneme models to form a keyword model; and iii) LVCSR-based [61, 152] spotter also

concatenates existing phoneme/sub-word models to represent a keyword, and its garbage

model only captures the words in the lexicon except the keywords. Hence, such KWS

systems create one HMM for every keyword by either modifying from a well trained

recognizer or training a new model uses enough samples of the keyword.

The KWS techniques have been modi�ed and applied on general audio segments

which contain both speech or music for audio retrieval. Velivelli et al. [20] proposed

to create an HMM using an audio query and two background HMMs using randomly

selected data. The models are then concatenated by having the query HMM between the

two background HMMs to decode the database. The audio segments corresponding to

the states of the query HMM are then selected as potential instances of the query. The

queries used in their application have duration of 40 seconds. Such duration of audio

provides su�cient data to estimate the query model. However, the length of shorter

queries such as a commercial last only 10-30 seconds, and is not su�cient to train models

for this suggested method.

The third category of audio pattern retrieval techniques use speech recognizers to tran-

scribe audio data into sub-word units or phonetic lattice instead of the conventional top-1

sequence. To address the OOV problems inherent in LVCSR systems, the vocabulary-

independent approach [24, 25, 63, 161{163] to speech indexing has been proposed. The

speech data is �rst transcribed into either phonetic lattice or sub-word sequences for sub-

sequent processing. E.g., multiple hypotheses captured in a phonetic lattice have been
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examined [164]. To index the speech corpus for e�cient retrieval, researchers [24, 25, 161]

have proposed to index the speech corpus using information such as the expected word

counts vector [162] extracted from the lattice. To search for a spoken query, the same

information is extracted from the query and used to �nd similar indexed vector by com-

puting their distance. While the acoustic lattice can be used to locate a spoken query,

searching through multiple hypotheses may generate many false-positives [63]. Hence,

Logan et al. [63] proposed to index speech corpus using sub-word units which are in

the form of within-word sequences of characters. Such sub-word units are automatically

generated from phonetic transcription of words and may represent phonemes, several

adjacent phonemes, or a word. The collection of the sub-word units found are then used

as a dictionary in the phoneme-based speech recognizer to convert a spoken query into

sub-word sequence for retrieval. Their experiments show that such approach is able to

retrieve OOV queries in monolingual corpus.

The above mentioned techniques to retrieve audio patterns deal with either speech

data or music data. To process mixed content audio, the HMM template matching

approach can be used. However, su�cient samples of the queries are required to robustly

train the query model.

Motivated by the previous work, this chapter proposes a method for retrieval of mixed

music and speech patterns by extending the vocabulary-independent speech indexing and

retrieval framework [25, 162] using ASM models and Vector Space Model (VSM) [124] to

index the corpus for retrieval. The ASM creates models in a data-driven approach and

can be used to process music data. A set of ASM models are trained from music data and

combined with phoneme models to decode audio data containing both speech and music

into the top-1 transcription or lattice output. The statistical information generated from

the decoded output is then used to index the audio data and retrieve the audio patterns

using the VSM approach as described in [124, 162].

5.2 Mixed Music and Speech Pattern Retrieval Frame-
work

The proposed framework to retrieve mixed music and speech audio pattern in broadcast

audio database is illustrated in Figure 5.1. There are 4 major steps in the system: 1)
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Generation of the acoustic models for both speech and music; 2) Decoding of audio signals

into token sequence or lattice; 3) Building of n-gram vectors using VSM to index the

audio archives; 4) Retrieval of audio query using the n-gram vectors. In the following

sections, each step is described in details.

Audio archives

Feature extraction

Decoder

VSM

Indexing by n-gram
vectors

Similarity

Top-N results

Speech Phoneme Models

Music Token Models

Feature extraction

Decoder

VSM

Audio query

Figure 5.1: Overview of audio indexing and retrieval system.

5.2.1 Generation of Speech Acoustic Models and Music Token
Models

The acoustic model of a conventional ASR system is the HMM [114] which is used to

model the acoustic units such as phonemes [79, 81] of a language. As the data of interest

in this work is mixed speech and music audio, conventional ASR system cannot directly

process music data into reliable token sequence/lattice. It is necessary to extend the

acoustic model to cover music data. Hence, one focus of this work is to examine the use

of an equivalent acoustic model for music. The music model and the conventional ASR

acoustic model can then be combined to decode mixed content audio data.

The training of HMMs in ASR is carried out in a supervised manner and is therefore

language and task dependent [114]. As such, the speech data needs to be manually

transcribed. However, there is no simple or e�ective way to generate music transcription

to train music models.
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To remove the need to de�ne the music acoustic models and manual transcription for

music, this work proposes to use data-driven acoustic modeling technique, ASM [18], to

train the music HMMs. These music HMMs are denoted as music token models. These

token models are combined with a well-trained phoneme recognizer to form a general

decoder to decode broadcast audio.

This section describes the decoder used to process the general broadcast audio data.

The decoder consists of well-trained speech acoustic models and data-driven music token

models.

5.2.1.1 Speech acoustic models

The basic acoustic units of a speech recognizer can be words [165], subwords [166] and

phonemes [79, 81]. Depending on the size of the speech recognition task, from small,

medium to large vocabulary, the acoustic models used by the recognizer may be di�erent.

For example, for LVCSR task, the existing state-of-the-art recognition systems use HMM

to model phonemes of a language. This is because HMM is able to capture the statistical

behavior of the speech features of a phoneme and has the ability to compensate for some

of the variability of speech production [81].

In this work, English broadcast news corpus is examined. Inspired by [81], 39 HMMs

to model the 39 phonemes of the English language with an additional silence model are

de�ned. To generate the acoustic models, the widely used large vocabulary Aurora-4

speech corpus [167] and HTK [118] were used to train the HMMs. Each HMM consists of

3 left-to-right states and each state has 16 Gaussian mixtures. The speech features used

are the MFCC features as well as their �rst and second derivatives with mean variance

normalization. By applying the recognizer together with a bigram language model and

vocabulary size of 5000 words to a continuous speech recognition task of 20 minute clean

speech data, the recognizer achieved 52% mono-phone recognition accuracy and 81%

word accuracy.

Since the procedure to train HMMs requires transcribed data, it cannot be easily

applied to train music HMMs due to the lack of transcription. In the following section,

an unsupervised technique to create music token models is decribed.
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5.2.1.2 Music token models

In Chapter 4, ASM has been examined to generate acoustic models on untranscribed

speech data. In this work, it is used to automatically train 40 token models for music.

The number of music tokens is chosen to be 40 so that the �nal system will have the

same number of speech and music HMMs.

The training procedure of ASM is modi�ed to train music token models as music

does not have obvious boundaries which can be used to divide it into short segments.

To initialize the models, music data is �rst divided into equal length segments, and then

clustering is performed. The ASM training process, illustrated in Figure 5.2, is applied

HMM Network Training

Viterbi Decoding

Initial/New Labels

Convergence?
No

Yes

Feature Vectors

end

Figure 5.2: Iterative training procedure of music ASMs.

to generate 40 HMMs for music data. The ASM training procedure is revised as follows:

Step 1) Audio feature vectors are generated from music signal and then divided into

equal length segments without overlapping.

Step 2) The mean vector in each segment is extracted and used to group the segments

into 40 clusters using k-means clustering. The segments in the entire corpus are

labeled with the found cluster identity. The initialization step is illustrated in

Figure 5.3.
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Feature Generation

Feature
Vectors

Music
Signal

. . .

Mean
Vector

Vector Quantization

Initial
Labels

Music1 Music5 Music32

. . .

. . .

Figure 5.3: Initialization of the training of music ASMs.

Step 3) A set of 40 initial HMMs are created to model the segments with the clus-

ter identities found in Step 2. The HMM parameters are �rst estimated using

Baum-Welch algorithm using the extracted feature vectors belonging to the as-

signed labels.

Step 4) The trained 40 HMMs are used to decode the music corpus using Viterbi

decoding.

Step 5) The HMM parameters are then re-estimated with the new labels found in

Step 4.

Step 6) Repeat steps 4 and 5 till convergence.

The above approach iteratively generates better HMMs to represent the music data.

Each HMM can be interpreted as a model to represent a particular sound class just like

k-means clustering. Its ability to capture temporal information of sound class, however

makes HMM more robust than k-means clustering. In the implementation, the music

training corpus consists of 46 pieces of music played by �ve di�erent instruments and 20

pieces of English pop songs performed by both male and female singers. All the music

pieces are converted from MP3 format and down-sampled to 16KHz to be consistent with
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the speech training data. At the end of the training procedure, the total log-likelihood

score of the training feature vectors on the HMMs converges as shown in Figure 5.4 and

40 music HMMs are obtained.
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Figure 5.4: The total log-likelihood score of the training data feature vectors on the
HMMs converges after 15 training iterations.

With the trained 40 English phoneme models and 40 music token models, the system

now is able to convert a mixed speech and music audio signal into text-like transcripts.

5.2.2 Vector Space Model (VSM)

The HMM decoder can generate results in di�erent formats [118], e.g. top-1 acoustic

sequence, top-n acoustic sequences, and lattice. The top-1/top-n sequences imply the

best path/the best n alternative paths generated from decoding process; The lattice is an

intermediate representation of the decoding process which contains multiple hypotheses

of the decoding output. This system considers two of the output formats: the top-1

acoustic sequence and the lattice. Phoneme co-occurrence sequence information will be

extracted from these two forms of decoding output to generate indexed vectors using

VSM. The VSM technique is discussed in the following paragraphs.
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The VSM [168] was �rst introduced to represent text documents as vectors of terms in

the text retrieval task. The elements of the vectors are counts of occurrence of respective

words in a given text. Hence the vector captures the frequency of occurring word in

the given text. This idea has been widely applied and extended in di�erent areas such

as text retrieval [169], language identi�cation [124], music retrieval [170], music genres

classi�cation [171], etc.

In the language identi�cation task [124], a VSM-based approach was proposed to

extract the n-gram statistics of the phonemes for a given speech segment to generate

a vector termed as bag-of-sounds vector. Following this method, the decoded acoustic

sequence or lattice can similarly be processed to generate an n-gram vector to index the

audio segment. In other words, the VSM is used to transform the decoder’s output into

a vector containing the segment’s feature n-gram statistics. Figure 5.5 illustrates the

generation of the n-gram vector from the decoding output.

MFCC
n-gram Vector

...Lattice

Top-1 Acoustic
Sequence

Speech
Phonemes

Decoder

Music ASMs

Top-1 Sequence Approach

Lattice Approach

Figure 5.5: Two approaches to generate n-gram vector from decoded output.

5.2.2.1 Top-1 acoustic sequence

The top-1 decoded output is a sequence of phonemes and music token identities with

timing boundary to represent the given audio segment based on maximum likelihood

decoding criterion [114] using the Viterbi algorithm. The top-1 sequence can be used

to generate an n-gram vector by counting the frequencies of each n-gram terms. For
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example, the 1-gram (unigram) vector can be generated by counting the occurrences of

the acoustic/music models’ occurrence for the given audio segment. In this work, the

total number of HMMs is 80, i.e. 40 music, 39 speech plus 1 silence model. Hence

the vector generated is of length 80. The elements of the vector is either a count or a

normalized count of the model’s occurrence for the given audio segment. Such vectors

have been referred to as \hard-counting" of the decoded output in [170]. Alternatively,

bigram VSM, i.e. a vector of 81�81 (one additional dummy model is introduced to

represent the starting/ending point of the top-1 sequence) can be also generated. Each

term in the vector registers the frequency of occurrence for the corresponding bigram

term.

5.2.2.2 Phonetic lattice

Another possible output from the decoder is the phonetic lattice. A lattice is a connected

directed acyclic graph in which each edge is labeled with a phoneme hypothesis and a

likelihood value. Each path in the acyclic graph provides a hypothesis of the sequence

of phonemes spoken in the utterance [164]. Hence, the lattice compactly stores multiple

hypotheses for the given audio segment.

Phonetic lattice has been widely used in many speech processing areas such as speech

indexing and retrieval [25, 164], language recognition [172], etc. There are several reasons

to use lattice: 1) Lattice can provide more accurate information than top-1 decoding

sequence. 2) Similar to the use of phonemes and sub-words to represent the corpus [63],

its application also allows OOV to be detected.

The lattice generated by the decoder can also be used to generate n-gram vector.

The SRILM Toolkit [173] can be used for this purpose. The expected count of one n-

gram term can be computed using the lattice posterior probabilities from all the arcs

corresponding to the desired n-gram term. Details of generating n-gram vector from

lattice can be found in [172]. This process is sometimes referred to \soft-counting" of the

decoded output [170].

In the next two sections, the n-gram vectors generated from both top-1 acoustic se-

quence and lattice are incorporated in the proposed audio indexing and retrieval frame-

work.
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5.2.3 Audio Archives Indexing

This section describes the broadcast audio indexing process. Given an audio archive to be

indexed, the above mentioned n-gram vector is �rst created for each segment in a sliding

window of t seconds duration with s seconds shift. These vectors are then stored as the

indexed vectors of the audio archive. The retrieval process can simply be a Brute-Force

similarity comparison to �nd the closest N indexed vectors to the query segment’s n-gram

vector. The details of the implementation are described in the following paragraphs.

Audio
Archives

t secs sec

. . .n-gram
vectors

Index Feature Generation
Module

s sec

Figure 5.6: Indexing of audio archives. The n-gram vectors can be generated from either
top-1 acoustic sequence or lattice.

Figure 5.6 shows that an indexed vector is created every s seconds. The n-gram

vector is extracted from a t seconds window. The audio signal in each t-second window

is transcribed using the speech and music models jointly to generate the top-1 sequence

or lattice. It is clear that there will be decoding errors for audio segments which contain

both speech and music. However, as the main goal of the framework is to represent the

speech segment into a token sequence, the accuracy is not as crucial as LVCSR systems

whose goal is to generate a transcript.

To index the corpus, the decoding output is converted to n-gram statistics [173] and

the n-gram vector is used as the indexed term. The details of converting the top-1 and
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lattice n-gram statistics into vector representation have been discussed in Section 5.2.2.

The indexed vectors are generated for the entire audio database and stored for audio

query retrieval in the next section.

5.2.4 Audio Retrieval

Given an audio query segment, the indexed vector generation method as discussed in

Section 5.2.3 is applied to generate the query’s n-gram vector. To �nd similar audio

segments to the query, the proposed framework simply compares the similarity of the

query’ vector against the entire archive’s indexed vectors to retrieve the top-N closest

matches. Figure 5.7 illustrates the audio query retrieval process. As this work primarily

emphasizes on measuring accuracy, more e�cient methods of retrieval such as inverted

index [174] and hierarchical clustering [105] are not considered for this work.

Audio Archive

v1  v2  v3 vi

. . . . . .

q

Similarity
Ranking

. 
. .

 } Top-N
Results

Query

Figure 5.7: Audio query retrieval process. A brute force approach is adopted to �nd the
N -nearest matches.

The given query segment should have a duration longer than t-seconds, where t-second

is the duration window used to generate the feature vectors for the indices. For a query

segment, the feature extraction module extracts an n-gram feature vector q. If the query

duration is su�ciently long, more query vectors q can be generated. The query vectors q

are compared with all the audio archive feature vectors v to �nd the closest N matches
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using the Pearson correlation coe�cient measure [96]. The Pearson correlation coe�cient

between vector q and vi , where i denotes the ith index vector, is given by Eq. 5.1.

ri =
P n

k=1(qk � q)(vik � vi )p P n
k=1 (qk � q)2

P n
k=1 (vik � vi )2

(5.1)

In this way, the segments of the archive are ranked in terms of similarity to the query.

5.3 Experiments

5.3.1 Corpus

The proposed audio retrieval system is evaluated using an audio corpus extracted from

TRECVID 2003 and 2004 [34] database. The TRECVID video database was recorded

from the ABC and CNN network news in 1998. The content of the videos is mainly

broadcast news and TV commercials, where the news include both studio news and in

�eld reports. A total of 28 hours of audio signal was extracted from selected videos and

down-sampled to 16KHz which captures most of spectral information of both speech and

music signal.

As the proposed system focuses on retrieval of mixed speech and audio data, TV

commercial are used as queries as they usually contain both speech and music. All the

commercials were manually labeled in the 28 hour database, and 100 unique commer-

cials were selected as the query commercials. In the database, there are 242 additional

instances of the 100 unique commercials. The task is to �nd the correct instances of

commercials that are the same as the query.

5.3.2 Experiment Setup

MFCC features are used as the speech features for acoustic modeling. The dimension

of the feature vectors is 39, including the �rst 13 MFCC features as well as their delta

and double-delta features. The duration of each frame is 25ms with a hop size of 10ms.

As there are three corpus involved and they are recorded using di�erent equipments

and under di�erent environments, it is necessary to normalize the feature vectors such

that the speech model trained from Aurora-4 and the ASM model trained from music

corpus matches the TRECVID data well. Utterance-based cepstral mean and variance
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normalization (MVN) [175, 176] is used to normalize the mean of each feature dimension

to 0 and variance to 1. It has been shown in [176, 177] that utterance-based MVN is

able to improve the performance of LVCSR signi�cantly in mismatched training/testing

conditions as this technique e�ectively compensates the channel e�ect.

To evaluate the e�ect of query’s duration t on performance, t was chosen to be 3sec,

5sec and 7sec with shift s was set to 0.5sec. The system performance was studied using

both top-1 sequence and lattice approaches to generate index vectors. Both unigram

(n = 1) and bigram (n = 2) vectors were generated as index vectors. Since there are a

total of 80 HMMs including 40 English phoneme models and 40 music ASM models, the

unigram vector has 80 dimensions. The bigram vector has 6561 (81� 81) dimensions as

the starting point and ending point of the sequence are considered as one extra token.

To evaluate the e�ect of combining speech phoneme models and music token models on

performance, the proposed framework is compared to a baseline system which developed

following the speech indexing and retrieval techniques proposed in [25, 162]. The baseline

system uses only 40 speech phoneme HMMs trained from Aurora-4 corpus to recognize

the audio data. In the baseline system, the unigram vector has 40 dimensions and bigram

vector has 1681 dimensions.

5.3.3 Evaluation Criteria

To evaluate the retrieved results, retrieved boundary of the segment within �1 second

of the actual boundary is considered as correct answer. In the experiments, the top-10

results were retained for evaluation since no queries in this database has more than 10

instants of the query.

The recall and Mean Average Precision (MAP) are used to evaluate the system per-

formance and they are de�ned by the equations below:

Recall =
Number of relevant results retrieved

Total number of actual relevant results
(5.2)

MAP =
1

M

MX

m=1

APm (5.3)

APm =
1
K

KX

i =1

i
ri

(5.4)
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where M is the total number of queries, K is the number of correctly retrieved results

for query m, and ri is the rank of relevant result i.

5.3.4 Evaluation Results on Clean (Original) TRECVID Data

The recall and MAP on the clean data are shown in Table 5.1 and Table 5.2 respectively.

The combined models are denoted as \comb." and speech-only recognizer is denoted as

\speech" in the results. From the two tables, the following observations are made:

Table 5.1: Recall on clean broadcast audio data.

Top-1 Sequence Lattice
t Unigram Bigram Unigram Bigram

comb. speech comb. speech comb. speech comb. speech
3sec 0.93 0.69 0.95 0.87 0.98 0.93 0.98 0.97
5sec 0.95 0.76 0.97 0.92 0.98 0.96 0.99 0.98
7sec 0.93 0.82 0.94 0.91 0.97 0.96 0.98 0.97

Table 5.2: MAP on clean broadcast audio data.

Top-1 Sequence Lattice
t Unigram Bigram Unigram Bigram

comb. speech comb. speech comb. speech comb. speech
3sec 0.93 0.61 0.92 0.87 0.95 0.92 0.96 0.95
5sec 0.96 0.74 0.96 0.89 0.97 0.95 0.97 0.96
7sec 0.92 0.77 0.92 0.91 0.96 0.96 0.98 0.97

(i) The system using proposed combined model consistently outperforms the baseline

system using only the speech model. When top-1 sequence and unigram counts

are used, using combined model produces signi�cantly better results than using

speech model only. The results show that the proposed combined model is e�ective

in representing audio data that contains both speech and music. When lattice

and/or bigram counts are used, the di�erences between the two systems become

smaller. This is due to the fact that the lattice provides more stable n-gram counts

than than the top-1 sequence and bigram counts provide even more discriminative

information than unigram counts in indexing and retrieval tasks [24, 25, 161].
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(ii) Using lattice outperforms using top-1 sequence approach in all the test cases. This

can be easily explained by the fact that the lattice representation captures more

statistics than just the top-1 decoder output and hence is more robust and accurate.

For example, an incorrectly recognized phoneme/token in the top-1 output will

cause the corresponding elements in the n-gram statistics to be in error; While

the lattice representation will still provide \soft-counting" of the probability of

occurrence for the corresponding elements of the n-gram statistics.

(iii) As both approaches utilize the temporal information of the signal, the window size

t is an essential parameter to the systems. The performance of the combined model

is not a�ected by t very much; while the speech-only model with t = 5; 7 performs

better than t = 3. The performance is stable when the length of query is more than

3 seconds. Such �nding overcomes the limitation of [20] which requires the query

is more than 40 seconds.

The experimental results on lattice bigram approach show that the recall and MAP

of both speech-only system and combined model framework are more than 95%, and the

combined model slightly outperforms the speech-only model in all the test cases. This

surprising result may be due to the fact that the test data is clean. To further investigate

the robustness of the proposed combined model framework, noisy data was generated

and used in the following experiments.

5.3.5 Evaluation Results on Noisy TRECVID Data

To show the robustness of the proposed framework, the original (i.e. clean) TRECVID

data was corrupted by adding recorded babble noise into the clean audio signal. The

babble noise used is from the Aurora-2 database [178], which was recorded in real world

environments. The noise is added to the audio signal of the corpus to achieve two di�erent

signal-to-noise ratios (SNRs), i.e. 15dB and 5dB. While the audio archives are corrupted

with noise, the queries are left unchanged, i.e. clean condition, to examine the e�ect of

mismatch between the query and the instances.
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Figure 5.8: Performance comparison (Recall) under di�erent noise conditions.
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Figure 5.9: Performance comparison (MAP) under di�erent noise conditions.
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The audio indexing and retrieval is carried out on the corrupted archives using both
speech-only and combined model, separately. The previous experimental results in Sec-
tion 5.3.4 show that the overall retrieval performance is not sensitive to window size, i.e.
the length of the query, for t >= 5. Hence, t was set to 5 seconds in this experiment.

The retrieval performance of the two systems measured by recall and MAP are shown
in Figure 5.8 and Figure 5.9 respectively. In addition, by comparing to the performance
on clean data, the relative degradation (in percentage) on recall and precision is shown
in Table 5.3 and Table 5.4, respectively. From the results, it is observed that the perfor-
mance of both systems are a�ected signi�cantly by noise, and the degradation is more
serious in lower SNR level. However, the system using combined models is more robust
than the system using speech-only model. Compared to the results in the previous ex-
periments, the performance di�erence between the two systems becomes more obvious in
noisier conditions. The reason for more degradation of speech-only model than combined
model may be that the speech-only model is less discriminative for music data as it was
trained to represent only the phonemes of English. In clean condition where the query
and the instances are almost identical, the decoded output of the query and instances
will be similar even if speech-only model is used. However, when the instances are cor-
rupted and becomes di�erent from the query, the less discriminative speech-only model
will generate more unstable output than the combined model which covers both speech
and music information. Hence, the performance of using speech-only recognizer degrades
more than the combined models in noisy conditions.

Table 5.3: Relative degradation on recall.

Top-1 Sequence Lattice
Unigram Bigram Unigram Bigram

comb. speech comb. speech comb. speech comb. speech
SNR=15 25% 37% 8% 13% 8% 16% 1% 4%
SNR=5 77% 88% 57% 76% 64% 75% 22% 30%

5.4 Conclusion

This chapter describes an audio pattern retrieval framework which can process speech
and music simultaneously. The data-driven ASM technique is used to generate the music
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Table 5.4: Relative degradation on MAP.

Top-1 Sequence Lattice
Unigram Bigram Unigram Bigram

comb. speech comb. speech comb. speech comb. speech
SNR=15 26% 42% 9% 11% 11% 17% 0% 3%
SNR=5 79% 88% 54% 72% 61% 78% 17% 31%

token models followed by incorporating them with the speech phoneme models to decode

general broadcast audio signal into both top-1 acoustic sequence and lattice. In addition,

VSM is introduced to extract statistics from the two types of decoding output, and the

statistical information which is in the form of n-gram vector is used to index the audio

archives. In such case, the query segment can be easily compared to the audio archives by

measuring the similarities between the n-gram vectors in brute-force manner. Therefore,

the audio segments which are most similar to the query can be retrieved.

The experiments have also been carried out to examine the use of joint music/speech

HMMs to decode audio data. By applying the framework on both clean and noisy

TRECVID data, the experimental results show that the proposed combined model out-

performs the speech-only model which is lack of music information. The higher recall and

MAP scores in all 3 testing cases show that the combined model is robust and e�ective

to transcribe broadcast audio data containing both music and speech.
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Conclusion and Future Work

6.1 Conclusion

This thesis explored several unsupervised techniques for audio pattern discovery and

retrieval. There are 3 major contributions, namely the unsupervised discovery of repeat-

ing segments in music, the automatic discovery of recurrent patterns in speech, and the

retrieval of audio patterns containing both speech and music.

The �rst contribution is the proposal of an e�cient method to �nd repeating segments

in music automatically. The AMG is used to detect recurrent patterns in a sequence of

multivariate vectors such as music feature vectors. The online su�x tree construction

algorithm is extended to accept vectors as input so that exact matching criterion is

avoided. To make the algorithm more robust, segment-to-segment similarity is used to

smooth outliers in the sequence. Finally, the candidate motifs obtained by the AMG

method are re�ned using a sparse similarity matrix to locate the �nal motifs. To evalu-

ate the performance, the proposed AMG was applied to automatically detect repeating

segments in music and two time series data sets. The experimental results show that the

AMG method can signi�cantly reduce the computational cost and memory requirements

without sacri�cing the detection accuracy compared to the traditional self-similarity ap-

proach [33].

The second contribution is the proposal to automatically discover recurrent patterns

such as words and short phrases in a multi-speaker speech corpus using an iterative model

merging approach. The proposed approach begins with a set of data-driven acoustic unit

models generated by the ASM technique. An information theory based criterion is then
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used to select two models with high co-occurrence for merging. The model merging

process continues till a prede�ned stopping criterion is met. The obtained patterns are

ranked according to their frequency of occurrence in the corpus and stability. The top-

ranked patterns are then eventually selected as the �nal patterns. Experimental results on

the TIDIGITS corpus show that the proposed approach is able to automatically discover

10 out of 11 digits with high F1 score.

In the third contribution of this thesis, an audio pattern retrieval technique is exam-

ined to simultaneously process mixed music and speech audio data. To model both music

and speech, a combined model is built by incorporating two separate acoustic models:

one of the acoustic models is trained from the Aurora-4 corpus to model the English

phonemes and the other acoustic model is trained from a collection of music to represent

music sounds. Using this combined model, the mixed speech and music audio archives

are decoded to top-1 token sequences/lattice and indexed by n-gram statistics of the

decoded output. The proposed framework has been applied on a query-by-example task

for broadcast audio corpus which contains both music and speech. Experimental results

show that using the proposed combined model improves both the recall and precision of

pattern retrieval over a baseline system which uses the speech-only model.

In this thesis, the problem of \Audio pattern discovery and retrieval" has been ad-

dressed for di�erent types of audio content. I believe that the presented unsupervised

approaches can be further explored to bene�t many applications such as language acqui-

sition and automatic audio content summarization task. The following section presents

some suggestions for future work.

6.2 Future Work

As discussed in Chapter 2, applications to automatically analyze and summarize audio

content are useful and important. In addition, the amount of audio data is growing

rapidly and currently there is no robust way to retrieve them. Existing approaches to

organize audio data �rst generate a basic transcription of the spoken audio using an

LVCSR system and then index the generated transcription [2, 11, 38, 48, 49]. However, if

the LVCSR system is not available or the data is from an unknown language, existing
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techniques will not help. In addition, if the audio content has a mix of speech, music and

sound e�ects, these non-speech sounds will also pose a problem to existing techniques

which basically only focus on speech.

The suggested future work includes:

(i) Feature enhancement

To further improve the performance of the proposed techniques in this thesis, fea-

ture enhancement techniques can be examined to generate more robust features.

For example, music features which address transposition [179] can be applied to

the work in Chapter 3. Music transposition refers to the process of moving a col-

lection of notes up or down in pitch by a constant interval so that transposition to

a common key can help the proposed technique in Chapter 3 to �nd more repeat-

ing segments. Moreover, feature compensation techniques such as cepstral variance

normalization and power term can be used to reduce speakers’ variations in speech

data before applying the proposed technique in Chapter 4.

(ii) Language acquisition

The research work on language acquisition using computational methods has been

explored since the early 2000s [59]. Computational models [106, 107, 180, 181] have

been proposed to acquire human verbal communication behavior such as how an

infant learns languages. The existing work was inspired by phycological study that

shows how an infant begins to understand the sematic meaning of a spoken term

by associating the spoken term to an object [182]. For example, when an infant is

being taught how to speak, the caregivers usually repeat the same word or sentence

with additional visual or tactile information such as pictures and body movements

to communicate the semantic meaning.

A possible extension of the speech pattern discovery research is to assign semantic

meanings to identi�ed recurrent patterns. To assign semantic meanings to the

patterns, visual information can be included as an input. For example, an image

can be associated with each utterance in the corpus according to the scenario of the

utterance. By discovering speech patterns in these utterances, the corresponding
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images can also be mined to identify the most frequently occurred shapes, colors

or objects to associate with the speech pattern.

One possible scenario for such research is the task to train human-like auditory

perception system for social robots. The current auditory system used by robots

is the conventional speech recognizer which is pre-de�ned and trained using tran-

scribed speech data. Hence, this auditory system su�ers from all the limitations

that the given speech recognizer may encounter. Hence, the proposed research work

may enable robots to learn languages from scratch given both auditory signals and

visual signals from its own operating environment.

(iii) Audio content summarization

Audio content summarization system is an important application that is not yet

mature. By audio summarization, I encourage the scenario presented in Figure 6.1

in which an automatic system is used to process unstructured broadcast audio

corpus to generate a useful table of contents for users to browse. The technology

described in this thesis is applicable to build such system. For example, to automat-

ically detect repeating content in broadcast audio programs, the AMG technique

proposed in Chapter 3 can be applied on the audio data’s n-gram vectors extracted

using the technique proposed in Chapter 6. By detecting the repeating segments,

a rough content structure of the audio programs can be inferred using prior knowl-

edge. For instance, an LVCSR engine can be used to transcribe the speech portion

in order to get a brief news description.
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Figure 6.1: A overview of the proposed application of audio content summarization.
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Conference Paper
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and information Processing Association Annual Summit and Conference (APSIPA
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