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Summary 
Translation termination is critical. Many diseases are caused by nonsense 

mutation. Hence, understanding termination could pave the way to strategic 

interference of the process with medical benefit. Unlike in bacteria, eukaryotic 

translation termination is more complex. Exact mechanism of stop codon 

recognition by class I release factor eRF1 and the cooperative role of class II 

release factor eRF3 remain obscure. By solving the solution structures of both 

wild-type N-domain of human eRF1 exhibiting omnipotent specificity and its 

mutant with UGA-unipotency, we found the conserved GTS loop adopting 

alternate conformations. We propose that structural variability in the GTS loop 

may underline the switching between omnipotency and unipotency of eRF1. In 

addition, we showed the specific binding of a 15-mer RNA oligonucleotide 

mimicking the decoding region of 18S rRNA helix 44 to helix α1 of N-domain, 

on the interface that is shielded partially by C-domain in full-length eRF1. The 

15-mer RNA displaces C-domain from the non-covalent NC-complex, 

suggesting an imperative domain rearrangement in eRF1 during which N-

domain accommodates itself into ribosomal A site. On another hand, we also 

demonstrated the feasibility of targeted acquisition of NMR data that is 

dynamically controlled by the completeness of automatic backbone resonances 

assignment, in an effort to accelerate structural study of biomolecules by NMR 

spectroscopy.  
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Chapter 1: Introduction 

1.1 The ribosome 
Ribosome is the sophisticated cellular machinery that drives the translation 

process – a pivot in the central dogma of molecular biology. It is astonishing 

how ribosome continuously receives different protein factors and amino acid 

carriers to orchestrate faithful decoding of a messenger ribonucleic acid 

(mRNA) into its polypeptide chain. Ribosome is ancient and ubiquitous in 

living cells. It was first described by George Emil Palade under the electron 

microscope as “… component of the ground substance of the cytoplasm which 

is particulate in nature and small in size.” (Palade, 1955) Despite being small 

for an organelle, its sheer size and complexity was enough to deter any scientist 

back in the 1970’s from attempting to look into its macromolecular structure, 

except perhaps Ada Yonath (Pennisi, 1999). 

The prokaryotic ribosomes (70S, in the Svedberg unit), in both Archaea and 

Eubacteria, consist of a small (30S) and a large (50S) subunit. The small 

subunit is composed of a 16S ribosomal ribonucleic acid (rRNA) and 21 

proteins; the large subunit is composed of a 5S and a 23S rRNA, as well as 31 

proteins. The slightly larger eukaryotic ribosome (80S) consists of a 40S and a 

60S subunit, respectively. Its small subunit has a 18S rRNA and 33 proteins; 

while its large subunit is composed of three rRNAs, i.e. 5S, 5.8S and 28S, as 

well as about 46 proteins. In general, ribosomes have three pockets to 

accommodate different transfer RNAs (tRNAs), i.e. A site for aminoacyl-

tRNAs (aa-tRNAs), P site for peptidyl-tRNA, and E site for exiting deacylated 

tRNA, as well as two tunnels for the traversing mRNA and the nascent 

polypeptide chain, respectively (Figure 1.1). Apart from the overall structural 
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framework, there are three major sites on the rRNAs that play the catalytic 

“ribozyme” roles: (i) peptidyl transferase center (PTC) that catalyzes both 

peptide bond formation and peptidyl-tRNA hydrolysis, (ii) decoding center 

(DC) that monitors cognate codon-anticodon base pairing at A site, and (iii) 

GTPase-activating center (GAC) (specifically the sarcin-ricin loop (SRL)) that 

triggers guanosine triphosphate (GTP) hydrolysis in many translational 

GTPases. SRL resides on the 23S or 28S rRNA near the entrance to A site. 

Although archaeal ribosomes have a size and components similar to those of 

their bacterial counterparts, most of their ribosomal proteins and translation 

factors have primary sequences closer to the eukaryotes (Lecompte et al., 

2002). Furthermore, hybrid ribosomes of archaeon Sulfolobus solfataricus' and 

the yeast Saccharomyces cerevisiae's large and small subunits were fully 

functional in protein synthesis in vitro, in contrast to the combination 

of Escherichia coli's and the yeast's ribosomal subunits (Altamura et al., 1986). 

The mammalian mitochondrial ribosome has a molecular weight similar to the 

bacteria’s, but interestingly, it forms a 55S particle instead (consisting of a 28S 

and a 39S subunit, respectively) and contains half as much rRNA and nearly 

twice as much protein compared to the bacteria’s (O'Brien, 2002). 
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Figure 1.1 Crystal structures of 70S ribosome. (A) The 30S subunit together 

with mRNA and tRNAs were shown. Paromomycin was bound to DC (cyan) of 

the 30S subunit. (B) The 30S subunit together with mRNA, tRNAs, and release 

factor RF1 bound to its cognate stop codon were shown. 
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Solving the atomic structure of ribosomal complex together with the template 

mRNA, peptidyl-tRNA, aa-tRNA, and the relevant translation factors arrested 

at different stages of translation would lead us directly to understanding how 

the massive protein synthesis machinery works. Furthermore, the high-

resolution structures of ribosomal complexes with a variety of antibiotics also 

explain their respective inhibitory mechanisms. Successive publications of the 

high-resolution crystal structures of prokaryotic 30S and 50S subunits in 2000 

marked a monumental milestone in biology (Ban et al., 2000, Schluenzen et al., 

2000, Wimberly et al., 2000). A year later, Harry Noller’s group improved on 

their previous effort and successfully tackled the whole 70S ribosome 

containing both mRNA and tRNAs at 5.5 Å (Yusupov et al., 2001). Those 

breakthroughs laid the critical foundation for subsequent structural works on 

70S ribosome at higher resolution (Schuwirth et al., 2005, Selmer et al., 2006), 

ribosomal subunits containing different antibiotics (reviewed in (Hermann, 

2005)), and functional complex of 70S ribosome bound with different 

translation factors, studied by both X-ray crystallography and cryo-electron 

microscopy (cryo-EM) (reviewed in (Schmeing and Ramakrishnan, 2009)). 

This series of remarkable success in the field of ribosome research culminates 

in the latest reports of high-resolution crystal structures of eukaryotic ribosome 

(Ben-Shem et al., 2011) and its individual subunits (Rabl et al., 2011, Klinge et 

al., 2011). Detailed analysis comparing the structures of both 70S and 80S 

ribosomes as well as their implicated significance has been reviewed by (Klinge 

et al., 2012) and (Melnikov et al., 2012). A list of representative crystal 

structures of ribosome and ribosomal complexes during the past twelve years 

are summarized in Table 1.1. 
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PDB ID Description References 

1FKA 30S subunit, Thermus thermophilus, 3.3 Å (Schluenzen et al., 

2000) 

1J5E 30S subunit, Thermus thermophilus, 3.0 Å (Wimberly et al., 

2000) 

1FFK 50S subunit, Haloarcula marismortui, 2.4 

Å  

(Ban et al., 2000) 

1GIX, 

1GIY 

70S ribosome, tRNAs, mRNA, Thermus 

thermophilus, 5.5 Å  

(Yusupov et al., 2001) 

2AVY 

2AW4 

70S ribosome, tRNAs, mRNA, Escherichia 

coli, 3.5 Å 

(Schuwirth et al., 

2005) 

2J00 

2J01 

70S ribosome, tRNAs, mRNA, 

paromomycin, Thermus thermophilus, 2.8 

Å 

(Selmer et al., 2006) 

2WRN 

2WRO 

70S ribosome, tRNAs, mRNA, aa-

tRNA:EF-Tu, paromomycin, Thermus 

thermophilus, 3.6 Å 

(Schmeing et al., 

2009) 

2WRI 

2WRJ 

70S ribosome, tRNAs, mRNA, EF-G, 

fusidic acid, Thermus thermophilus, 3.6 Å 

(Gao et al., 2009) 

4GD1 

4GD2 

70S ribosome, classical or hybrid P/E state 

of tRNA binding, mRNA, Escherichia coli, 

3.2 Å 

(Dunkle et al., 2011) 

3UZK 

3UZL 

70S ribosome, cognate or near-cognate A 

site-tRNA, mRNA, paromomycin, Thermus 

thermophilus, 3.3 Å 

(Demeshkina et al., 

2012) 
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3D5A 

3D5B 

70S ribosome, tRNAs, mRNA, RF1:UAA, 

Thermus thermophilus, 3.2 Å   

(Laurberg et al., 2008) 

3F1E 

3F1F 

70S ribosome, tRNAs, mRNA, RF2:UAA, 

Thermus thermophilus, 3.0 Å  

(Korostelev et al., 

2008) 

2WH1 

2WH2 

70S ribosome, tRNAs, mRNA, RF2:UGA, 

Thermus thermophilus, 3.5 Å 

(Weixlbaumer et al., 

2008) 

3MR8 

3MS1 

70S ribosome, tRNAs, mRNA, RF1:UAG, 

Thermus thermophilus, 3.6 Å 

(Korostelev et al., 

2010) 

2XZM 40S subunit, eIF1, Tetrahymena 

thermophila, 3.9 Å 

(Rabl et al., 2011) 

4A18 

4A1E 

60S subunit, eIF6, cycloheximide (a 

eukaryotic-specific inhibitor), Tetrahymena 

thermophila, 3.5 Å 

(Klinge et al., 2011) 

3U5B-

3U5E 

80S apo-ribosome, Saccharomyces 

cerevisiae, 3.0 Å 

(Ben-Shem et al., 

2011) 

Table 1.1 Representative crystal structures of ribosome and ribosomal 

complexes. These high resolution 3D structures have contributed significantly 

to our understanding of the different stages of the translation process in 

ribosome at the atomic level. 

 

1.2 The translation process 
The universal translation process consists of four major stages: initiation, 

elongation, termination and recycling (Schmeing and Ramakrishnan, 2009, 

Rodnina and Wintermeyer, 2009, Melnikov et al., 2012) (a movie of the 

process can be viewed at http://www.mrc-

lmb.cam.ac.uk/ribo/homepage/movies/translation_bacterial.mov). Besides the 
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coding mRNA and a vast pool of specifically charged tRNAs, there is a myriad 

of protein factors involved in coordinating the complicated process of protein 

translation with utmost accuracy. During the initiation stage, a number of 

initiation factors (e)IFs work together to recruit mRNA and the small subunit, 

to position fMet-tRNAfMet (in bacteria) or Met-tRNAMet (in eukaryotes) to the 

start codon at P site, and to assemble the initiation complex with the large 

ribosomal subunit. Nonetheless, the whole initiation stage is much more 

intricate and differences of the process at the molecular level between 

eukaryotes and prokaryotes has been reviewed (Sonenberg and Hinnebusch, 

2009). 

The elongation stage comprises repeating cycles of a sequence of sub-steps, 

resulting in the addition of a single amino acid to the peptidyl-tRNA after each 

cycle. First, a GTP-bound elongation factor EF-Tu (in bacteria) or eEF1A (in 

eukaryotes) delivers aa-tRNAs to the ribosomal A site. Then, selection of 

cognate aa-tRNA (so-called decoding step) occurs twice at DC, separated in-

between by hydrolysis of GTP in the aa-tRNA-bound elongation factor. 

Following tRNA selection, the cognate aa-tRNA accommodates itself into the 

A site pocket to facilitate peptidyl transfer. The GTP hydrolysis between the 

tRNA selection acts as a kinetic proofreading mechanism to enhance decoding 

fidelity. In bacteria, A1492, A1493, and G530 of 16S rRNA at DC monitors the 

geometry of cognate codon-anticodon base pairing, which induces a ‘domain 

closure’ of 30S subunit (Ogle et al., 2001, Ogle et al., 2002, Ogle and 

Ramakrishnan, 2005). The ‘domain closure’ is also induced by near-cognate aa-

tRNA (Demeshkina et al., 2012). Furthermore, cognate codon-anticodon base 

pairing also correlates with higher forward rates of GTPase activation and 
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accommodation, thereby further enhancing tRNA selection (reviewed in 

(Rodnina and Wintermeyer, 2001, Zaher and Green, 2009)). During the 

decoding process, aa-tRNA undergoes structural rearrangement in relations to 

the ribosome, observable as distinct Förster resonance energy transfer (FRET) 

states representing the codon-anticodon base pairing, GTPase-activated, and 

fully accommodated states (Blanchard et al., 2004). After the accommodation 

of cognate aa-tRNA, the peptidyl-transferase reaction occurs at PTC, in which 

the α-amino group of the aa-tRNA nucleophilically attacks the ester carbon of 

the peptidyl-tRNA to form a new peptide bond. Ribosome increases the 

reaction rate by at least 105-fold (Sievers et al., 2004), while the underlying 

reaction mechanism is still under dispute. After peptidyl transfer, a “ratcheting” 

movement occurs between the subunits, followed by forward translocation of 

tRNAs and mRNA catalyzed by EF-G (in bacteria) or eEF2 (in eukaryotes). 

Translation terminates when any of the nonsense or stop codons, i.e. UAA, 

UAG and UGA, reaches A site. This step is catalyzed by release factors (refer 

to Section 1.3). Lastly, dissociation of the large subunit in bacteria requires 

ribosome recycling factor (RRF) and EF-G; while in eukaryotes, it is kinetically 

coupled to translation termination and involves ABC-type ATPase ABCE1 

(Shoemaker and Green, 2011, Becker et al., 2012). Beyond the described 

clockwork process, all living cells deploy a rescue mechanism when the 

translating mRNA is broken in one way or another, whereby translation will be 

resumed and the aberrant mRNA and polypeptide will be disposed of 

accordingly. In bacteria, trans-translation involves a protein-RNA complex 

called tmRNA-SmpB (reviewed in (Felden and Gillet, 2011)); while a bunch of 
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sophisticated pathways constitute the whole mRNA surveillance system in 

eukaryotes (reviewed in (van Hoof and Wagner, 2011)). 

 

1.3 Translation termination – Class I release factors 
Class I release factors (RFs), i.e. RF1 and RF2 in bacteria and eRF1 in 

eukaryotes, mediate translation termination via recognition of the stop codon at 

DC and catalysis of the peptidyl-tRNA ester bond hydrolysis at PTC (Figure 

1.1, B)  (reviewed in (Kisselev et al., 2003)). These protein factors were first 

successfully isolated from E. coli S30 extract (Capecchi, 1967) and rabbit 

reticulocyte lysate (Goldstein et al., 1970), respectively, showing that a protein 

instead of tRNA was responsible to decode the stop codons. A termination 

assay based on the measurement of polypeptide release efficiency from 

reconstituted ribosomal intermediate (Caskey et al., 1968) was instrumental in 

delineating the functions of RFs. Using the in vitro RF assay, “bipotent” RF1 

and RF2 were shown to recognize different groups of stop codons, namely 

UAA/UAG and UAA/UGA, respectively (Scolnick et al., 1968). Conversely, 

the “omnipotent” eRF1 is able to decode all three stop codons (Beaudet and 

Caskey, 1971, Frolova et al., 1994), with the exceptions of a group of variant-

code organisms (refer to Section 1.7). RF1 and RF2 do not share any sequence 

similarity with eRF1 (Frolova et al., 1994), except for the GGQ motif that is 

critical for both to cleave the ester bond (Frolova et al., 1999). Furthermore, the 

crystal structures of eRF1 (Song et al., 2000), RF2 (Vestergaard et al., 2001) 

and RF1 (Shin et al., 2004) also show that RF1/RF2 are structurally distinct 

from eRF1, except for the long helix leading to the GGQ loop in eRF1’s M-

domain and RF1/RF2’s domain 3 (Figure 1.2). On the other hand, archaeal 
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class I RF, aRF1, is omnipotent and share sequence homology with eRF1 

(Kisselev et al., 2003). 

 

1.4 Mechanism of termination by bacterial RF1 and RF2 
Naturally, the first question to ask about bacterial class I RFs is how the protein 

recognizes stop codons at the decoding center. When the tripeptide motifs, i.e. 

Pro-Ala/Val-Thr (PxT) in RF1 and Ser-Pro-Phe (SPF) in RF2, were discovered 

as the determinants of their respective stop codon specificity, a “tripeptide 

anticodon” hypothesis was proposed (Ito et al., 2000). It was suggested that the 

first and third amino acids of the tripeptides independently discriminate the 

second and third purine bases, respectively (Ito et al., 2000, Nakamura et al., 

2000). The role of the tripeptides in stop codon recognition is supported by the 

high-resolution crystal structures of RF1-bound (Laurberg et al., 2008, 

Korostelev et al., 2010) and RF2-bound (Weixlbaumer et al., 2008, Korostelev 

et al., 2008) ribosomal complexes that include their respective cognate stop 

codons. However, the mRNA-protein interactions appear to be much more 

extensive (Figure 1.2, A). 

From the molecular dynamics free-energy calculations based on those 

structures, the mechanisms for RF1 and RF2 to discriminate between different 

stop codons and against sense codons were proposed (Sund et al., 2010). The 

study had shown that the interaction energetics between RF1/RF2 and their 

cognate stop codons are large enough to account for the stop codon decoding 

accuracy. The first uridine U1 is stabilized by hydrogen bonding to the 

backbone carbonyl and amide group of the glycine and glutamate residues at 

the tip of helix α5 and the side-chain of T186 of the tripeptide loop. For the 
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second stop codon position, the glutamate (E128) side-chain of RF2 together 

with D131, R191 and S195 of its tripeptide loop form a fine-tuned recognition 

switch that allows distinct interactions with both A2 and G2, while in RF1 the 

glutamate (E119) forms a more stable ion pair with R182 and hence only A2 is 

stabilized by hydrogen bonding to P184 and T186 of its tripeptide loop. The 

backbone carbonyl of T186 in RF1 also contributes to discrimination against 

G2 as its interaction becomes repulsive. For the third stop codon position, A3 is 

stabilized by bifurcated hydrogen bonding to the side-chain of T194/T203 of 

RF1/RF2, which is facing away from the tripeptide loop. In RF1, a key water 

molecule, which bridges the base of the third stop codon and the phosphate 

group of U531 of 16S rRNA, can potentially flip its orientation to interact with 

either A3 or G3. Conversely, in RF2, the space for the water molecule is 

blocked. Furthermore, Q181 of RF1, which is absent in RF2, selects for G3 by 

hydrogen bonding. The stacking of G530 of 16S rRNA against the base of the 

third codon position does not contribute to discriminate between different 

codons. Hence, the role played by G530, A1492, and A1493 in tRNA selection 

is irrelevant for stop codon recognition by RF1 and RF2. Due to the absence of 

sequence homology with RF1/RF2, stop codon recognition by eRF1 is expected 

to be different (refer to Section 1.7). 
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Figure 1.2 Domain architectures of RF1 bound to 70S ribosome and eRF1. 

(A) Ribosome-bound RF1 shows a tertiary structure that resembles tRNA. The 

interactions between RF1 and the stop codon can be seen from the complex 

structure (PDB ID: 3D5A). The amino acids that are in direct interactions with 

the stop codon are colored magenta. (B) The crystal structure of eRF1 shows 

three distinct domains arranged in a Y-shape (PDB ID: 1DT9). 

 

The second important question would be how the GGQ loop catalyzes 

hydrolysis of peptidyl-tRNA. This might not have been answered exactly since 

the crystal structures only reveal the product state, in which the glutamine 

residue is positioned close to the ribose of A76 (the last nucleotide) of the 

deacylated P site tRNA. A model was proposed such that the glutamine is 

coordinating a water molecule to mount nucleophilic attack on the ester bond 

while A2451 of 23S rRNA at PTC is stabilizing 2’-OH of A76 (Weixlbaumer et 

al., 2008). The two glycine residues of the GGQ motif are critical to confer 

flexibility to the loop for adopting a drastic conformation. Correspondingly, 

movement of U2585 of 23S rRNA away from clashing with the GGQ loop is 

also important to expose the ester bond to nucleophilic attack. Later, by solving 
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the crystal structure of similar ribosomal complex but with a aa-tRNA analog 

that resists hydrolysis, the role played by the glutamine residue in the catalytic 

reaction was redefined to be forming a catalytic pocket that accommodates a 

single water molecule (Jin et al., 2010). This is in agreement with the finding 

that the glutamine residue excludes nucleophiles larger than water from 

entering the active site (Shaw and Green, 2007). Since mutations of the 

conserved glutamine in GGQ have only a modest effect, the glutamine’s side-

chain is probably not involved directly in the catalysis. Conversely, its 

backbone amide group might form a hydrogen bond to the 3’-OH of A76 

stabilizing the transition state of the product.     

Translation termination is highly accurate: erroneous polypeptide release at 

sense codon occurs at an estimated frequency of 1 in 105 in E. coli (Jorgensen 

et al., 1993, Freistroffer et al., 2000). Although stop codon recognition by the 

RFs exhibits remarkable specificity, the catalytic rate of peptidyl-tRNA 

hydrolysis is also affected by the A site codon, indicating a coupling between 

the two reactions. When RF1 binds to the stop codon, DC undergoes structural 

changes that involve flipping out of A1493 (in h44 of 16S rRNA) and stacking 

of A1913 (in H69 of 23S rRNA) onto the vacated space in h44 (Laurberg et al., 

2008). Concurrently, a conformational rearrangement of the “switch loop” 

connecting domains 3 and 4 of RF1 occurs to extend helix α7 by two helical 

turns as well as to provide it the flexibility for reorientation, while the “switch 

loop” is being stabilized by residues 1914-1915 of H69. The differential 

interactions of RFs and the ribosome between cognate and near-cognate 

termination complexes clearly indicates an underlying coupling mechanism 

from stop codon recognition to peptidyl-tRNA hydrolysis (He and Green, 
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2010). Therefore, the polypeptide release process in bacteria proceeds via 

allosteric regulations of class I RFs by both mRNA and rRNAs. Although the 

global architecture of eRF1 resembles that of ribosome-bound RF1/RF2 as well 

as a tRNA (Figure 1.2), the mechanism of translation termination in eukaryotes 

may not be analogous and thereby remains obscure. 

 

1.5 Class II release factors 
Class II RFs, i.e. RF3 in bacteria and eRF3 in eukaryotes, are translational 

GTPases. They do not recognize stop codons but are able to stimulate 

polypeptide release efficiency of class I RFs via GTP hydrolysis (Zhouravleva 

et al., 1995, Frolova et al., 1996, Freistroffer et al., 1997). Both RF3 and eRF3 

have 3D structures similar to EF-Tu (Kong et al., 2004, Gao et al., 2007). 

However, their functional roles in translation termination are distinct (reviewed 

in (Kisselev et al., 2003)). eRF3 is encoded by essential genes, while RF3 is 

not. RF3 neither enhances the affinity of class I RFs to the ribosome nor 

improves the fidelity of stop codon decoding (Freistroffer et al., 2000). Instead, 

it binds to the post-termination ribosomal complex in GDP-bound form and 

exchanges GDP with GTP (Zavialov et al., 2001), and then actively removes 

class I RFs from the complex for recycling (Freistroffer et al., 1997 , Gao et al., 

2007). On the other hand, eRF1•eRF3•GTP enters the pre-termination 

ribosomal complex (pre-TC) as a ternary complex (Kobayashi et al., 2004, 

Mitkevich et al., 2006), and subsequent GTP hydrolysis in eRF3 significantly 

enhances polypeptide release efficiency, in comparison to eRF1 alone 

(Alkalaeva et al., 2006). In addition, replacement of the GTP with non-

hydrolyzable analog inhibits polypeptide release completely. Hence, the 
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stimulatory and regulatory roles of the GTP hydrolysis show that cooperativity 

between eRF1 and eRF3 in translation termination is likely to be multi-step, 

and the detailed mechanism remains to be elucidated. 

 

1.6 Interactions between eRF1 and eRF3  
The complex structure of eRF1 and eRF3 may shed light on the mechanistic 

role of eRF3 in enhancing polypeptide release efficiency of eRF1. In the crystal 

structures of human and Schizosaccharomyces pombe eRF1 in complex with 

domains 2 and 3 of their respective eRF3, C-domain of eRF1 is interacting with 

domain 3 of eRF3 via mainly a hydrophobic interface, and the N- and M-

domain of eRF1 in the human eRF1•eRF3-23 complex displays a bent 

conformation (Cheng et al., 2009). The small-angle X-ray scattering (SAXS) 

study on the full length eRF1•eRF3 complex showed that M-domain of eRF1 is 

in contact with domains 2/3 as well as the switch region of eRF3 GTPase 

domain, and that the arginine residue R189/R192 (S. pombe/human numbering) 

on M-domain may play a part in stimulating the GTPase activity of eRF3 

(Cheng et al., 2009). 

The archaeal class I release factor (aRF1) is highly homologous to eRF1, and is 

able to release polypeptide at all three stop codons in mammalian ribosome 

(Dontsova et al., 2000). However, archaea do not have a distinct protein that 

plays the role of eRF3, but instead their tRNA carrier GTPase protein aEF1α is 

able to bind to aRF1 in a GTP-dependent manner via interface similar to 

eRF1•eRF3 complex (Saito et al., 2010). Similarly, aEF1α binds to aPelota, a 

protein structurally homologous to aRF1/eRF1 that mediates the so-called no-

go decay of mRNA surveillance. Recently, a crystal complex structure of aRF1 
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and GTP-bound aEF1α from Aeropyrum pernix has been solved, offering a 

high-resolution view on the interaction interfaces between aRF1 and aEF1α 

(Kobayashi et al., 2012). The domain arrangement of aRF1 in the complex is 

similar to free aRF1 (Saito et al., 2010), which is in the bent conformation. 

Domain 3 of aEF1α is interacting with C-domain of aRF1 in similar way to the 

human eRF1•eRF3-23 complex (Cheng et al., 2009). Domain 2 of aEF1α is in 

contact with the tip region of aRF1 M-domain. However, part of the loop 

including the GGQ motif was proteolytic degraded during crystal formation, 

indicating exposure of the GGQ loop to the solvent. Domain 1 of aEF1α (the 

GTPase domain) interacts with aRF1 M-domain via an extensive network of 

hydrogen bonding. Furthermore, residue H94, which is gated by V15 and I70 

from the γ-phosphate of GTP, is coordinating together with R68 and D96 a 

water molecule proposed to be catalyzing GTP hydrolysis. The 

aRF1•aEF1α•GTP complex displays an overall tertiary structure resembling the 

aa-tRNA•EF-Tu•GTP complex, supporting the theory of mimicry between 

translation elongation and termination. In addition, a pair of electrostatic 

interaction between E134 (domain 1) and R413 (domain 3) of aEF1α is also 

found in EF-Tu in the aa-tRNA•EF-Tu•GDPNP complex. 

 

1.7 Models of stop codon recognition by eRF1 
On eukaryotic translation termination, the crystal structure of eRF1 contributes 

significantly to our understanding of its functions (Song et al., 2000). In terms 

of structure and function, eRF1 is composed of three distinct protein domains 

performing specific roles: N-domain recognizes the stop codon at DC, M-

domain triggers hydrolysis of peptidyl-tRNA at PTC, and C-domain forms a 
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complex interface with eRF3 (Figure 1.2, B) (Frolova et al., 2000, Ito et al., 

1998, Eurwilaichitr et al., 1999). Based on the “tRNA mimicry” hypothesis, the 

tRNA-like domain architecture of eRF1 in the crystal structure suggests that the 

NIKS tetrapeptides at the tip of N-domain might serve as equivalence to the 

tRNA anticodon (Song et al., 2000). Furthermore, the role of the NIKS motif in 

stop codon recognition is supported by photoactivatable crosslinking and 

mutagenesis experiments (Chavatte et al., 2002, Frolova et al., 2002). However, 

a conclusion has yet to be drawn since several models derived from different 

computational and experimental approaches have been proposed over the years 

that are not entirely compatible to each other (Figure 1.3). 

 

 

Figure 1.3 Models of stop codon recognition. (A) The cavity model states that 

the highlighted regions form three pockets to accommodate the nucleobases of 

stop codon. (B) The linear peptide anticodon model states that the TASNIKS 

motif is responsible to decode the stop codon via direct interactions, while the 

nonlinear model states that in addition to the TASNIKS motif, the YxCxxxF 

motif is also required for stop codon recognition. 
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Variant-code organisms are eukaryotes that have one or two of the universal 

stop codons being reassigned to a sense codon. Reasonably, eRF1s of variant-

code organisms should have lost the ability to decode a specific subset of the 

stop codons, even in condition without competition from nonsense-suppressor 

tRNAs. Indeed, chimeric eRF1s composed of N-domain from some of the 

variant-code organisms (e.g. ciliates) and the MC-domain of eRF1 from 

universal-code organisms (e.g. human or yeast) retain stop codon specificity 

typical for ciliate eRF1s, demonstrating unequivocally that N-domain of eRF1 

directly decodes the stop codon (Ito et al., 2002, Salas-Marco et al., 2006, 

Lekomtsev et al., 2007, Eliseev et al., 2010). Therefore, phylogenetic analysis 

on the diverse eRF1 amino acid sequences from both universal- and variant-

code organisms would lead us to the answer regarding which part of N-domain 

actually confers the specificity of stop codon recognition. 

From the phylogenetic studies, the NIKS motif is found to be highly conserved 

among universal-code organisms but frequently diverges in variant-code 

organisms (Knight and Landweber, 2000, Lozupone et al., 2001, Kim et al., 

2005). It was later proposed that the TASNIKS motif forms a flexible element 

that can assume a tight or relaxed conformation to interact directly with 

different stop codons (Muramatsu et al., 2001). However, besides the NIKS 

motif, various substitutions on the YxCxxxF motif were also found to affect 

stop codon recognition specificity, leading to the proposal of a nonlinear model 

in which stop codon recognition is modulated by positive and negative 

determinants (Frolova et al., 2002, Seit-Nebi et al., 2002, Kolosov et al., 2005). 

Subsequently in the photoactivatable crosslinking experiments both the 

TASNIKS and YxCxxxF motifs were found to be crosslinked to the stop codon 
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(Bulygin et al., 2010). On the other hand, a genetic screening from random 

mutations had uncovered several residues distributed across the core of N-

domain that individually shifted the bias of stop codon recognition specificity 

(Bertram et al., 2000). Based on those results, a cavity model was proposed 

such that each of the nucleobases of the stop codon would fit onto the 

individual pockets defined (Figure 1.3, A). The cavity model was found to be in 

agreement with a study on the evolutionary rates of amino acid changes in N-

domain (Inagaki et al., 2002). 

From a broader perspective, the different models of stop codon recognition 

similarly involve many residues covering an extensive surface area on one side 

of N-domain. The experimental approaches from which the models were 

derived are deemed to have different limitations. eRF1 is an essential gene, 

hence in vivo genetic screening would not be able to retrieve the mutations that 

would have abolished stop codon recognition completely. Furthermore, from 

the in vitro RF assay, the effect on stop codon specificity by many of the point 

mutations varied depending on the substituted amino acids, rendering deduction 

impossible. Lastly, crosslinking potentially spans a finite distance in the 

vicinity of the photoactivatable analog, and the downstream step of identifying 

the crosslinked peptide product is challenging. Therefore, the proposed models 

of stop codon recognition should be subjected to testing by other experimental 

approaches. 

 



24 
 

1.8 Medical implications of premature termination codon 
Premature termination codon is a nonsense mutation that occurs within the open 

reading frame of a gene. It is found in about ten percent of inherited diseases, 

causing the degradation of the mRNA template and the production of a 

truncated polypeptide that has either reduced or null functionality. The classic 

examples are Duchenne muscular dystrophy, cystic fibrosis, and hemophilia. 

Many cancers are also related to the acquired premature termination codon 

mutation on tumor suppressor genes. For instance, 24% of all known mutations 

in APC gene are premature termination codon mutation (Laurent-Puig et al., 

1998).      

Nonsense-mediated decay (NMD) is the cellular mRNA surveillance pathway 

that specifically targets mRNA template harboring premature termination 

codon for degradation. The UPF proteins, i.e. encoded by UPF1 (smg-2 in 

Caenorhabditis elegans), UPF2 (smg-3), and UPF3 (smg-4) are major factors 

mediating NMD in both exon junction complex (EJC)-dependent and –

independent pathways (Kervestin and Jacobson, 2012). During pre-mRNA 

splicing, various factors including Upf2 and Upf3 are recruited to form an EJC 

at 20-24 nucleotides upstream from the exon-exon junction. On the other hand, 

Upf1 is associated with eRF1•eRF3 complex, and form the so-called SURF 

complex together with Smg1, Smg8, and Smg9. When premature termination 

codon is localized at 50-55 nucleotides upstream of the exon-exon junction, a 

stalled ribosome allows the interactions between Upf1 and Upf2, leading to the 

activation of Upf1. Subsequently, Upf1 recruits decay enzymes to promote 

endonucleolytic cleavage, decapping followed by 5’ to 3’ decay or 

deadenylation followed by 3’ to 5’ decay of the aberrant mRNA. However, if 
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readthrough of premature termination codon occurs, the EJC will be dissociated 

after the first round of translation, and the aberrant mRNA is stabilized. 

As an attempt to elevate the survival rate of patients with genetic disorders 

caused by premature termination codon, researchers have tried with success of 

using aminoglycosides that target the ribosome to induce readthrough of 

premature termination codon in mouse models of the genetic diseases (Bidou et 

al., 2012). However, due to the nephrotoxicity and ototoxicity of certain 

aminoglycosides like gentamicin, they are not considered as suitable treatment. 

Likewise, non-aminoglycosides compounds like negamycin and tylosin have 

been shown to induce readthrough in mouse models (Arakawa et al., 2003, 

Zilberberg et al., 2010). Most interestingly, a new drug ataluren (PTC124) was 

identified via a drug screening to selectively induce a higher readthrough for 

UGA in the middle of the gene but not at the correct termination position, in 

both human muscle cells and mouse models (Welch et al., 2007). PTC124 has 

no antibacterial function, appears to be safe, and can be delivered orally. 

However, disappointing results from recent trials for Duchenne muscular 

dystrophy has casted doubts on the potential of the drug.      

 

1.9 Automatic resonance assignment of NMR spectra 
Resonance assignment is typically recognized as an essential intermediate 

benchmark in NMR analysis of biomolecules with many downstream steps 

leading to 3D structure reconstructions being automated (Nilges et al., 1997, 

Herrmann et al., 2002a, Herrmann et al., 2002b). The use of this benchmark as 

a target for NMR data acquisition (Jaravine and Orekhov, 2006) would result in 
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a streamlined process greatly contributing to the efficiency of NMR structure 

determination. 

In the last few years, several attempts at automating resonance assignment have 

demonstrated considerable progress (Atreya et al., 2000, Tian et al., 2001, 

Pristovsek et al., 2002, Coggins and Zhou, 2003, Hitchens et al., 2003, Jung and 

Zweckstetter, 2004, Langmead and Donald, 2004, Eghbalnia et al., 2005a, 

Eghbalnia et al., 2005b, Lin et al., 2005, Masse and Keller, 2005, Masse et al., 

2006, Wu et al., 2006). In the most favorable cases, sequence specific 

resonance assignment and structural NOE assignment can be done in parallel 

with structure calculations (Grishaev and Llinas, 2004, Grishaev et al., 2005, 

Takeda et al., 2007). Based on the algorithm of relative hypothesis 

prioritization (RHP) that is aimed to mimic reasoning by a spectroscopist, 

AutoLink has demonstrated enough robustness and efficiency to tackle the NP-

hard type of problem in assigning backbone resonances (Figure 1.4) (Masse and 

Keller, 2005). 
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Figure 1.4 Schematic diagram of the algorithm implemented in AutoLink. The 

input to AutoLink is a list of spin systems – a collection of spins/chemical shifts 

belonging to individual amino acid. Based on the matching of chemical shifts, 

as many as possible pairs of spin systems are generated. Each pair of spin 

systems is scored by a user-defined function and different biasings – score 

penalty, forming a list of “link hypothesis” that is ordered by their scores. The 

priority list enters the cycle of hypothesis evaluation and re-evaluation, which 

serves to modify the link hypothesis scores based on the acceptance or rejection 

of other link hypotheses after each cycle. In the first step, a base priority prime 

list is formed by combining the link hypotheses (and their scores) into different 

fragments, and scored by matching to the amino acid sequence. The scores are 

further modified by different biasings, which are described in (Masse and 

Keller, 2005). From the relative priority prime list, a certain numbers, as chosen 

by the user, of the top link hypotheses are accepted as linked spin systems, 

while some at the bottom of the list are deleted. The cycle terminates either at 
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the chosen maximum number of cycles or when no more link hypotheses are 

determinable.           

 

Despite the impressive efforts directed to this problem, there is often still 

enough complexity left to require at least some human assistance. This situation 

is further aggravated when resonance assignment is set as a target for NMR 

spectral acquisition with less stable proteins that are prone to degradation 

during measurement. In this case, not only should the spectrum analysis be well 

advanced to deal with a host of problems such as missing and spurious cross-

peaks, wide amplitude variation of the detectable resonances (e.g. due to 

dynamic line broadening), raise of signals from degradation products, but fast 

data acquisition methods might become essential. 

 

1.10 Fast NMR data acquisition 
Recently several accelerated acquisition schemes of multidimensional NMR 

spectra were developed, which can be used to control real-time data acquisition 

targeted to as complete as possible assignment of NMR resonances. For 

concentrated solutions of small- and medium-sized proteins (i.e. in data 

sampling limited cases), “projection reconstruction” was introduced (Kupce and 

Freeman, 2004). Adaptive selection of the tilt-angles was proposed helping to 

optimize the time usage of spectrometer (Kupce and Freeman, 2004, Eghbalnia 

et al., 2005a, Eghbalnia et al., 2005b, Hiller et al., 2005, Hiller et al., 2007). A 

robust scheme can be created by combining the basic features of projection 

reconstruction and “fast” data acquisition approaches, e.g. a spatially encoded 

(Frydman et al., 2003) and relaxation-optimized approach (Pervushin et al., 
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2002), fast pulsing techniques (Kupce and Freeman, 2007), combined with 

“ultrafast” spectroscopy (Schanda et al., 2005, Gal et al., 2007, Mishkovsky et 

al., 2007). The other reconstruction methods include the use of G-matrix 

Fourier transform-NMR (Kim and Szyperski, 2003) and J couplings networks 

(Atreya et al., 2007), covariance spectroscopy of higher dimensions (Zhang and 

Bruschweiler, 2004, Snyder et al., 2007a, Snyder et al., 2007b), fast Fourier 

transforms of non-equispaced data (Marion, 2005), 2D Fourier transformations 

of arbitrarily sampled NMR datasets (Kazimierczuk et al., 2006b, 

Kazimierczuk et al., 2006a), filter diagonalization methods (Mandelshtam et al., 

1998, Mandelshtam, 2000, Armstrong et al., 2005), maximum entropy 

reconstructions (Rovnyak et al., 2004, Frueh et al., 2006), and multidimensional 

decomposition algorithm (MDD) (Orekhov et al., 2001, Luan et al., 2005). 

The fundamental assumption of MDD is that an experimental nD NMR dataset 

can be optimally approximated by tensor product of 1D shapes along the n 

dimensions. The decomposition problem for a 3D dataset is to minimize the 

following function: 

min��𝑆𝑖𝑗𝑘 − � 𝑎𝑚 ∗ 𝐹1𝑖𝑚 ∗ 𝐹2𝑗𝑚 ∗ 𝐹3𝑘𝑚
𝑀

𝑚=1

�

2

+ 𝜆 � (𝑎𝑚)2
𝑀

𝑚=1𝑖𝑗𝑘

 

, where S is the dataset, indices i, j, and k identify the grid points, M is the total 

number of components (which is equivalent to the total number of un-identical 

1D shapes), 𝑎𝑚  is the amplitude of a component, 𝐹1𝑖𝑚 , 𝐹2𝑗𝑚  and 𝐹3𝑘𝑚  are 

numbers representing elements of the normalized shapes, and the second 

summation is for Tikhonov’s regularization. For an input matrix S of size 
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I*J*K, the number of parameters for optimization is M*(I + J + K − 2). Later, 

the MDD procedure was modified to analyze sparse datasets: 

min�𝐺𝑖𝑗𝑘 ∗ �𝑆𝑖𝑗𝑘 − � 𝑎𝑚 ∗ 𝐹1𝑖𝑚 ∗ 𝐹2𝑗𝑚 ∗ 𝐹3𝑘𝑚
𝑀

𝑚=1

�

2

+ 𝜆 � (𝑎𝑚)2
𝑀

𝑚=1𝑖𝑗𝑘

 

, where 𝐺𝑖𝑗𝑘 = 1 for a recorded and 𝐺𝑖𝑗𝑘 = 0 for an omitted data point in the 

NMR experiment (Orekhov et al., 2003). This improved method is able to 

output shapes that contain all elements.  

Relying on the MDD reconstruction from sparsely acquired NMR data, 

feedback looping of data acquisition and analysis was conceptualized by 

introducing a targeted acquisition (TA) scheme for real-time NMR 

spectroscopy (Jaravine and Orekhov, 2006). TA/MDD offers a possibility to 

combine adaptive, non-regular data sampling in n-dimensions with full or 

partial reconstruction of incompletely sampled 3D spectra or hyper-dimensional 

spectra (Jaravine et al., 2006, Jaravine et al., 2008), resulting in concurrent data 

accumulation, processing, and monitoring of spectral quality. 

 

1.11 Aims of the study 
Riding on the tremendous success of ribosome X-ray crystallography since the 

turn of the century, the mechanisms behind the translation process as well as 

the inhibitory mechanism of various ribosome-targeting antibiotics have been 

understood from the atomic structures of ribosomal complexes reconstituted in 

different ways. Of course, cryo-EM and pre-steady-state kinetics also contribute 

significantly to the progress of the field. In particular, the puzzle of translation 

termination in bacteria seems to have been completed by the high-resolution 
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crystal structures of termination complex with either RF1 (Laurberg et al., 

2008, Korostelev et al., 2010) or RF2 (Weixlbaumer et al., 2008, Korostelev et 

al., 2008) bound to their respective cognate stop codons, and the cryo-EM 

structure of the post-termination ribosome bound with RF3 in the GTP form 

(Gao et al., 2007). The only missing piece that remains to be confirmed is the 

exact catalytic mechanism of peptidyl-tRNA hydrolysis. 

eRF1 had been identified and isolated 18 years ago (Frolova et al., 1994). Over 

the years, we have gained a significant amount of knowledge from the crystal 

structure of eRF1 (Song et al., 2000), in vitro reconstitution of termination 

complex, biochemical and genetic studies on a repertoire of eRF1 mutants, etc. 

about the functional motifs of eRF1 as well as the cooperativity between eRF1 

and eRF3. Nevertheless, two key questions still beg for answers: (i) how does 

the omnipotent eRF1 recognize all three stop codons, and (ii) how does eRF3 

enhance the polypeptide release efficiency of eRF1. In spite of the recent report 

of a cryo-EM structure of mammalian pre-termination complex bound with 

eRF1•eRF3, the rather low-resolution model could only provide limited insights 

(Taylor et al., 2012). 

In collaboration with Professor Ludmila Frolova, who could provide support on 

the in vitro reconstitution experiments, we set out to answer the first question 

by a structural approach, i.e. solving the structures of wild type eRF1 N-domain 

and its mutants that exhibit different stop codon selectivity. Since solution 

NMR spectroscopy is a sensitive method to probe molecular interactions, we 

were also studying the potential interactions between N-domain and different 

structural RNAs. In-line with the structural study, we were also developing 
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computer-assisted methodology in biomolecular NMR, hoping to speed up the 

process of structural elucidation. 
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Chapter 2: Materials and Methods 

2.1 Materials and reagents 
Isotope enriched 99% 15N-NH4Cl salts, 99% U-13C-glucose, 99% deuterium 

oxide, and 2,2-dimethyl-2-silapentane-5-sulfonate sodium salts (DSS) were 

purchased from Cambridge Isotope Laboratories, Inc. (Andover, MA USA) and 

ISOTEC of Sigma Aldrich (St. Louis, MO USA). BactoTM Tryptone and 

BactoTM Yeast Extract were purchased from BD (Franklin Lakes, NJ USA). 

Ampicillin sodium salt and Chloramphenicol were purchased from AppliChem 

GmbH (Darmstadt, Germany). Sodium azide, phenylmethanesulfonyl fluoride 

(PMSF) and 4-(2-aminoethyl)benzenesulfonyl fluoride hydrochloride (AEBSF) 

were purchased from Sigma Aldrich (St. Louis, MO USA). 5-ml HisTrap HP 

columns and 5-ml HiTrap Desalting columns were purchased from GE 

Healthcare Life Sciences (Piscataway, NJ USA). Centrifugal filter tubes were 

purchased from EMD Millipore (Billerica, MA USA) and Sartorius AG 

(Göttingen, Germany). Bacteriophage Pf1 was purchased from Hyglos GmbH 

(Bernried, Germany). Paromomycin sulfate salt was purchased from Sigma 

Aldrich (St. Louis, MO USA). Rabbit reticulocyte lysate system (nuclease 

treated) was purchased from Promega (Fitchburg, WI USA). Other analytical 

grade reagents and solvents were purchased from Merck KGaA (Darmstadt, 

Germany), AppliChem GmbH (Darmstadt, Germany), AppliChem Inc. (St. 

Loius, MO USA), and Sigma Aldrich (St. Louis, MO USA). 
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2.2 Sample and dataset for demonstration of targeted 
acquisition 

2.2.1 Apo-CcmE 
Apo-CcmE-His6 (residues 30–159) was expressed and purified as described 

(Enggist et al., 2002). The sample was dialyzed against 300 mM NaCl, 50 mM 

sodium phosphate, pH 7.2, and was subsequently concentrated to 0.5 mM. 

After one-week incubation at 45 ºC, MALDI-TOF spectra showed essentially 

complete removal of the structurally flexible C-terminal fragment (residues 

131–159) and presence of short peptides as degradation products manifested as 

additional small cross-peaks in the [1H,15N]-HSQC spectrum. Thus, in the time 

course typical for NMR measurements, the protein exhibited (i) small deviation 

of chemical shifts in apo-CcmE (L30–H130) lacking C-terminus in comparison 

to the full length construct, (ii) broadening beyond detection of a set of 

resonances located primarily in loop regions, and (iii) emergence of additional 

cross-peaks due to degradation. This sample was judged as a suitable model for 

automatic resonance assignment of a protein on the background of emerging 

artifacts, e.g. degradation products and missing cross-peaks, typically 

encountered in real protein samples. 

 

2.2.2 MDD reconstruction of 3D spectra 
Five triple-resonance spectra commonly used for protein backbone assignment 

were acquired on a Varian Inova 600 MHz spectrometer using the incremental 

non-uniform sampling scheme (INUS) (Jaravine et al., 2006). 25% (for 

HNCACB, HN(CA)CO, and ct-HNCA) or 11% (for HNCO and HN(CO)CA) 

of the regular indirect dimension grid points were sampled using the INUS 

schedule (Table 2.1). The time domain data was converted into the nmrPipe 



35 
 

format (Delaglio et al., 1995) and the directly detected dimension was 

processed in the conventional way. In the indirect dimensions (t1 and t2), NMR 

data were processed using R-MDD (Jaravine et al., 2006) as is implemented in 

the MDDnmr program (Tugarinov et al., 2005). The reconstructed spectra were 

inspected using CARA (cara.nmr.ch). The program MDDnmr is available by a 

direct request to Prof. Vladislav Orekhov or Dr. Victor Jaravine. 

 

Spectrum Acquisition 

time, hours 

Spectral 

width in ω1 

(13C), Hz 

Spectral 

width in ω2 

(15N), Hz 

Number of points 

in regular grid 

Total: 40 t1 (13C) t2 (15N) 

HNCO 5 (11%)* 2100 2500 120 60 

HN(CO)CA 5 (11%) 4527 2500 90 60 

ct-HNCA 10 (25%) 4527 2500 120 60 

HN(CA)CO 10 (25%) 2100 2500 120 60 

HNCACB 10 (25%) 12071 2500 120 60 

*In brackets is percent of acquisition time needed to sample the full regular grid.  

Table 2.1 Details of the set of 3D spectra acquired with incremental non-

uniform sampling scheme (INUS) for MDD reconstruction.   

 

2.2.3 Parameters for AutoLink II  
The automatic backbone resonances assignment program AutoLink II, which 

includes the Psyte module for automatic spin systems identification, can be 

downloaded from http://www.autolink.nmr-software.org/. Under the common 

workflow, Psyte output is fed to the residue specific assignment module of 

AutoLink II. Several control parameters were modified during the process, 

which include the score combination equation (“eq.”), the numbers of links and 

http://www.nmr.ch/
http://www.autolink.nmr-software.org/
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unlinks per round (“#link/r” and “#unlink/r”, respectively), and dynamic 

determinacy bias (“ddb”). Residue specific assignment was completed within 

ten to twenty minutes in the following execution order. Firstly, “eq.” = 

(CA*CB*CO)^0.33, “#link/r” = 1000, “#unlink/r” = 10, “ddb” = 0.5. After that, 

the unassigned spin systems were unlinked, and AutoLink II was executed once 

more with “eq.” = auto, “#link/r” = 3, “#unlink/r” = 2, “ddb” = 1.0. The 

numbers of unlinks per round in the first step was taken as 10% of the numbers 

of amino acids in the protein sequence. This execution scheme is aimed to 

assign spin systems with high confidence level and no ambiguity in the first 

step, followed by more stringent criterion in the second step. Such a scheme 

was able to reduce the amount of calculation time dramatically without 

compromising accuracy of the assignment result. 

 

2.3 Expression plasmids for different constructs of eRF1 
The DNA fragments encoding the wild-type and the Q122FM(Y)F126 mutant of 

N-domain (residues 1-142), the NM-domain (residues 1-275), and the C-

domain (residues 275-437) of human eRF1 with a C-terminal hexahistidine tag 

were cloned into pET23(+) vector (Novagen) under the phage T7 RNA 

polymerase promoter (Kononenko et al., 2008) (courtesy of Prof. Lev Kisselev). 

The K18QK19Q mutant of N-domain was generated by site-directed 

mutagenesis using the KOD DNA polymerase and DpnI protocol with a pair of 

forward (i.e. 5’-GGAGATCTGGAAGATCCAGCAGCTCATTAAGAGC-3’) 

and reverse (i.e. 5’-GCCTCCAAGCTCTTAATGAGCTGCTGGATCTTCC-3’) 

primers.   
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2.4 Expression and purification of protein samples 
Uniformly 13C, 15N-labeled wt N-domain and Q122FM(Y)F126 were expressed in 

E. coli BL21 Rosetta(DE3) or CodonPlus (DE3)-RIL host cells cultured in 

minimal media (M9) utilizing 15NH4Cl (1.0 g/l) and 13C6-glucose (2.0 g/l) as the 

sole nitrogen and carbon sources. Uniformly 2H, 13C, 15N-labeled NM-domain 

was produced using 2H2O (99% d-enrichment) as the solvent. All recombinant 

proteins were purified from cell lysates utilizing a 5-ml HisTrap HP column 

(GE Healthcare), and further purified using three 5-ml HiTrap Desalting 

columns (GE Healthcare) connected in series. NMR samples contained 0.1-1.0 

mM protein in 20 mM MES, 100 mM KCl, 2 mM DTT at pH 6.0. For all 

experiments involving C-domain, 3 mM of β-mercaptoethanol was added to 

prevent oxidation of the cysteine thiol groups. 

 

2.5 NMR spectroscopy 
All NMR spectra were acquired using 600, 700, or 900 MHz Bruker Avance II 

spectrometers. Chemical shifts were referenced to DSS directly for 1H and 

indirectly for 13C and 15N spins. The NMR data were processed using TopSpin 

2.0 (www.bruker-biospin.com) and analyzed using CARA (cara.nmr.ch). 1H, 

15N, and 13C resonances of wt N-domain, Q122FM(Y)F126, and NM-domain 

were assigned using 3D TROSY-HNCA and TROSY-HNCACB. Side-chain 1H 

and 13C were assigned using iterative analysis of the 3D 15N-NOESY-HSQC 

and 13C-NOESY-HMQC spectra coupled with structure calculations. The 

assignment process was facilitated by comparison with chemical shifts 

deposited in the Biological Magnetic Resonance Data Bank 

(www.bmrb.wisc.edu) for individual domains (Oda et al., 2004, Ivanova et al., 

http://www.nmr.ch/


38 
 

2006, Mantsyzov et al., 2007). Reverse labeling of phenylalanine (Kelly et al., 

1999) and the dual amino acid-selective 13C-15N labeling technique (Yabuki et 

al., 1998) were employed to resolve ambiguous assignments in  Q122FM(Y)F126. 

Residual dipolar couplings of wt N-domain and Q122FM(Y)F126 were abstracted 

from the chemical shifts of TROSY and anti-TROSY cross-peaks in isotropic 

and anisotropic solvent conditions, respectively. Partial alignment of the 

proteins was induced by addition of 10 mg/ml bacteriophage Pf1 (Hyglos 

GmbH). The axiality and rhombicity of the alignment tensor were calculated 

using PALES (Zweckstetter, 2008). Transverse relaxation time T2 was obtained 

from the measurements with eight relaxation delays, i.e. 12.5, 25, 50, 62.5, 87.5, 

112.5, 156.25, and 200 ms. The spectra measuring 1H–15N NOE were acquired 

with a 2-s relaxation delay, followed by a 3-s period of proton saturation. In the 

absence of proton saturation, the spectra were recorded with a relaxation delay 

of 5 s. The exponential curve fitting and data analysis were carried out using 

Origin 8 (Origin Lab). 

 

2.6 Structure calculations 
NOE distance restraints for the calculated structures of wt N-domain and 

Q122FM(Y)F126 were obtained from 15N-NOESY-HSQC and 13C-NOESY-

HMQC spectra, respectively. Backbone dihedral angle restraints (i.e. φ and ψ) 

were derived from the backbone 13C’, 13Cα, 13Cβ, 1Hα, 1Hβ chemical shift values 

using TALOS (Cornilescu et al., 1999). Structure calculations were performed 

using CYANA 3.0 (Guntert et al., 1997, Herrmann et al., 2002b) and visualized 

using MOLMOL (Koradi et al., 1996) and PyMOL (Delano Scientific). Quality 

of the final structures was assessed using PROCHECK-NMR (Laskowski et al., 
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1996). The homology models of the N-domains of Euplotes aediculatus and 

Stylonychia mytilus were calculated by the I-TASSER server (Roy et al., 2010, 

Zhang, 2008). The Template Modeling (TM)-score of both models as compared 

to the structure of wt N-domain were calculated by the TM-align server (Zhang 

and Skolnick, 2005). 

 

2.7 NMR structural characterization of RNA 
All of the synthesized RNA oligonucleotides were purchased from 1st BASE 

(Singapore). The lyophilized RNA oligonucleotides were dissolved in 

diethylpyrocarbonate (DEPC)-treated water, and diluted into the NMR buffer 

supplemented with 2-5 mM MgCl2. The RNA samples were incubated at 80 °C 

for two minutes followed by cooling to room temperature. Chemical shift 

assignments of 1H from the nucleobases of 15-mer-UAA were based on the 

standard 2D NOESY (mixing time of 350 ms), DQF-COSY, and natural 

abundance 13C-HSQC all acquired at 25°C, as well as 15N-SOFAST-HMQC 

(Schanda et al., 2005) without 15N-decoupling measured at 20°C. Assignments 

of 1H from the other RNA constructs were based on their respective 2D 

NOESY spectra. H1’ protons were only partially assigned. 1D 31P-spectra with 

1H-decoupling were used to distinguish between double-stranded helical and 

stem-loop structures. In the N-domain/RNA titration experiments, the 1H 

resonances of RNA were monitored as a function of added 13C, 15N-labeled wt 

N-domain to RNA, and vice versa. Suppression of 1H resonances stemming 

from 13C, 15N-labeled protein was achieved using J-coupling filter followed by 

gradient purge. Chemical shift perturbations were calculated by CSP = √ 

{(ΔδH)2 + (0.14×ΔδN)2}. The binding affinity can be estimated from the CSP 
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values either using the Scatchard plot method (Fielding, 2003), or by curve 

fitting to CSP = CSPmax / (2[P]) × ([L] + [P] + Kd − √{([L] + [P] + Kd)2 – 

4[L][P]}), where [L] and [P] are total concentrations of ligand and protein, 

respectively. 

 

2.8 In vitro RF activity assay of chimeric eRF1s 
Cloning and point mutagenesis of chimeric Euplotes aediculatus/human and 

Stylonychia mytilus/human eRF1 genes, expression and purification of chimeric 

eRF1 proteins were described (Lekomtsev et al., 2007, Eliseev et al., 2010). 

The eRF1 activity was measured in an in vitro system suggested by Caskey et 

al. (Caskey et al., 1974). Rabbit reticulocyte ribosomes were isolated and 

purified as described (Seit-Nebi et al., 2002). These experiments were 

performed by the group of Prof. Ludmila Frolova. 
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Chapter 3: Automatic Assignment of Protein Backbone 
Resonances from Nonlinear Sampled NMR Data 

3.1 Abstract 
A major advancement in biomolecular NMR would be the acquisition of 

sufficient data in the shortest time possible. Fast NMR technique will be useful 

to tackle problems like unstable sample and allow a more extensive set of 

experiments to be measured within certain time constraint. Multidimensional 

decomposition (MDD) is an algorithm to reconstruct spectra from nonlinear 

and sparsely sampled data, opening an avenue for minimal data acquisition time 

(Orekhov et al., 2003, Tugarinov et al., 2005, Jaravine et al., 2006). AutoLink is 

a robust algorithm for automatic sequential resonance assignment of 

biopolymers based on the idea of relative hypothesis prioritization (Masse and 

Keller, 2005). By combining both algorithms, we proposed the method of 

targeted acquisition of NMR data that is dynamically controlled by the 

completeness of automatic backbone resonances assignment. As demonstrated 

using the 12 kDa heme chaperone protein CcmE, 90 and 98% of manually 

assignable resonances were automatically assigned within 10 and 40 hours of 

nonlinear sampling of five 3D NMR spectra, respectively. This study shows 

that automatic resonance assignment might serve as a guiding criterion for 

optimal run-time allocation of NMR resources. 

 

3.2 Psyte and AutoLink II programs 
We introduce Psyte, a new module of the program AutoLink II, to work with the 

semi-automated resonance assignment program CARA. Both Psyte and 

AutoLink II are written by Dr. James Masse in Lua programming language. A 

schematic diagram and description of the algorithm are provided in Appendix A. 
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In brief, Psyte is developed for the recognition of spin systems within 

multidimensional NMR spectra. The module combines expert knowledge, 

systematic rules, and competition-based (non-monotonic) decision-making 

processes in order to group chemical shifts extracted from spectra into spin 

systems. Psyte resolves spectral overlap by deconvolution of peak models 

derived directly from the NMR spectra, but does not require any well-resolved 

peak to derive its models as is implemented in XEASY (Bartels et al., 1995). 

Additionally, Psyte cross compares spectra in order to validate decisions made 

on individual spectrum. The generated spin system grouping hypotheses are 

verified by establishing recursion loops to the spectral intensities. 

Psyte successfully removes most spectral artifacts. The program’s artifact 

detectors can be divided into two main categories, specific and non-specific. 

Specific artifact recognizers are designed to identify artifacts of a known type, 

e.g. due to truncation of time-domain signal, presence of strong solvent 

resonance, etc. The non-specific artifact detectors recognize artifacts by 

comparing the observed peaks against the program’s “expert knowledge” of 

what the spectra are supposed to look like. These non-specific artifact 

recognizers rate NMR spectra according to Psyte’s cognitive understanding of 

what their data and artifact content are and adjust the spectrum interpretation 

accordingly. 

Due to the fact that the results of its analysis are spin systems rather than purely 

ungrouped peaks, Psyte’s output is served as input for the downstream 

resonance assignment programs like AutoLink II. For the most difficult cases, 

Psyte has been designed such that it can work iteratively with a user and 

account for user modifications to the CARA repository, so that a spectroscopist 
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can help the program in its analysis if cases are found where the program is 

prone to error. 

 

3.3 Targeted time domain data acquisition and MDD 
reconstruction 
An apo form of medium-sized protein apo-CcmE (Enggist et al., 2002) was 

used in course of the analysis. A fingerprint 2D [1H-15N]-projection of 3D 

HNCO spectrum reconstructed from 11% of sampling shows the majority of 

previously assigned resonances as well as missing and spurious cross-peaks 

(Figure 3.1). Five triple resonance spectra typically employed for backbone 

resonance assignment were measured using INUS schemes (Jaravine et al., 

2006) with maximum numbers of sampled t1 and t2 hyper-complex time domain 

points in 3D spectra reaching 11% or 25% of the regular grid (see details in 

Table 1 in Chapter 2). In order to simulate run-time progression in the 

acquisition of NMR signal, MDD reconstructions were performed using 

selected quartets of 1D FIDs representing hyper-complex data points in t1 and t2 

extracted in accordance with an INUS schedule from the pre-recorded 11% and 

25% sampled INUS datasets. Therefore, we obtained 16 time-snapshots of the 

complete dataset available at 1.5 hours, 3 hours, 4.5 hours, and so on, after the 

start of acquisition. Analysis presented here in Chapter 3 was performed on five 

out of the 16 snapshots, i.e. 1.4, 2.8, 4.1, 5.5, and 11% for HNCO and 

HN(CO)CA, and 3.1, 6.3, 9.4, 12.5, and 25% for ct-HNCA, HN(CA)CO, and 

HNCACB. 
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Figure 3.1 Assignment of the backbone amide chemical shifts of apo-CcmE. 

(A) [1H-15N]-projection of the 3D HNCO spectrum reconstructed from 11% of 

time domain data (see Table 1 in Chapter 2). (B) Inset of (A). All cross-peaks 

are marked by blue crosses, while those that are present in the reference HSQC 

spectrum but are not detected in the MDD-reconstructed spectra are indicated 

by magenta italics. Residues of which ambiguous assignment was obtained 

from Psyte/AutoLink II are indicated by asterisk. Cross-peaks due to 

degradation fragments are marked by “^”. 

 

Figure 3.2 (A) shows the numbers of cross-peaks identified in the individual 

MDD-reconstructed spectra as a function of the progressively sampled grid. 

Direct inspection shows that HNCO and HN(CO)CA experiments have reached 

the targeted numbers of cross-peaks after sampling of ca. 8% of the grid, and 

hence, can be dropped from the acquisition schedule, dedicating the 

spectrometer resources to other more demanding experiments. For a closer look 

into the resolution and sensitivity of the resonance peaks in the 13C-dimension 

of the MDD-reconstructed spectra, resonances of residue E105 in HNCACB, 

HN(CA)CO, and HNCO spectra are shown as an example (Figure 3.2, C, D, 

and E). As is expected in MDD reconstruction, the peak position and the line-

width remained constant with the progression of data sampling, while gradual 
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gain of spectral sensitivity occurred as the sampling level increased. That 

means a certain minimal percentage of data sampling is required for a given 

resonance peak to appear in the spectrum. 

 

 

Figure 3.2 Progressive increase of S/N ratio and chemical shift precision in 

MDD-reconstructed spectra with increasing percentage of sampling. (A) 

The numbers of cross-peaks identified in the MDD-reconstructed 3D spectra 

versus fraction of sampled time domain. In this representation, the 100% 

corresponds to the number of sampled points spanning the full regular grid (see 

Table 1 in Chapter 2). (B) The precision of identified cross-peak positions 

versus fraction of sampled time domain. 1D traces along the 13C-dimension of 

(C) HNCACB, (D) HN(CA)CO, and (E) HNCO spectra taken at δ15N = 122.69 
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ppm and δ1H = 8.54 ppm (i.e. residue E105) at various percentage of sampled 

time domain relative to the full grid. The arrow in (D) indicates the position of 

an expected inter-residual cross-peak still absent in HN(CA)CO spectrum 

sampled at 25% of the full grid. 

 

3.4 Automatic determination of spin systems by Psyte 
In the first step, Psyte groups resonances detected in a set of 3D heteronuclear 

spectra into spin systems. Due to the complexity inherent to multidimensional 

spectra reconstructed from sparse data, the spin systems obtained do not always 

correspond exactly to those typically identified by a spectroscopist. In the case 

of apo-CcmE, some extra spin systems were created from ambiguous regions in 

the spectra that contain only artifact resonances, and they were generally 

deficient in the relevant spins. Nonetheless, these spurious spin systems had 

rarely been assigned to the amino acid sequence by downstream logic in 

AutoLink II, owing to their low link hypothesis scores and competition against 

link hypotheses involving only real spin systems. 

The amount of information directed to AutoLink II for residue specific 

assignment in the form of spin systems created by Psyte is dependent on 

different combinations of MDD-reconstructed spectra (Figure 3.3). 

Progressively sampled spectra, according to the corresponding percentage of 

sampling as indicated in Figure 3.2, were assembled into 13 sets forming three 

characteristic groups. Inspection of the identified spin systems in the first group 

(sets 1-6) indicates that for all reasonably high levels of data sampling, the 

numbers of created spin systems remain approximately constant (i.e. between 

90 and 110) with the tendency of abstracting more spin systems from better 

sampled spectra. The fact that more noisy spectra do not result in higher 
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numbers of spin systems created demonstrates the high tolerance of Psyte’s 

algorithm to presence of noise and spectral artifacts. 

 

 

Figure 3.3 Analysis of automatic determination of spins and spin systems 

by Psyte. The numbers of spin systems (horizontal bars) and the numbers of the 

respective spins (colored lines) identified in 13 sets of MDD-reconstructed 3D 

spectra. The percentage of data sampling of each individual spectrum in the set 

is indicated by vertical full bars. In set 1, the full bars correspond to HNCACB 

(25%), ct-HNCA (25%), HN(CO)CA (11%), HN(CA)CO (25%), and HNCO 

(11%). In set 10, 148 spins systems were determined. Set 5 marked by asterisk 

contains HNCO sampled at 2.8% and HN(CA)CO sampled at 25% of the full 

time domain grid. 

 

It is noteworthy that at the very low level of sampling represented by set 6 (i.e. 

3.1% for HNCACB, HN(CA)CO, and ct-HNCA; 1.4% for HNCO and 

HN(CO)CA), significantly higher number of spurious spin systems can be 



48 
 

picked with reduced total numbers of Cα/Cα-1, and C’ spins. We identified the 

generally reduced S/N ratio in HN(CA)CO spectrum as the cause for this 

behavior of the algorithm. A selective increase in the sampling level of only 

this spectrum (set 5) drives the numbers of identified spins and spin systems 

closer to optimum found in sets 1-3. Therefore, besides reaching a minimal 

sampling level for all spectra (ca. above 6%), some individual spectra with low 

sensitivity must be preferentially sampled for larger proportion of time domain 

data, in order to remove or alleviate spin system abstraction “bottlenecks”. 

Based on this observation, a readjustment of the general sampling scheme can 

be performed (see Discussion in Chapter 3). 

 

3.5 Advancement of Psyte over threshold filtering 
Here we demonstrated the shortcoming of linear threshold-based peak-picking 

in spins abstraction from MDD-reconstructed spectra. We utilized a standard 

2D- and 3D-picker for CARA on a series of HNCACB spectra. The 3D-picker 

requires prior determination of the amide groups from [1H-15N]-projection of 

the triple resonance spectrum. Clearly, the numbers of amide groups and peaks 

abstracted by the 2D- and 3D-picker, respectively, are dependent on the 

respective threshold values for both 2D and 3D spectra (Figure 3.4, A and B). 

As the thresholds increase, false peaks are being excluded and the numbers of 

amide group and peaks drop exponentially. However, the optimal numbers of 

amide groups and peaks do not fall on the curves where threshold values are 

sufficiently high. Using the HNCACB spectrum reconstructed from 25% of 

data sampling as an example, we found that threshold values of 80 and 20,000 

for 2D and 3D, respectively, were optimal to abstract a reasonably good but not 
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error-free set of spin systems (Figure 3.4, C). Upon inspection of the spin 

system list, three spin systems were picked from high-amplitude noise and eight 

spin systems that are assignable by Psyte/AutoLink II were missed (i.e. E55, 

Q58, R61, V66, S70, I84, V91, and D92). The missing of R61 is caused by the 

inability of the 2D-picker to discern spin systems with very close 15N chemical 

shifts. On the other hand, Psyte was able to tackle such situation (Figure 3.4, D). 

The example shows overlap of peaks between I98 (broadened) and R61 (low 

amplitude). Even though there are four positive peaks in the 13C-dimension of 

H/N 46, the standard 2D- and 3D-picker identified them as spins from a single 

spin system. Therefore, the outcome of automatic peak-picking based on linear 

threshold filtering is challenged by the dynamic range of the spectrum. 

 

 

Figure 3.4 Performance of 2D- and 3D-picker based on threshold filtering. 

(A) The numbers of backbone amides identified from HNCACB spectra of 

various sampling levels versus the intensity thresholds set in the 2D-picker. 81 
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backbone amides were picked when the threshold was set to 80. (B) The total 

numbers of peaks identified from HNCACB spectra of various sampling levels 

versus the intensity thresholds set in the 3D-picker. 166 peaks were picked 

when the threshold was set to 80 and 20,000 for 2D- and 3D-picker, 

respectively. (C) From the list of 166 spins being picked, the numbers of spin 

systems which falls into categories of different numbers of spins within every 

spin system is shown. 54 spin systems contain two spins each (i.e. Cα and Cα-1) 

and nine spin systems contain one spin each. This list was deemed reasonably 

close to the optimal upon direct inspection. (D) From the list of spin systems 

mentioned in (C), a single spin system (i.e. H/N 46) was determined using the 

standard 2D- and 3D-picker, while there were in fact two resolved spin systems, 

which were correctly picked up and assigned by Psyte/AutoLink II as residues 

I98 and R61. 

 

3.6 Consistency of residue specific assignment by AutoLink II  
Residue specific assignment was achieved by AutoLink II using the amino acid 

sequence of apo-CcmE (L30-H130) and the spin systems identified by Psyte as 

the input to the automatic assignment module. Due to the random nature of the 

order of generated hypothesis on spin system groupings, slightly different lists 

of spin systems were generated even for small variation of control parameters. 

This variability of spin system determination is subsequently propagated to 

variations in residue specific assignment (Figure 3.5), which are typically found 

for residues with low spectral S/N ratio such as residues R59 and R73 (Figure 

3.1). There are instances where slightly different chemical shifts were assigned 

to the same spin, to variable extent between different spins. Therefore, several 

lists of spin systems were generated using the same set of spectra followed by 

separate attempts of residue specific assignment (Figure 3.5). The discrepancies 

in the assignment between the two (or more) spin systems lists helped to isolate 
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problematic residues and regions in the spectra, thus allowing spectroscopists to 

either spot the wrong assignments (e.g. R59), or assign more residues after 

manually inspecting the relevant spin systems and cross-peaks in the spectra 

(e.g. D35). This logic can be implemented in the future development of 

AutoLink II. In addition, Psyte can also be tweaked to minimize the variability 

in spin system determination in such a way that optimizes the outcome of 

Psyte/AutoLink II.    

 

 

Figure 3.5 Overview of residue specific assignment of backbone resonances 

by Psyte/AutoLink II. Two spin systems lists (SL) determined in separate 

executions of Psyte using 25% and 11% INUS sampled spectra (see Table 1 in 

Chapter 2). The AutoLink sequence fit score (Masse and Keller, 2005) of 

individual residue is represented by the following color scheme: 0.81-1.00 

(blue), 0.71-0.80 (green), 0.61-0.70 (yellow), and 0.60 and below (red). Cross 

(X) represents wrong assignment as compared to the reference manual 

assignment (Enggist et al., 2002). The asterisk (*) indicates discrepancy in 

resonance assignment between SL1 and SL2 (e.g. R59 and D35). After manual 

inspection (MI) of identified spin systems in Psyte output, these discrepancies 

can be resolved resulting in the final accurate assignment colored turquoise. 
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The numbers of inter-residue matches of Cα-1/Cα, Cβ-1/Cβ, and C’-1/C’ 

chemical shifts are listed below the amino acid sequence representing the 

availability of connectivity information within the assigned spin systems in SL1 

and SL2. Residues in magenta italics are designated as ‘not-assignable’, due to 

fact that they are either proline residues or the corresponding cross-peaks are 

broadened beyond detection in all MDD-reconstructed 3D spectra. 

 

AutoLink II provides a graphical output of assigned residues as well as statistics 

associated with the quality of assignment as described previously (Masse and 

Keller, 2005). The sequence fit scores of the automatically achieved assignment 

show that almost all assigned chemical shifts score higher than 0.80 due to 

generally good spectral S/N ratio (Figure 3.5). Even though the wrong 

assignments in this particular instance could be identified by their low sequence 

fit scores (i.e. R59 in SL1, and E49 and T50 in SL2), such benchmark was not 

applicable for the sets of spectra with lower levels of data sampling as much 

more ambiguity were abound. In those cases, consistency of residue specific 

assignment between two spin systems lists was employed as the benchmark 

(Figure 3.7). 

 

3.7 Robustness of AutoLink II in residue specific assignment 
AutoLink II had demonstrated its robustness in several difficult cases. The peak 

position of Cα-1 of G108 assigned by Psyte in SL1 was slightly off-center and 

did not match well with that of Cα of Q107, as shown by the extremely low 

sequence fit score (Figure 3.5). Nonetheless, the assignment was correctly 

judged by AutoLink II since it was supported by other link hypothesis and did 

not result in violation of the overall assignment result. In general, assignment of 
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the various spectral features due to MDD reconstruction artifacts to the amino 

acid sequence was never observed. Furthermore, resonances due to degradation 

products (Figure 3.1) were also not assigned by AutoLink II. Although the 

assignments of residues D35, R73, and D74 were problematic as the resonances 

of L36 and R73 had been broadened to great extent (Figure 3.1), yet they were 

correctly assigned by AutoLink II in SL1 and SL2, respectively. 
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Figure 3.6 Assignment of R73 and D74 with limited information. 2D 

contour plot strips and the corresponding 1D traces along the 13C-dimension of 

MDD-reconstructed spectra of (A) HNCACB, (B) ct-HNCA, (C) HN(CO)CA, 
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(D) HN(CA)CO, and (E) HNCO for residues Q72, R73, and D74 taken at their 

respective δ15N and δ1H. Resonances of R73 in both ct-HNCA and HN(CA)CO 

were not observable at all. 

 

The capability of Psyte/AutoLink II to assign R73 and D74 from the five spectra 

in set 1 (i.e. 25% for HNCACB, ct-HNCA, and HN(CA)CO, and 11% for 

HN(CO)CA and HNCO) illustrates the robustness of the algorithm emulating 

expert reasoning as well as the implementation of targeted acquisition of 

multiple spectra, in dealing with seriously broadened resonances and 

degenerated chemical shifts (Figure 3.6). The identity of the degenerated Cα 

and Cα-1 resonances of R73 could be deduced from the HNCACB and 

HN(CO)CA spectra, even though the resonances had disappeared completely in 

the ct-HNCA spectrum (Figure 3.6, A, B, and C). Similarly, the C’ and C’-1 

resonances of R73 were completely lost in the HN(CA)CO spectrum (Figure 

3.6, D). Given the limited information (i.e. without the Cα connectivity and the 

C’ chemical shift of R73), the assignment of both R73 and D74 was still 

achievable in SL2. 

 

3.8 Completeness of residue specific assignment for targeted 
acquisition   
Our aim is to achieve real-time targeted acquisition of NMR data assisted by 

automatic assignment of protein backbone resonances. Feasibility of real-time 

targeted acquisition scheme applicable to proteins prone to degradation was 

tested off-line by attempting automatic resonance assignment using pre-

recorded and MDD-reconstructed spectra at various percentages of time domain 
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sampling (i.e. sets 1 to 13 in Figures 3.3 and 3.7). This bootstrapping approach 

was used to explore robustness of the process and to define how much data is 

needed to reach the target as it allows to consider many scenarios, which 

otherwise would require real-time recording of all of them, which is technically 

hard taking into account fast degradation of the protein sample. After a suitable 

schedule of acquisition and assignment has been established, we simulated real-

time coupling of data acquisition and automatic assignment. The results show 

that the real-time control is computationally feasible with metric time needed to 

reconstruct the corresponding 3D spectra using a Linux station equipped with 

four central processing units always not exceeding about half of NMR 

spectrometer acquisition time needed to partially and simultaneously sample the 

five 3D spectra. Every assignment attempt takes one to two hours depending on 

the convergence properties of the problem at hand, and typically runs in parallel 

with MDD reconstructions, each on a separate central processing unit node. 
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Figure 3.7 Completeness of residue specific assignment by Psyte/AutoLink 

II is restricted by spectrum with low S/N ratio. The numbers of consistently 

assigned residues (blue), the maximum numbers of wrong assignments (red), 

and the total numbers of assigned residues after manual inspection of identified 

spin systems in Psyte output (turquoise) achieved in 13 different sets of MDD-

reconstructed spectra at various levels of data sampling (same as in Figure 3.3). 

Set 5 marked by asterisk contains HNCO spectrum sampled at 2.8% and 

HN(CA)CO spectrum sampled at 25% of the full grid. For set 6 marked by “^”, 

no correct assignment is achieved. 

 

Contribution of individual spectrum to the overall assignment result was 

investigated by fixing the level of data sampling for HNCACB, ct-HNCA, and 

HN(CO)CA spectra, while reducing that for HNCO and HN(CA)CO spectra 

progressively (i.e. sets 7 to 10), and vice versa (i.e. sets 11 to 13) (Figure 3.7). 

The group with fixed levels of data sampling for HNCO and HN(CA)CO 
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spectra (i.e. sets 11 to 13) clearly outperformed the other group (i.e. sets 7 to 9). 

This indicates that the percentage of data from which HNCO and HN(CA)CO 

spectra were reconstructed could restrict the completeness of assignment, and 

hence, representing the “assignment bottleneck”. In fact, the most significant 

limiting factor found in this study was the quality of HN(CA)CO spectra – a 

case which can be justified by the drastic improvement in assignment 

completeness of set 5 over that of set 4 (Figure 3.7). Therefore, the percentage 

of time domain sampling of individual spectrum should be guided by the 

inherent relative sensitivity of the respective NMR experiments. Upon closer 

inspection, we have also found that ct-HNCA and HNCACB spectra are 

complementing each other to provide adequate Cα connectivity information 

even at situations with very low S/N ratio in the spectra reconstructed from very 

low percentage of data sampling (i.e. sets 11 to 13). 

 

3.9 Discussion 
We have developed a method of automatic resonance assignment process with 

Psyte/AutoLink II to handle specific problems arising in real-time automatic 

analysis of NMR data (Fiorito et al., 2006). The complexity of the problem has 

been effectively reduced by the introduction of two levels of analysis. First, 

Psyte sorts out variations of chemical shifts among the 3D spectra and 

determines a single representative spin system list. At the second level, Autolink 

II attempts to assign the backbone resonances to the amino acid sequence while 

simultaneously identifying spin systems that may arise from artifacts and 

degradation products. In order to systematically explore limits of applicability 

and robustness of such a combination as well as for the purpose of establishing 
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an optimal schedule of data acquisition, this method was applied to the apo 

form of medium-sized protein apo-CcmE, of which exhaustively analyzed 

multidimensional NMR spectra and 3D structure are available (Enggist et al., 

2002). We find this protein a relevant model since the NMR spectra of this 

protein, in addition to a set of resonances stemming from the structurally 

defined core, feature signals from identifiable degradation products as well as 

resonances broadened by conformational exchange located in loops and 

flanking regions. Overall, 83 1H-15N cross-peaks were identified as assignable 

(among which five exhibiting significantly reduced intensity), 11 were assigned 

to proteolytic degradation fragments showing reduced intensity in all connected 

spin systems and 13 backbone resonances were broadened beyond detection 

(Figure 3.1). We demonstrated that in the absence of human intervention and 

with the use of the optimal spectrum sampling scheme, 95% of the assignable 

resonances can be stably assigned. 

Previously the number of cross-peaks picked from reconstructed spectra was set 

as target for data acquisition (Jaravine et al., 2006). This acquisition termination 

criterion is shown to be sufficient for chemically stable proteins with 

homogenous distribution of cross-peak intensities throughout the amino acid 

sequence. However, the application of a spectrum-wide global noise threshold 

(as implemented in most standard peak-pickers) on spectra from degrading 

proteins might result in missing assignments, especially at lower sampling 

levels. This is due to the presence of low intensity resonances stemming from 

dynamic regions of protein, which could be missed by threshold filtering, as 

well as the presence of low molecular weight degradation products giving rise 

to spurious cross-peaks. In addition, the noise in the MDD-reconstructed 
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spectra is not anymore uniformly distributed throughout the spectrum, but 

rather appears in bands centered at 1H and 15N resonances along indirectly 

detected dimensions (Figure 3.8). On this basis, an appropriate estimate of the 

spectrum-wide threshold value becomes difficult to obtain (Figure 3.4). 

 

 

Figure 3.8 Noise band in a MDD-reconstructed spectrum. [1H,13C]-plane at 

δ15N = 120.761 ppm of HNCACB spectrum reconstructed from 25% of the full 

time domain grid. 

 

The critical novelty in our current approach is to replace linear threshold-based 

peak picking with hypothesis-driven recursive construction of spin systems. We 
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note that the use of previous implementations of AutoLink required manual 

grouping of peaks from several peak-lists into a single list of spin systems, 

which is deemed impossible in a real-time data acquisition. In essence, reliable 

and complete identification of cross-peaks requires a priori knowledge of 

expected signals together with extensive noise filtering procedures 

implemented in the module Psyte. This observation led us to conclude that 

simple abstraction of complex spectrum to a list of cross-peaks might suffer 

from inherent inability to correctly decompose peak clusters in the absence of 

higher order analysis information (Figure 3.4, D). 

In conclusion, our method provides a flexible criterion to optimally allocate 

NMR resources, based on the completeness and accuracy of achievable 

assignment as well as the level of protein degradation. Since degradation of 

biomolecules might limit the accumulation of spectral S/N ratio with the overall 

NMR time invested, devising optimal strategies to guide data acquisition 

represents a new and important avenue in the field of automation of NMR 

structure determination. 
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Chapter 4: Selectivity of Stop Codon Recognition is 
Modulated by Multiple Conformations of GTS Loop in eRF1 

4.1 Abstract 
A mutant of human eRF1 with four amino acid substitutions in N-domain (i.e. 

T122Q, S123F, L124M, and L126F), corresponding to eRF1 of Stylonychia (a 

genus of ciliate) with UGA as its only stop codon (Figure 4.7), was shown to 

exhibit strong UGA unipotency (Lekomtsev et al., 2007). To understand the 

structural effect of the quadruple mutations that lead to unipotency for UGA in 

the mutant eRF1, we determined the solution structures of wild-type (wt) N-

domain and the UGA-unipotent mutant (denoted as Q122FM(Y)F126 henceforth), 

and compared them with the corresponding crystal structure of N-domain in 

full-length human eRF1 (Song et al., 2000). We found that those point 

mutations, while preserving the global structure of N-domain, perturb the 

hydrophobic core of N-domain and alter conformation of the strictly conserved 

GTS loop (residues 31 to 33) remote from the mutation sites. These results 

indicate that switching between omnipotency and unipotency of eRF1 may be 

modulated by distinct conformations of the GTS loop. Furthermore, the GTS 

loop is also a more dynamic part of N-domain on pico- to nanosecond timescale, 

suggesting it as a potential ligand binding site. 

 

4.2 The solution structures of wt N-domain and Q122FM(Y)F126 
The solution structures of both wt N-domain and Q122FM(Y)F126 were solved 

by NOE-derived distance restraints, and verified against measured residual 

dipolar couplings (RDCs) (courtesy of Dr. Li Yan and Ms. Shubhadra Pillay). 

The structure determination statistics of wt N-domain and Q122FM(Y)F126 are 

reported in Tables 4.1 and 4.2, respectively. As expected, the NMR solution 
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structure of wt N-domain matches closely with the crystal structure of N-

domain in full-length eRF1 (Figure 4.1). The only observed significant 

deviations are positioning of the N-terminal part of helix α3 and conformation 

of the GTS loop. 

 

 

Figure 4.1 Comparison between crystal and solution structures of wt N-

domain. (A) The ensemble of 20 lowest energy NMR structures of wt N-

domain. (B) Superposition of the crystal structure (green) (PDB ID: 1DT9) and 

the solution structure (yellow) of wt N-domain. 

 

NOE restraints 

 Total unambiguous distance restraints  2139 

 Intra-residual      616 

 Sequential (| i – j | = 1)    622 

 Short-range (| i – j | ≤ 1)    1238 

 Medium (2 ≤ | i – j | ≤ 4)    418 
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 Long-range (| i – j | ≥ 5)    483  
    

Hydrogen bond restraints     77 

RMSD from the average atomic coordinates (residues 6-140, Å) 

 Backbone atoms     0.78 ± 0.18 

 All heavy atoms     1.14 ± 0.16 

Ramachandran analysis (%) 

 Residues in most favored regions   66.9 

 Residues in additional allowed regions  27.2 

 Residues in generously allowed regions  5.8 

Residues in disallowed regions   0.1 

Table 4.1 Structural statistics for the final 20 conformers of wt N-domain. 

None of the structures exhibits distance violations greater than 0.2 Å or dihedral 

angle violations greater than 5°. 

 

NOE restraints 

 Total unambiguous distance restraints  3081 

 Intra-residual      824 

 Sequential (| i – j | = 1)    715 

 Short-range (| i – j | ≤ 1)    1539 

 Medium (2 ≤ | i – j | ≤ 4)    619 

 Long-range (| i – j | ≥ 5)    923 

Dihedral angle restraints     256 

Hydrogen bond restraints     75 

RMSD from the average atomic coordinates (residues 6-140, Å) 

 Backbone atoms     0.26 ± 0.05 

 All heavy atoms     0.68 ± 0.03 

Ramachandran analysis (%) 

 Residues in most favored regions   81.3 
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 Residues in additional allowed regions  18.7 

 Residues in generously allowed regions  0.0 

Residues in disallowed regions   0.0 

Table 4.2 Structural statistics for the final 20 conformers of Q122FM(Y)F126. 

None of the structures exhibits distance violations greater than 0.2 Å or dihedral 

angle violations greater than 2°. 

 

4.3 The GTS loop adopts distinct conformations in wt N-domain 
and Q122FM(Y)F126 
The global structure of Q122FM(Y)F126 is well superimposable with wt N-

domain (Figure 4.2). Their structural differences are confined to β-strand β4 

that contains the quadruple point mutations, as well as the GTS loop. Likewise, 

helix α3 of Q122FM(Y)F126 is also repositioned relative to wt N-domain (Figure 

4.2). Although the point mutations are spatially remote from the GTS loop, 

structural alteration that occurred to the GTS loop in Q122FM(Y)F126 is evident 

from the difference in amide chemical shift for the GTS loop and several other 

nearby residues including C97 and T99 (Figure 4.3, A and B). Furthermore, 

different GTS loop conformations are also confirmed by clear differences in the 

NOEs patterns between wt N-domain and Q122FM(Y)F126 (Figure 4.3, C). 
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Figure 4.2 Structural comparison between Q122FM(Y)F126 and wt N-

domain. (A) The ensemble of 20 lowest energy NMR structures of 

Q122FM(Y)F126. (B) Superposition of the solution structures of wt N-domain 

(green) and Q122FM(Y)F126 (blue), and the regions that are structurally distinct 

are labeled and highlighted in cyan (wt N-domain) and magenta 

(Q122FM(Y)F126). (C) Structure of wt N-domain showing the side-chains from 

the GTS loop and β1 (blue), β4 (cyan), α2 and the NIKS loop (orange), and α3 

(yellow). (D) Structure of Q122FM(Y)F126 showing the side-chains from the 

GTS loop and β1 (pink), β4 (magenta), α2 and the NIKS loop (orange), and α3 

(yellow). 
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The alternative conformation of the GTS loop in Q122FM(Y)F126 is maintained 

via an intricate propagation of hydrogen bonding perturbations from the 

mutation sites situated at the beginning of β-strand β4 that constitutes the 

hydrophobic core of N-domain (Figure 4.2). In wt N-domain, this β-strand 

forms a well-defined network of hydrogen bonds with the adjacent β-strand 

starting from L124 to D128, as seen from the alternating directions of the side-

chains in consecutive residues. In Q122FM(Y)F126, the regular hydrogen-

bonding network is disrupted starting from M124. Mutation L126F is critical 

for breaking the regularity, since the phenylalanine aromatic ring is found 

flipped to the opposite side of β-strand β4 relative to the side-chain position of 

L126, thus inflicting positional change of C127. As the side-chain of C127 is 

moved away from the hydrophobic core formed between the central β-sheet, 

helix α2, and helix α3 (Figure 4.4), the N-terminal part of helix α3 is 

repositioned closer to the GTS loop (Figure 4.2). The phenylalanine 

substitution at position 126 in three of the ciliates that are unipotent for UGA 

suggests that similar structural features may have causal effect on the UGA 

unipotency in those organisms (Figure 4.7). Nevertheless, the structural 

alteration in Q122FM(Y)F126 is likely to be an additive effect from all of the four 

point mutations (Lekomtsev et al., 2007). 
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Figure 4.3 Distinct conformations of the GTS loop in wt N-domain and 

Q122FM(Y)F126. (A) Difference in amide chemical shift (ΔδNH = √ {(ΔδH)2 + 

(0.14×ΔδN)2}) between wt N-domain and Q122FM(Y)F126 are mapped onto the 

structure of wt N-domain according to the color scale. (B) Plot of the same 

amide chemical shift difference (ΔδNH) as (A), with specific residues 

highlighted as follows: point mutations (red), residues close to the point 

mutations in space (pink), the GTS loop (orange), and residues close to the GTS 

loop in space (yellow). (C) Differences in the NOE patterns as observed from 

the amides of N30 to M34 of wt N-domain (blue) and Q122FM(Y)F126 (green) 

show that their GTS loops have distinct conformations. (D) The NOE cross-

peak of HG S70 as observed from the amide of S70 indicates participation of 
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the hydroxyl group in hydrogen bonding. This NOE cross-peak was not 

observed in wt Ndomain. 

 

4.4 Multiple conformations of the GTS loop and its implication 
Remarkably, the GTS loop adopts distinct conformations in structures solved at 

different situations, namely the crystal and solution structures of wt N-domain 

as well as the solution structure of Q122FM(Y)F126 (Figure 4.4). This implies 

that the GTS loop has the flexibility to adopt different conformations even 

within wt N-domain. In fact, the GTS loop in the solution structures has rather 

defined conformations, as backbone RMSD of the loop region (N30-M34) in wt 

N-domain and Q122FM(Y)F126 are 0.32 ± 0.28 Ǻ and 0.11 ± 0.06 Ǻ, 

respectively. This suggests that the observed GTS loop conformations might 

represent end-states in a complex equilibrium of different conformations. 

 

 

Figure 4.4 Multiple conformations of the GTS loop in different structures. 

The GTS loop region (residues N30–S33) observed in the crystal structure of 

wt N-domain (A), the solution structure of wt N-domain (B), and the solution 

structure of Q122FM(Y)F126 (C). Positions of the residues that form the 
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hydrophobic core above the GTS loop are shown by their side-chains only 

colored by yellow (A), green (B), and blue (C) . Hydrogen bonding between the 

hydroxyl group of S70 and the carbonyl oxygen of S33 in Q122FM(Y)F126 is 

denoted by a dashed line. The distance between the hydrogen donor and the 

acceptor is 2.67 ± 0.09 Ǻ. “s.c.” means side-chain of N30. 

 

Close inspection reveals that side-chains of the individual residues have 

different solvent exposure in three structures, hinting at the possibility that 

alternative GTS loop conformations expose different functional chemical 

groups for interactions with the stop codons. Functional implication of the GTS 

loop in stop codon recognition had been reported, since T32A and T32V eRF1 

mutants showed tendency towards UGA unipotency (Cheng et al., 2009). 

Furthermore, two individual point mutations in the GTS loop of eRF1 (i.e. 

T32A and S33A) were found to exhibit opposite effects on their release activity 

measured in vitro using fully reconstituted eukaryotic translation system, 

namely 32% UAA/30% UAG/75% UGA and 100% UAA/90% UAG/63% 

UGA, respectively (personal communication with Dr. Elena Alkalaeva). Those 

results suggest that T32 is not required for decoding UGA. Coincidentally, the 

side-chain of T32 in the structure of Q122FM(Y)F126 was found hidden from the 

solvent (Figure 4.4, C). 

We have also found that in Q122FM(Y)F126, but not in wt N-domain, the 

resonance stemming from the hydroxyl proton of S70 can be observed (Figure 

4.3, D), protected by potential hydrogen bonding to the carbonyl oxygen of S33 

(Figure 4.4, C). Hence, the structure of Q122FM(Y)F126 indicates that S70 might 

involve in stabilization of the GTS loop in its alternative conformation. 
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4.5 Pico- to nanosecond dynamics of wt N-domain and 
Q122FM(Y)F126 
The backbone 15N relaxation rates of wt N-domain and Q122FM(Y)F126 have 

shown that the GTS loop is relatively more dynamic on the sub-nanosecond 

timescale than the bulk of N-domain (Figure 4.5). It has been suggested that the 

ligand-binding sites are often found at or close to the flexible regions of 

proteins (Ishima and Torchia, 2000, Jarymowycz and Stone, 2006). The 

significantly different NOEs- and RDCs-derived average structures of the GTS 

loop in wt N-domain and Q122FM(Y)F126 has already implied a rather complex 

equilibrium between conformations conferring different functionality. Being a 

dynamic “hotspot”, we further suggest that the observed dynamics of the GTS 

loop may provide the necessary flexibility to switch between differently 

functionalized conformations upon interaction with the stop codon. 
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Figure 4.5 The dynamic properties of wt N-domain and Q122FM(Y)F126. 

Plots of the longitudinal relaxation rate R1 (A), the transverse relaxation rate R2 

(B), and the heteronuclear 1H,15N-steady-state NOE values (C) of the amide 
15N-nuclei of wt N-domain and Q122FM(Y)F126 measured at 25 ˚C. The GTS 

loop region (i.e. N30–M34) is highlighted. The standard error is indicated by 

the error bars, and the average values of the respective relaxation parameters 

(residues 16–142) are indicated by the horizontal dashed lines. 

 

Apparently, the dynamic properties of wt N-domain and Q122FM(Y)F126 do not 

differ significantly from each other (Figure 4.5). Hence, this led us to conclude 

that although the switching between omnipotency and unipotency of eRF1 can 

be sufficiently explained by alteration of the GTS loop conformation, it is not 

reflected by the pico- to nanosecond dynamics. An elaborate investigation of 

the dynamics on other timescales might be useful to gain further insight. 

 

4.6 C127 mutants of eRF1 exhibiting omni-, bi-, and unipotent 
specificity 
Although the distinct GTS loop conformation in Q122FM(Y)F126 compared to 

wt N-domain implicates a functional role of the GTS loop in stop codon 

recognition, one may still ponder about the possibility that the substituted 

residues in the mutant abolishes their direct interactions with either UAA or 

UAG stop codon. To prove that the region of β-strand β4 of eRF1 (positions 

122-128) has an indirect implication in stop codon decoding, the RF activity of 

two variant-code (i.e. Euplotes and Stylonychia) eRF1s with C127 mutations 

has been determined in an in vitro RF assay (courtesy of Prof. Ludmila 

Frolova). C127 is an invariant residue in the family of eRF1s, and is located 
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neighbor to F126 in Q122FM(Y)F126 that possesses the same stop codon 

specificity as Stylonychia eRF1 (Figure 4.7). The sequence homology between 

human eRF1 and eRF1 of Euplotes and Stylonychia are 72.8 and 70.1%, 

respectively (Figure 4.6, A). Hence, their N-domains are likely to have very 

similar folds, as structural models of Euplotes and Stylonychia’s N-domain 

derived by homology modeling possess a TM-score of 0.92 and 0.94, 

respectively (Zhang and Skolnick, 2004, Zhang and Skolnick, 2005). A TM-

score falls within the range of (0,1] and value of 1 represents the highest 

similarity. 

 

 

Figure 4.6 RF activities of C127 mutants of eRF1 with omni-, bi-, and 

unipotent specificity (courtesy of Prof. Ludmila Frolova). (A) Percent 

identity and similarity between human, Euplotes, and Stylonychia eRF1 

obtained from pairwise sequence alignment of their amino acid sequences. (B) 

In vitro RF activity (Caskey et al., 1974) of chimeric eRF1 constructs 

containing the N-domain (positions 1–144) of Euplotes eRF1 (i.e. WT Eu-eRF1) 

or Stylonychia eRF1 (i.e. WT St-eRF1) as well as the C127A or C127S mutant 

of both Eu-eRF1 and St-eRF1. All eRF1 constructs contain MC-domain of 

human eRF1 (positions 145–437). 
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Human eRF1 is omnipotent, while Euplotes eRF1 decodes UAA and UAG stop 

codons only, and Stylonychia eRF1 is UGA-unipotent. It was shown earlier that 

C127A and C127S mutants of human eRF1 exhibited tendency towards UGA 

unipotency (Seit-Nebi et al., 2002), while C127S mutant of Euplotes eRF1 

restored efficient recognition of UGA stop codon without changing of UAA 

and UAG stop codon decoding in the readthrough RF assay (Fan-Minogue et al., 

2008). We have shown that C127A and C127S mutants of Euplotes eRF1 also 

restored recognition of UGA stop codon but RF activity towards UAG was 

reduced for both mutants (Figure 4.6, B). However, insertion of the same 

C127A and C127S mutations into Stylonychia eRF1 with UGA-only specificity 

caused total abolishment of RF activity towards UGA (Figure 4.6, B). 

The different effects of the same C127 mutations on the recognition of UGA by 

human, Euplotes and Stylonychia eRF1s are a very hard argument in favor of 

the suggestion that C127 does not participate directly in UGA recognition. 

 

4.7 Lack of interaction between N-domain and 
pentaribonucleotides containing stop codon 
We have tried to titrate separately two pentaribonucleotides, i.e. 5’-AUAAA-3’ 

and 5’-UGAAA-3’, into wt N-domain up to five-fold molar excess. The 

absence of chemical shift perturbation on wt N-domain indicates lack of 

detectable interaction between them. Similarly, it was reported that interaction 

between stop codon-containing oligonucleotides and eRF1 was observed only 

in the presence of ribosome (Chavatte et al., 2003). In contrast to being free in 

solution, oligonucleotides may have significantly lower entropy at ribosomal A 

site, thereby favoring interaction with N-domain within the ribosome. On the 
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other hand, in the context of conformational selections for binding, interactions 

between N-domain of eRF1 and the ribosomal A site may populate certain 

conformations of N-domain competent for binding to stop codons. Since N-

domain has an overall stable tertiary structure, it is more probable for the 

flexible regions, e.g. the GTS loop, the loop connecting β-strands β2 and β3 

(V101–E107), and the loop leading to β4 (I120–T122) (Figure 4.5), to sample 

the conformational space below certain energy bound. This scenario agrees 

with our argument that multiple conformations of the GTS loop modulate 

selectivity of stop codon recognition (4.8 Discussion).  

 

4.8 Discussion 
The strictly conserved GTS loop of N-domain has been implicated in decoding 

or in direct contact with the stop codon (Bulygin et al., 2010, Wang et al., 2010, 

Bulygin et al., 2011). The most significant insight from the finding of distinct 

GTS loop conformations in wt N-domain and Q122FM(Y)F126 is that the shift in 

stop codon selectivity might be determined by the structural changes that are 

critical for interactions of amino acid(s) with the stop codon. Having the same 

amino acid sequence as the wild-type at the positions 122-126, eRF1 with a 

single point mutation T32A had been shown to exhibit tendency towards UGA 

unipotency ((Cheng et al., 2009), personal communication with Dr. Elena 

Alkalaeva). Why does T32A mutant show similar attribute as Q122FM(Y)F126? 

The same question can be asked about the stop codon decoding by various 

eRF1 mutants investigated in previous studies, since in many cases the point 

mutations scattered across a large part of N-domain resulted in the same bias of 

stop codon selectivity. This paradox can be explained in two ways: (i) eRF1 
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mutant, which has lost interaction with one or two out of three nucleotides of a 

stop codon, can still support the peptide release for that particular stop codon 

but with reduced efficiency, probably because, one amino acid substitution is 

not enough to destroy completely the direct interaction with stop codon(s) (this 

might be the case for T32A mutant), and (ii) the part of described earlier point 

mutations, which have given rise to altered stop codon specificity, are 

responsible for structural modulation of N-domain regions that actually interact 

with the stop codon(s) (this might be the case for Q122FM(Y)F126). 

Similar mutations of the highly conserved C127 residue in human, Euplotes and 

Stylonychia eRF1s evoke different responses: the decreased recognition for 

UAA and UAG for human eRF1, the appearance of UGA recognition for 

Euplotes eRF1, and its disappearance for Stylonychia eRF1 (Figure 4.6, B). 

This indicates that C127 does not participate directly in stop codon recognition 

as well as very likely the same for the other residues in the region of residues 

122-126. It also shows that residues nearby to the stop codon recognition site 

can critically affect stop codon selectivity. 
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Figure 4.7 Sequence conservation of the GTS loop and the putative motif 

for binding to Helix 44 of 18S rRNA (see Chapter 5). Multiple sequence 

alignment of the amino acid sequences of eRF1 N-domain from different 

eukaryotic organisms using ClustalW2 online server 

(http://www.ebi.ac.uk/Tools/msa/clustalw2/). Numbering of the residues 

follows that of human eRF1. The GTS loop is strictly conserved. The binding 

site to Helix 44 of 18S rRNA indicates a conserved motif, i.e. 

(W/F)15(K/R)16(I/V/L)17(K)18(K/R)19(L/I)20, with amino acids of the same 

nature occupying at each position. Substitution S70A occurs in E. aediculatus 

and E. octocarinatus, which are variant-code organisms with UAA and UAG as 
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stop codons. Conversely, substitution L126F occurs in S. mytilus, T. 

thermophila, and P. tetraurelia, all of which are unipotent for UGA. 

 

In the context of our proposed mechanism, point mutation that alters selectivity 

of stop codon recognition is likely to modulate structure of the GTS loop, or 

even its capacity to switch between different conformations. Indeed, several 

point mutations were found to hit on the residues that constitute the 

hydrophobic core right above the GTS loop, e.g. I35, V71, V78, and C127 

(Bertram et al., 2000, Cheng et al., 2009, Fan-Minogue and Bedwell, 2008). 

Remarkably, the width of this hydrophobic core is directly related to the 

differential positioning of helix α3 as observed in the structures of wt N-domain 

and Q122FM(Y)F126 (Figures 4.1 and 4.2). The width, measured as the distance 

between the amides of M34 and V71, is reduced from 7.68 Ǻ and 7.38 ± 0.18 Ǻ 

in the crystal and solution structures of wt N-domain, respectively, to 6.56 ± 

0.13 Ǻ in Q122FM(Y)F126. In light of these observations, it is attractive to 

hypothesize that repositioning of helix α3 in N-domain could occur during stop 

codon recognition as the GTS loop samples between different configurations. 

Interestingly, S70 on helix α3 was found to be involved in stabilization of the 

GTS loop in Q122FM(Y)F126 (Figure 4.4, C). Residue S70 is critical for UGA-

decoding, as a point mutation S70A restricts human eRF1 to recognize UAA 

and UAG only. Conversely, the A70S substitution in Euplotes eRF1 changes its 

stop codon recognition from UAA and UAG bipotency to become an 

omnipotent one (Eliseev et al., 2010). These data verify the assumption that 

S70A substitution is associated with UGA reassignment (Liang et al., 2005). 



79 
 

Besides helix α3, helix α2 could also play a role in modulating the selectivity of 

stop codon recognition. First of all, M51 and E55 on helix α2 are able to alter 

stop codon recognition patterns (Bertram et al., 2000, Kolosov et al., 2005). 

Secondly, the TASNIKS motif was found to confer distinct requirement of 

eRF3 upon eRF1 on decoding UAA/UAG and UGA (Fan-Minogue et al., 2008). 

As T58 in the TASNIKS motif was observed to interact with the 15-mer RNA 

(see Chapter 5) and the NIKS motif had also been implicated in ribosome 

binding (Frolova et al., 2002), interactions between helix α2 and the ribosome 

is highly possible. Furthermore, P41 and P89, which could be critical for the 

formation of the β-turns that connect the core β-sheet to helices α2 and α3, were 

also found to affect stop codon recognition (Bertram et al., 2000, Velichutina et 

al., 2001). This hints at a higher than anticipated degree of complexity in the 

stop codon decoding mechanism of eRF1. 
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Chapter 5: Interactions between N-domain and Mimics of 
the Decoding Region of Ribosomal Helix 44 

5.1 Abstract 
Both N-domain and M-domain of eRF1 possess putative ribosomal binding 

sites (Kisselev et al., 2003). The genetic interactions between eRF1 and the 

decoding region of Helix 44 (H44) of 18S rRNA in the 40S subunit were 

reported (Velichutina et al., 2001). In the attempt to investigate whether direct 

interaction between N-domain and the decoding region of H44 is possible, we 

utilized a 15-mer RNA oligonucleotide that contains internal loops, mimicking 

the decoding region of H44 (Fourmy et al., 1996, Lynch and Puglisi, 2001b, 

Lynch et al., 2003, Kondo et al., 2006). By generating different mutants of the 

15-mer RNA, we obtained constructs with different sizes of internal loop, and 

found that presence of a 2-nt internal loop is critical for strong binding to N-

domain. These results indicate that helix α1 of N-domain potentially interacts 

with H44 at A site, and lysine residues K18 and K19 contribute significantly to 

the binding. Interestingly, the RNA-binding region is shielded partially by C-

domain in solution, similar to what is observed from the crystal structure of 

full-length eRF1 (Song et al., 2000). In solution, the 15-mer RNA is able to 

displace C-domain from the non-covalent complex of N-domain and C-domain, 

suggesting an imperative domain rearrangement in eRF1 during which N-

domain accommodates itself into the ribosomal A site. 

 

5.2 Design of 15-mer RNA mimicking the decoding region of H44 
We designed a series of double-stranded RNA oligonucleotides, aiming to 

mimic the decoding region of H44 in 18S rRNA (Figure 5.1). The 15-mer RNA 

constructs are Ci- (i.e. inversion symmetry) duplexes containing either two 2-nt 



81 
 

asymmetric internal loops at the symmetrical positions or a single large internal 

loop (Figure 5.1, B). It appears that the symmetric structures provide sufficient 

thermodynamic stability to accommodate a significant number of mismatches 

in the central region, enabling studies of the impact of variability in the internal 

loop length found in different organisms (e.g. Tetrahymena thermophila and 

Thermomyces lanuginosus in Figure 5.1, A) on binding to N-domain. The 7-

mer RNA, which does not contain any internal loop, was used as a reference for 

the RNA binding study. In addition, in some constructs we incorporated 2’-O-

methyl at C5 position exhibiting an easily detectable 1H NMR line (Clore et al., 

1984) as a structural probe for interactions near the internal loop. This 

modification has been shown to cause negligible effect on the structure of 

double-stranded RNA (Popenda et al., 1997). 

 

 

Figure 5.1 15-mer RNAs mimicking the decoding region of H44. (A) 

Secondary structures of the highly conserved decoding region of H44 in 16S 

and 18S rRNAs. The internal loops are highlighted in bold; Watson-Crick and 

non-Watson-Crick base pairs are denoted by “–” and “•”, respectively. (B) 
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Secondary structures of the RNA constructs used in our studies as characterized 

by NMR spectroscopy in solution. 15-mer-H44 contains two internal loops with 

the same sequence as the one in Tetrahymena thermophila 18S rRNA shown in 

(A). Four other RNA constructs are named according to their respective 

nucleotide substitutions in the central stem, which are denoted in italics. The 7-

mer RNA does not contain any internal loop. 

 

5.3 NMR structural characterization of the 15-mer RNAs 
Chemical shift assignment of 15-mer-UAA was achieved using 15N-SOFAST-

HMQC, 13C-HSQC, DQF-COSY, and NOESY spectra (Figure 5.2). Secondary 

structures of the 15-mer RNA constructs (Figure 5.1, B) were determined based 

on their respective NOESY spectra, as well as the assigned chemical shifts of 

15-mer-UAA. All RNA constructs with nucleotide substitutions in the central 

stem adopt a double-stranded helical structure (Figure 5.2, A). Structural 

stability of the central stem can be inferred from the 31P spectra as well, since 

resonance peaks from the backbone phosphate became broadened and less 

dispersed progressively from 15-mer-UAA to 15-mer-GAG. The canonical 

double-stranded helical structure can be clearly seen from the presence of three 

cross-peaks stemming from G2’s, G3’s, and G10’s imino protons in the H1’-H5 

region (5.0-6.2 ppm; right panel in Figure 5.2, E) (Heus and Pardi, 1991). 
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Figure 5.2 NMR spectral features and assignments of the 15-mer RNAs. (A) 

1D 31P spectra with proton decoupling during acquisition show that all mutant 

15-mer RNAs have canonical double-stranded helical structure, rather than 

forming a single-stranded stem-loop structure (Legault and Pardi, 1994). 

Generally, the backbone phosphates within the loop of a RNA stem-loop 

structure exhibit chemical shifts that are as much as 2.5 ppm downfield from 

the collection of overlapping resonances belonging to the RNA stem part, 

which is obviously absent here. The 31P chemical shift was not referenced. (B) 

The imino resonances of 15-mer-UAA can be easily assigned to either uridine 

or guanosine based on their 15N chemical shifts (Furtig et al., 2003). The minor 

peak denoted by “#” only appeared at 20 °C. (C) The H5/H6 cross-peaks from 

the pyrimidines of 15-mer-UAA as observed in the DQF-COSY spectrum. 

Cross-peaks within the dashed box do not belong to the H5/H6, as NOE was 

not found at the corresponding positions in the NOESY spectrum. The minor 
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peak denoted by asterisk belongs to H5/H6 of C13 in another conformation 

when base pair A4–U12 is closed (e.g. in 15-mer-UGG and 15-mer-GAG), 

demonstrating the dynamic behavior of the internal loop. (D) All expected 

C2/H2 cross-peaks from the adenines of 15-mer-UAA were observed in the 
13C-HSQC spectrum measured with the carbon carrier at 144.8 ppm. Although 

the minor peak denoted by caret could not be assigned, it is possible to have 

arisen from either A11 or A4. Generally, C2/H2 of adenines in Watson-Crick 

base pairs (i.e. A8 and A9) exhibit chemical shifts that are relatively upfield to 

adenines in other situations. (E) Part of the NOESY spectrum of 15-mer-UAA 

in H2O measured at 25 °C with a mixing time of 350 ms, of which cross-peaks 

(in the right panel) to the imino protons (in the left panel) are labeled according 

to chemical shifts on the ω2 axis. Vertical dashed lines connect cross-peaks 

from the same protons. H22 of G3 in the minor conformation is denoted by 

caret, while H5 of Cm5 (denoted by “+”) was attenuated by water suppression, 

which is otherwise observable on the other quadrant of the spectrum. 

 

In 15-mer-UAA, five Watson-Crick base pairs were detected using imino 

proton resonances protected from exchange with solvent (left panel in Figure 

5.2, E). Watson-Crick base pairing between A4 and U12 was not observed. 

Conversely, a minor conformation associated with the closing base pair of A4–

U12 in 15-mer-UGG and 15-mer-GAG was observed, indicating a slow 

‘breathing’ action of the internal loop on the 1H chemical shift timescale 

(Figure 5.2, C, D, and E). This type of intramolecular dynamics is expected in 

RNA containing internal loops (Popenda et al., 2008). The secondary structure 

of 15-mer-UGA is similar to 15-mer-UAA. The non-Watson-Crick base pair of 

U7–G8 is confirmed by detection of the corresponding imino proton resonances 

(Figure 5.6, A) as well as strong NOEs between the two protons. For 15-mer-

UGG and 15-mer-GAG, while an overall helical structure was maintained 
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(Figure 5.2, A), both of the RNA constructs are deemed to form a large internal 

loop, due to the lack of observable stable base pairing from the nucleotides in 

the central region (Figure 5.6, A). The 7-mer construct was expected to contain 

no internal loop, and this was confirmed by the observation of all expected base 

pairings (lower panel in Figure 5.6, D). 

 

5.4 Paromomycin binds to the internal loop 
Aminoglycosides are a class of antibiotics that bind to the decoding region of 

H44 in 16S rRNA (Moazed and Noller, 1987). In particular, paromomycin 

binds much stronger to the prokaryotic than to the eukaryotic ribosome, owing 

to several differences in the rRNA sequence of the internal loop (Velichutina et 

al., 2001, Fan-Minogue and Bedwell, 2008, Recht et al., 1999). Despite the fact 

that we had introduced several different nucleotide substitutions into the 15-mer 

RNA constructs, paromomycin still binds to the internal loop as expected 

(Figure 5.3). This indicates that the 15-mer RNA constructs (at least for 15-

mer-UAA and 15-mer-UGA) possess some essential structural determinants 

sufficient for paromomycin binding, hence clearly supports the structural 

relevance of the 15-mer RNA constructs as mimics of the decoding region of 

H44. 
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Figure 5.3 Paromomycin binds to the internal loop. (A) Paromomycin binds 

to the region of 15-mer-UAA designated by red dashed box as demonstrated in 

(C). (B) Region of the 27-mer oligoribonucleotides (Lynch and Puglisi, 2001a) 

designated by blue dashed box are in close contact with the bound 

paromomycin, as shown by its complex structure (PDB ID: 1FYP). (C) 1D 

proton spectra of 15-mer-UAA in H2O before (blue) and after addition of 

paromomycin (red). Three peaks stemming from paromomycin are indicated by 

caret. 

 

5.5 Helix α1 of N-domain interacts with the 15-mer RNAs 
Titration of the 15-mer RNAs into N-domain showed a very specific binding 

interaction in the regime of fast exchange on chemical shift timescale (Figure 

5.4). Among the 15-mer RNA constructs, the strongest binding 15-mer-UGA 

binds to N-domain with Kd of ~80 μM as estimated from NMR titration data 

(Figure 5.4, C). The binding interface spans from residues N11 to I21, covering 

most of helix α1 (Figure 5.4, B). In particular, several lysine residues within the 

binding region (i.e. K16, K18, and K19) are highly conserved and are likely to 

contribute to the interactions with RNA (see Figure 4.7 in Chapter 4). In 
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addition, the aromatic side-chain of the conserved W15 could also be involved 

in a stacking interaction with the nucleic acid bases. These types of interactions 

are commonly found non-sequence-specific interactions in protein-RNA 

complexes (Morozova et al., 2006, Allers and Shamoo, 2001). 

 

 

Figure 5.4 Helix α1 of N-domain interacts with the 15-mer RNAs. (A) 

Chemical shift perturbations (CSP) of the backbone amide resonances of 15N-

labeled N-domain upon titration with the 15-mer RNAs up to the RNA to 

protein molar ratio (R/P) as shown in Figure 5.6, A. The CSP values were 

obtained from a series of TROSY [1H,15N]-HSQC spectra by CSP = √ {(ΔδH)2 

+ (0.14×ΔδN)2}. The secondary structure of N-domain is indicated on top of 

the plots. (B) The CSP values for wt N-domain + 15-mer-UGA as shown in (A) 

are mapped onto the structure of wt N-domain according to the color scale. 

Side-chains of the significantly perturbed residues upon RNA binding are 

shown and labeled. (C) Binding isotherms derived from the CSP on N11 and 

L20 upon titration with 15-mer-UGA. The binding affinities were obtained by 

fitting the data points to the equation, CSP = CSPmax / (2[P]) × ([L] + [P] + Kd − 

√{([L] + [P] + Kd)2 – 4[L][P]}), where [L] and [P] are total concentrations of 

ligand and protein, respectively. 
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Besides helix α1 some other residues of N-domain were also affected by RNA 

binding as detected by the chemical shift perturbations (CSP) (Figure 5.4, A 

and B). These observations can be explained by allosteric propagation of the 

structural perturbations at helix α1 directly involved in RNA binding to its 

immediate spatial proximity. Such an effect was manifested as a drastic CSP at 

F117, of which side-chain is in close contact with helix α1. Some residues with 

notable CSPs are located in helix α4, especially at and around T137, which is 

tightly packed against helix α1 with the side-chain of T137 facing I21 of helix 

α1. Another site with rather subtle CSP is located on the opposite side of helix 

α1 at T58 (Figure 5.4, A and B). Interestingly, in the crystal structure of eRF1 

in complex with domain 2/3 of eRF3, an ATP molecule was found in proximity 

to T58 of eRF1, with N7 of adenine in contact with the threonine hydroxyl 

group (PDB ID: 3E1Y) (Cheng et al., 2009). This indicates a possibility of 

interactions between T58 and the flipped out adenine in the internal loop of the 

15-mer RNAs. 

We have generated a mutant of N-domain (i.e. K18QK19Q) to test the 

contribution of the lysine residues in its binding to 15-mer RNAs (Figure 5.5). 

Glutamine was chosen as the substitution for lysine since it has a long polar 

side-chain without the positive charge. As expected, the double point mutations 

have caused negligible structural changes to N-domain (Figure 5.5, A). 

Conversely, binding affinity of the mutant N-domain to 15-mer-UGA has been 

reduced significantly compared to wt N-domain (Figure 5.5, B, C, and D). 
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Figure 5.5 K18 and K19 are critical for binding to the 15-mer RNA. (A) 

Difference in amide chemical shift (ΔδNH = √ {(ΔδH)2 + (0.14×ΔδN)2}) 

between wt N-domain and K18QK19Q are mapped onto the structure of wt N-

domain according to the color scale. (B) CSP of the backbone amide resonances 

of 15N-labeled N-domain upon addition of equimolar amount of 15-mer-UGA. 

(C) and (D) CSPs of the backbone amide resonances of 15N-labeled 

K18QK19Q upon addition of equimolar and two-fold molar excess of 15-mer-

UGA, respectively. 

 

5.6 Role of the internal loop in its interaction with N-domain  
Upon binding to N-domain, all tested 15-mer RNA constructs induced specific 

and consistent CSP profiles, albeit with variable magnitudes reflecting different 

binding affinities (Figure 5.4, A). Specifically, 15-mer-GAG exhibits 

significantly weaker response, which is likely due to its thermodynamically 

unstable central stem. This implies that binding of the 15-mer RNA to N-

domain does not depend strongly on the sequence of the internal loop, but 

rather on the structural variability of the double-stranded RNA. 
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Figure 5.6 Role of the internal loop in its interaction with N-domain. (A) 1H 

spectra showing the imino protons of the 15-mer RNAs in free (blue) and N-

domain-bound form (red). The 15N-split resonances stemming from 1HN E134 

and 1HεN W15 of N-domain are indicated along with assignment of the imino 

protons of the RNAs as well as the RNA to protein molar ratio (R/P). Transient 

base pairing between nucleotides in the central stem of 15-mer-UGG and 15-

mer-GAG is observed as the minor peaks denoted by asterisk. (B) 1H spectra 

showing only resonances of 15-mer-UGA in free (blue) and N-domain-bound 

form (red) by selective suppression of amide and aromatic proton resonances 

stemming from the protein. (C) N-domain binds to the region of 15-mer-UGA 

designated by red dashed box as demonstrated in (A) and (B). (D) CSP of the 

backbone amide resonances of 15N-labeled N-domain upon addition of about 

two-fold molar excess of 7-mer RNA. 

 

We further investigated the region of the 15-mer RNA that binds to N-domain 

(Figure 5.6, A and B). To highlight the role of the internal loop in binding to N-

domain, we tested the interaction using the 7-mer RNA, which comprises the 
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central region of 15-mer-UGA but without the internal loops (Figure 5.6, C and 

D). The significantly attenuated binding affinity, in comparison to 15-mer-UGA, 

shows that the internal loop is required for specific binding to helix α1 of N-

domain. Furthermore, only a specific set of resonances of the 15-mer RNA was 

perturbed upon interaction with N-domain (Figure 5.6, A and B). Based on that, 

the binding site can be mapped onto a region of 15-mer-UGA that includes the 

internal loop (Figure 5.6, C). Close inspection revealed that nucleotides A9 and 

G10 seemed to experience a larger perturbation compared to other relevant 

nucleotides. We argue that if the central RNA stem was the only element 

required for the interaction, binding affinity of the 7-mer RNA to N-domain 

should be comparable to the 15-mer RNA, particularly 15-mer-UGA. 

Unfortunately, there was no observable inter-molecular NOE between N-

domain and the 15-mer RNA in isotope-edited NOESY spectrum, possibly due 

to the micromolar range of binding affinity, hence hampering further 

elucidation of the complex. Nevertheless, we have established that the 

interaction between N-domain and RNA requires certain structural elements 

that include double-stranded helices and a 2-nt internal loop. These results 

strongly support the potential of N-domain to interact directly with the 

decoding region of H44. 

 

5.7 Interactions between N-domain and ribosome 
Having established the interactions between N-domain and mimics of the 

decoding region of H44, we tested if N-domain binds similarly to ribosome 

(Figure 5.7). Surprisingly, adding either E. coli ribosome (courtesy of Dr. Feng 

Shu) or rabbit reticulocyte lysate (RRL) (i.e. containing tRNAs, ribosome, 
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amino acids, initiation, elongation, and termination factors) into N-domain at a 

low ribosome-to-N-domain molar ratio induced the same CSP profiles, 

indicating a similar binding mode to both prokaryotic and eukaryotic ribosomes. 

In spite of the rather small magnitude of CSP, the shifts are clearly identifiable 

at the given spectral resolution, and the shift directions are also consistent for 

both E. coli ribosome and RRL (Figure 5.7, D and E). 

In the current experiments of which the amount of ribosome added was far from 

saturation, the TROSY [1H,15N]-HSQC spectra displayed shifts of the 

resonance peaks, resembling binding event in the fast exchange regime. 

However, other researchers had reported instead attenuation of amide resonance 

intensities for the residues on the binding interface with ribosome in other 

protein-ribosome interactions (Sette et al., 1999, Feng et al., 2011). Since 

ribosome is a megadalton particle that tumbles on a timescale several orders of 

magnitude slower than a protein, the NMR spectral feature of their interactions 

remains unknown and requires further investigation using a novel theoretical 

framework. 

Since ribosomal A site is relatively conserved among all organisms and we 

have shown that N-domain interacts with E. coli ribosome (despite the nature of 

interactions being inconclusive), we tested if N-domain binds to the ribosome 

of Thermus thermophilus programmed with stop codon by sucrose cushion 

centrifugation (courtesy of Prof. Gao Yonggui). However, no interaction was 

detected by the method. Although the putative ribosomal binding site on N-

domain is specific and binds to H44 mimics with micromolar affinity, the 

overall interactions between eRF1 and the pre-termination complex (pre-TC) 

might be more extensive and possibly involve other parts of eRF1. 
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Figure 5.7 Interaction interfaces between N-domain and both prokaryotic 

and eukaryotic ribosomes. (A) and (B) CSPs of the backbone amide 

resonances of 15N-labeled N-domain upon addition of 50 μl and 80 μl of E. coli 

ribosome and rabbit reticulocyte lysate (RRL), respectively. (C) Residues of N-

domain that experienced the most CSPs upon addition of 15-mer-H44 (blue; 

Figure 5.4, A), E. coli ribosome (pink; Figure 5.7, A), and RRL (red; Figure 5.7, 
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B) are highlighted respectively. (D) and (E) Overlays of portion of the TROSY 

[1H,15N]-HSQC spectra of 15N-labeled N-domain upon addition of E. coli 

ribosome and RRL, respectively. The arrows in (D) show the direction of peak 

shifts that are clearly identifiable from their 1D traces in the respective 

dimensions. 

 

5.8 Interactions between N-domain and C-domain of eRF1 
The 3D crystal structure of full-length eRF1 shows that its three protein 

domains extend outward from the center of mass to form a Y-shape tertiary 

structure, with C-domain exhibiting a considerable contact interface with N-

domain (Song et al., 2000). In solution, TROSY NMR spectra of full-length 

eRF1 showed fewer than expected resonances, with the majority of cross-peaks 

broadened by conformational exchange (personal communication with Prof. 

Konstantin Pervushin). We traced the source of this conformational jitter to the 

interactions between N-domain and C-domain, since the NM-domain construct 

corresponding to a C-domain-truncated eRF1 lacks significant structural 

interactions between N-domain and M-domain (see Chapter 6). Interestingly, 

our model RNAs interact with helix α1 of N-domain that is found at the 

interface with C-domain in the crystal structure of eRF1 (Figure 5.8, C). We 

hypothesized that the 15-mer RNA and C-domain may compete for binding to 

N-domain, and hence, set out to test it by competitive binding experiments. 
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Figure 5.8 Complex formation between N-domain and C-domain. (A) CSP 

of the backbone amide resonances of 15N-labeled N-domain upon addition of 

equimolar amount of unlabeled C-domain. The pink colour bars denote residues 

of which resonances are broadened beyond detection. (B) Reduction in signal 

intensity of the backbone amide resonances of 15N-labeled C-domain upon 

addition of equimolar amount of unlabeled N-domain. (C) The complex model 

of N-domain and C-domain is reconstructed by replacing C-domain in the 

crystal structure of full-length eRF1 (PDB ID: 1DT9) with the NMR solution 

structure of the individual C-domain (PDB ID: 2KTV) (Mantsyzov et al., 2010), 

since the minidomain of C-domain has not been resolved in the crystal structure. 

The crystal structure of eRF1 shows that C-domain contacts N-domain at the 

interface denoted by a dashed line. In solution, the binding interface between 

N-domain and C-domain can be inferred from the significantly affected 

residues upon complex formation: residues of N-domain (green) with CSP ≥ 

0.03 ppm are colored in red while those that were broadened beyond detection 

are colored in magenta according to (A); residues of C-domain (blue) with 

intensity reduction ≥ 0.8 are colored in pink while those that are not resolved 

are colored in grey according to (B). Several examples of the shifted cross-

peaks as shown in Figure 5.9 are labeled by their residue numbers. 

 

NMR titration experiments with 15N-labeled N-domain and unlabeled C-

domain, and vice versa, show that N-domain indeed interacts with C-domain at 

the interface that includes the contact area observed in the crystal structure of 
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eRF1 (Figure 5.8). Majority of the amide resonances of C-domain were 

severely attenuated by line broadening upon N-domain binding (Figure 5.8, B 

and 5.10, B), while several amide resonances of N-domain were also 

disappeared when binding to C-domain (Figure 5.8, A). This indicates that the 

kinetic rate of binding is in the fast to intermediate exchange regime on NMR 

timescale, and the binding of N-domain may induce additional conformational 

exchange to C-domain on another timescale. This low affinity or transient 

nature of binding between N-domain and C-domain is supported by 

thermodynamically weak, entropy-driven interactions observed earlier by 

isothermal titration colorimetric studies (Kononenko et al., 2008). Nevertheless, 

CSP and extreme broadening of cross-peaks allowed us to map the binding 

interface on N-domain (Figure 5.8, C). The binding interface seems to be more 

extensive than can be predicted from the crystal structure of eRF1, which 

suggests that there are other modes of complex formation between N-domain 

and C-domain. In fact, variations in domain orientation were observed in the 

different crystal structures of eRF1 in complex with domain 2/3 of eRF3, as the 

relative orientations between N-domain and C-domain differ by 15°, 16°, and 

30° for human complex versus free eRF1, human complex versus 

Schizosaccharomyces pombe complex, and S. pombe complex versus free eRF1, 

respectively (Cheng et al., 2009). It is interesting to note that part of the GTS 

loop was also significantly affected by the presence of C-domain (Figure 5.8, A 

and C). 
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5.9 Binding of 15-mer RNA displaces C-domain from the NC-
complex 
After establishing the non-covalent complex formation between N-domain and 

C-domain in solution, we investigated if the 15-mer RNA competes with C-

domain for the same binding interface. Perturbations of the C-domain 

resonances were monitored in a competitive binding between the two domains 

and 15-mer RNA. Initially, addition of N-domain attenuated majority of the 

cross-peaks and shifted some of them (left panel in Figure 5.9, B). As 15-mer-

UGA was titrated into the complex of N-domain and C-domain, the attenuated 

and shifted cross-peaks returned progressively to the initial state corresponding 

to free C-domain in solution (right panel in Figure 5.9, B). As we have already 

shown that the 15-mer RNA binds to N-domain, while C-domain does not 

interact with the 15-mer RNA at all (Figure 5.9, A), this result clearly 

demonstrates that the 15-mer-RNA is able to displace C-domain from the non-

covalent complex of N-domain and C-domain. The competitive titration 

experiment was not performed on 15N-labeled N-domain, since the resulting 

chemical shift perturbations would represent a summation of three states (i.e. 

free N-domain, N-domain + C-domain, and N-domain + RNA), which is more 

complicated than the current setup.  
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Figure 5.9 Binding of 15-mer RNA to N-domain displaces C-domain from 

the NC-complex. (A) Overlay of [1H,15N]-HSQC spectra of 15N-labeled C-

domain before (blue) and after addition of fourfold molar excess of 15-mer-

GAG (red) shows that no perturbation had occurred to the C-domain resonances. 

(B) Overlay of TROSY [1H,15N]-HSQC spectra measured at different stages of 

the competitive binding experiment: free 15N-labeled C-domain (blue), addition 

of equimolar amount of unlabeled N-domain to 15N-labeled C-domain (red), 

addition of equimolar amount of 15-mer-UGA to the complex of unlabeled N-
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domain and 15N-labeled C-domain (black). Contour levels of the spectra are 

adjusted according to the cross-peak denoted by asterisk, which belongs to the 

His-tag of C-domain and is undisturbed at all three stages. Several examples of 

the shifted cross-peaks are highlighted by dashed boxes. 

 

5.10 Discussion 

5.10.1 Interactions between N-domain and mimics of the 
decoding region of H44 
With the knowledge of the GTS loop being implicated in stop codon 

recognition, we seek to explore possible orientations of N-domain within the 

ribosomal A site by investigating interactions between N-domain and 18S 

rRNA. As genetic interactions between eRF1 and the decoding region of H44 

of 18S rRNA had been reported (Velichutina et al., 2001), we decided to test if 

there is any direct interaction between them. Our model 15-mer RNA intended 

to mimic the decoding region of H44 outside of the ribosome does interact 

specifically with helix α1 of N-domain, and its binding affinity is significantly 

reduced in the absence of the internal loop. How far has this somewhat 

reductionist’s approach achieved? Our results are well supported by previous 

studies and are able to provide novel insights. A truncated mutant of eRF1, 

eRF121-437, was shown to reduce significantly its own release activity, as well as 

the stimulating activity towards eRF3 GTPase, indicating that N-terminal 

deletion of eRF1 until residue I21 is enough to affect its binding to the 

ribosome (Frolova et al., 2000). 

Aminoglycosides are known to reduce the fidelity of both elongation and 

termination of protein translation (Rospert et al., 2005). Although they bind 

much stronger to the prokaryotic than to the eukaryotic ribosome, the latter is 
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still susceptible to the nonsense suppression effect of various aminoglycosides 

(Palmer et al., 1979, Singh et al., 1979). Furthermore, those drugs have been 

used effectively in alleviating diseases caused by premature termination codon 

(Rowe and Clancy, 2009). Most importantly, it was shown that the nonsense 

suppression induced by paromomycin in yeast is likely to be caused by the 

interference to the termination process, instead of compromising the selection 

of cognate tRNA (Salas-Marco and Bedwell, 2005). All these results support 

the hypothesis of direct interaction between N-domain and the decoding region 

of H44. 

A1752G (rdn15), a point mutation in H44 of S. cerevisiae 18S rRNA (refer to 

18S rRNA of T. lanuginosus in Figure 5.1, A for the nucleotide position), is 

able to rescue cell lethality caused by a mutant eRF1, Sup45p-P86A, at 37 °C 

(Velichutina et al., 2001). The point mutation P86A was thought to reduce 

Sup45p’s efficiency in stop codon recognition, rather than inhibiting it 

completely. The rescue mechanism by rdn15 is far from clear, but was 

postulated to prolong the residence time of the mutant eRF1 at the ribosomal A 

site. Interestingly, we have found that 15-mer-GAG, having a larger internal 

loop than the rest, binds significantly weaker to N-domain. As rdn15 effectively 

reduces the native 3-nt to a 2-nt internal loop, the inverse correlation between 

N-domain-RNA binding affinity and the size of the internal loop provides a 

possible explanation for the complementary between rdn15 and Sup45p-P86A. 
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5.10.2 A model of N-domain bound to the pre-termination 
complex 
Prior to solving the high-resolution structures of eRF1-bound pre-termination 

complex (pre-TC), understanding of the mechanism of translation termination 

in eukaryotes will have to rely on piecing together biochemical, structural, and 

genetics data from different studies. Our structural study of N-domain led us to 

suggest that eRF1 might decode different stop codons by adopting distinct GTS 

loop conformations, thus implying direct access of the GTS loop to the stop 

codon. In addition, the data on N-domain-RNA interactions have shown that N-

domain potentially interacts with H44 of 18S rRNA. Based on these results, we 

propose a structural model that encompasses currently known interactions 

between N-domain of eRF1 and A site of eukaryotic ribosome (Figure 5.10). 
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Figure 5.10 A model of eRF1 NM-domain docked onto the A site of 

eukaryotic ribosome. NM-domain of eRF1 (green and orange) was manually 

docked onto the A site of 18S rRNA (blue) with P-site bound tRNA (purple) 

and mRNA (pink) (PDB ID: 3IZ7), based on the insights derived from the 

interactions between helix α1 of N-domain and the decoding region of H44 

(cyan), as well as the putative role of the GTS loop in stop codon recognition. 

Steric clashes were prevented by visual monitoring, and no computational 

energy minimization was employed. The corresponding nucleotides critical for 

tRNA selection in prokaryotic ribosome and selected residues of eRF1 are 

highlighted in red and yellow, respectively. 
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The model shows that it is possible for the GTS loop to contact the stop codon 

while helix α1 is positioned next to the decoding region of Helix 44. Although 

helix α1 is not in the exact position to interact with Helix 44, a slight forward 

movement of the stop codon towards the P site will compensate for this 

discrepancy. Interestingly, it was reported that a 2-nt toeprint shift occurs when 

the eRF1•eRF3•GTP complex binds to the pre-TC (Alkalaeva et al., 2006). On 

the other side of N-domain, the side-chains of A53, N61, R65, R68, and Q79 

are facing 18S rRNA. Residues R65 and R68 affect the binding of eRF1 to the 

ribosome (Frolova et al., 2002), while each of the point mutants, A53K, N61K 

and Q79K/R, was shown to substantially reduce the level of stop codon 

readthrough in comparison to wild-type, indicating enhanced ribosome binding 

due to the lysine or arginine substitution (Hatin et al., 2009). In our model, the 

GTS loop is close enough to the stop codon to allow photoactivatable cross-

linking with the second and third stop codon positions (Bulygin et al., 2010). In 

the eRF1/pre-TC cross-linking experiments, the KSR loop (positions 63-65) 

and V66 were suggested to be in contact with the first stop codon position 

(Chavatte et al., 2002, Bulygin et al., 2010). Although within margins of cross-

linking experiments, in our model these residues are not located in the direct 

proximity of the first uridine of the stop codon, thereby further experiments are 

required to resolve the issue. 

With the orientation of N-domain in our model, a hinge motion between N-

domain and M-domain would allow the GGQ motif to reach the 3’-CAA tail of 

P-site tRNA as had been suggested earlier (Cheng et al., 2009, Bulygin et al., 

2010), while C-domain would be required to move away from helix α1 (Figure 
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5.10). The latter is well demonstrated by the competitive binding experiments 

(Figure 5.9). Hence, a major domain rearrangement between N-domain and C-

domain is likely to occur in translation termination during which N-domain 

accommodates itself into the A site. A possible significance of the domain 

rearrangement in eRF1 is discussed in Chapter 6. 
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Chapter 6: Domain Interactions of NM-domain 

6.1 Abstract 
Peptidyl-tRNA hydrolysis can be uncoupled from GTP hydrolysis in the in 

vitro RF assay, since NM-domain of eRF1 is sufficient for stop codon-

dependent peptide release (Frolova et al., 1996, Frolova et al., 2000). 

Nonetheless, the presence of eRF3 and GTP hydrolysis enhances significantly 

the efficiency of peptide release in vitro (Alkalaeva et al., 2006). The question 

is whether stop codon recognition by N-domain would propagate the signal to 

M-domain for peptidyl-tRNA hydrolysis. Isothermal titration calorimetric (ITC) 

measurement had shown that N-domain interacts with M-domain in entropy-

driven way (Kononenko et al., 2008). Therefore, we are investigating the 

structural conformation of NM-domain in solution to gain insight into possible 

allostery regulation of the function of NM-domain. 

 

6.2 Absence of Inter-domain Contact in NM-domain 
The backbone amide and Cα chemical shifts of 259 out of 266 non-proline 

residues of NM-domain have been successfully assigned (Figure 6.1). The 

chemical shifts are very similar and comparable to the reported chemical shifts 

of individual N-domain (Oda et al., 2004) and M-domain (Ivanova et al., 2006) 

that had been deposited on the Biological Magnetic Resonance Bank 

(www.bmrb.wisc.edu). This gave the early hint on the absence of interaction 

interface between the two domains in the NM-domain construct. 

NM-domain is susceptible to proteolytic degradation at the linker region (i.e. 

residues L140-S144). In the NM-domain sample without protease inhibitor, the 

M-domain part of the protein was completely hydrolyzed after two days at 

http://www.bmrb.wisc.edu/
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room temperature, while the N-domain part remained intact (Figure 6.2). Most 

importantly, the chemical shift of N-domain resonances remained unchanged, 

except for a few at the C-terminus. This indicates that besides the linker peptide 

N-domain does not interact with M-domain in the NM-domain construct, and 

hence they are likely to tumble independently in solution. 
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Figure 6.1 Backbone amide resonances assignment of NM-domain. (A) and 

(B) TROSY [1H,15N]-HSQC spectrum of deuterated NM-domain measured at 

700 MHz spectrometer, showing almost all expected resonances. G223 lies 

outside of the window shown. 

 

 

Figure 6.2 Absence of contact interface between N-domain and M-domain 

in the covalently linked NM-domain. N-domain and M-domain are connected 

covalently by linker peptide (residues L140-S144). Overlay of TROSY [1H, 
15N]-HSQC spectra of deuterated 13C,15N-labeled NM-domain before (blue) and 

after M-domain was hydrolyzed two days later (red) show that the remaining 

N-domain resonances were minimally perturbed except the residue-labeled 

resonances, which are close to the C-terminus of N-domain. 
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6.3 Precipitation of NM-domain by 15-mer-UAA 
The 15-mer RNA constructs bind to helix α1 of N-domain, signifying an 

important interaction between N-domain and the decoding region of H44 in 18S 

rRNA. We would like to investigate the response of whole NM-domain to 15-

mer-UAA. Unfortunately, severe precipitation of the sample was observed upon 

addition of 15-mer-UAA into NM-domain, and S/N ratio of the resulting 

spectrum was drastically affected such that the result was no longer 

interpretable (Figure 6.3). The reduced sensitivity of the spectrum could be 

caused by either sample precipitation or chemical exchange-induced relaxation, 

but the issue was not resolved because the precipitation was too severe. 

 

 

Figure 6.3 Sensitivity loss upon addition of 15-mer-UAA into NM-domain. 

 

6.4 Discussion 
In the crystal structure of full-length eRF1, there was no contact between N- 

and M-domains, except for the linker peptide (Figure 6.4, A). In solution, the 

lack of interaction interface also suggests that the two domains might tumble 
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independently of each other. However, we still cannot rule out the possibility of 

allostery regulation via helix α4 of N-domain and the linker peptide. It would 

be interesting in the future to look into the inter-domain motion of NM-domain 

using other state-of-the-art experimental methods (Chen and Tjandra, 2008, 

Monkenbusch et al., 2010, Shapira and Prestegard, 2010). 

 

 

Figure 6.4 Domain architecture of eRF1•eRF3 and tRNA•EF-Tu. (A) For 

clarity purpose, the molecular surface of N-domain and M-domain of eRF1 in 

complex with domain 2/3 of eRF3 (PDB ID: 3E1Y) is shown and colored green, 

while C-domain is colored orange. Residues labeled in Figure 6.2 are colored 

red. (B) 70S ribosome-bound tRNA•EF-Tu ternary complex trapped in the A/T 

state by non-hydrolyzable GTP analog (PDB ID: 2XQD). 

 

Based on the available data, peptidyl-tRNA hydrolysis achieved by NM-

domain alone may not be allosteric regulated by stop codon recognition. Instead, 

M-domain may possess certain ribosomal binding motif that guides the GGQ 

loop to PTC (Kisselev et al., 2003). On the other hand, these clues together with 

the findings presented in Chapter 5 further suggest that the domain 
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rearrangement between N-domain and C-domain upon interaction with the 

decoding region of H44 might play a role in signal transduction that could 

accelerate peptidyl-tRNA hydrolysis. This would explain the significantly 

enhanced peptide release efficiency by eRF1•eRF3•GTP in vitro, in comparison 

to NM-domain alone (Alkalaeva et al., 2006). 

The overall picture of the mechanism from stop codon recognition to peptidyl-

tRNA hydrolysis is far from clear. First of all, it remains to be tested whether 

stop codon recognition is kinetically coupled to the proposed domain 

rearrangement in eRF1, since it had been shown that eRF1 can bind to the 

ribosome independent of stop codon (Frolova et al., 1996). Secondly, it is 

unclear what happens after the domain rearrangement. One possible reaction 

that would have been triggered by the domain rearrangement is GTP hydrolysis 

in eRF3, since the movement of C-domain of eRF1 could reposition domain 2/3 

as well as G-domain of eRF3, relative to the catalytic sarcin-ricin loop (SRL) of 

the 60S subunit. The rationale behind this proposal is based on the general 

mechanism for activation of GTP hydrolysis in translational GTPases derived 

from the crystal structure of 70S ribosome-bound tRNA•EF-Tu in the A/T state 

(Voorhees et al., 2010, Valle et al., 2002) (Figure 6.4, B). One approach to 

prove this hypothesis is by measuring the GTPase activity of the reconstituted 

pre-TC with mutant eRF1 that has either (i) C-domain being cross-linked to N-

domain, or (ii) N-domain-H44 interaction being disrupted. 
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Chapter 7: Conclusions 
Two bodies of works have been presented in this thesis. In the first project, we 

aimed to test the computational feasibility of real-time assignment of backbone 

resonances of a protein in the shortest time possible. The project was motivated 

by the availability of novel NMR processing technique like MDD for spectrum 

reconstruction from nonlinearly sampled data, our in-house development of 

advanced automatic sequential assignment program AutoLink, as well as the 

calling for NMR methodology that tackles the problem of poor sample stability 

during the period of conventional 3D NMR experiments. We proposed the 

method of targeted acquisition of NMR data that is dynamically controlled by 

the completeness of automatic backbone resonances assignment. We had 

demonstrated that Psyte/AutoLink II is capable of producing accurate 

assignment of the backbone resonances based on five conventional 3D spectra 

reconstructed from different percentages of data sampling, thereby proving the 

point of targeted acquisition. Furthermore, the time saving factor of over 80% 

in that particular demonstration is also significant and widely applicable. We 

had further investigated in details the robustness of the automatic process using 

a bootstrap approach, and discovered the “assignment bottleneck” caused by 

NMR experiment of relatively lower sensitivity, and the impact of variability in 

Psyte’s outputs on the consistency of residue specific assignment done by 

AutoLink II. Based on these results, the guiding criterion for optimal run-time 

allocation of NMR resources between different experiments can be redefined 

with the inclusion of parameters describing the system-dependent sensitivity of 

the respective experiments (Senthamarai et al., 2010), and Psyte/AutoLink II 

can also be further improved by implementing an additional layer of logic that 

monitors the consistency of assignment. In conclusion, our proposed method of 
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targeted acquisition of NMR data represents a viable strategy for NMR 

structural studies. My works in this project have paved the foundation for the 

second project on eRF1 and translation termination.  

In the second project, we were studying the atomic structures of several mutants 

of N-domain of eRF1 to find out the reasons behind the different stop codon 

specificities in different mutants, as well as the interactions between N-domain 

and mimics of the decoding region of H44 to understand the binding of eRF1 to 

ribosome. One of the mutants, Q122FM(Y)F126, exhibits very strong UGA-only 

specificity. By comparing the solution structures of wild-type N-domain and 

Q122FM(Y)F126, and the crystal structure of N-domain in full-length eRF1, we 

observed distinct conformations of the GTS loop, that are most probably caused 

by the observed repositioning of helix α3 and changes in the hydrophobic core 

right above the GTS loop propagated from the mutation sites. These structural 

insights together with the flexible nature of the GTS loop on sub-nanosecond 

timescale suggest that the GTS loop could potentially act as a switch to decode 

different stop codons. The conformational switching of protein backbone 

usually occurs on a slower timescale, and thus can be studied by other NMR 

relaxation experiments in the future. By consolidating our current data and the 

previous results from other researchers, we conclude that structural variability 

in the GTS loop may underline the switching between omnipotency and 

unipotency of eRF1, hence implying direct access of the GTS loop to the stop 

codon. Our findings are critical to resolve previous confusions inherent to the 

different models of stop codon recognition derived from other computational 

and experimental studies. 
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The importance in understanding the binding process of eRF1 to ribosome is 

reflected by the direct impact of aminoglycosides and mutations in the decoding 

region of H44 on eukaryotic translation termination. eRF1 has intrinsic affinity 

for ribosome, and several putative ribosomal binding sites on eRF1 had been 

proposed previously. Without relying on the isotopic labeling of RNA samples, 

we managed to design and characterize a series of double-stranded RNA 

constructs mimicking the decoding region of H44 with varied nucleotide 

sequence and length of the internal loops. Several conclusions can be drawn 

from the NMR titration experiments regarding the interactions between N-

domain and mimics of H44: (i) the binding is rather weak (i.e. in micromolar 

range) but is specific to helix α1 of N-domain, (ii) the binding is critically 

dependent on the internal loop as well as its length, but not on its sequence, and 

(iii) similar interface on N-domain was perturbed by the addition of both 

prokaryotic and eukaryotic ribosomes. Most importantly, the 

oligoribonucleotides could compete with C-domain and displace it from a non-

covalent complex of N-domain and C-domain, suggesting strongly that a 

domain rearrangement in eRF1 may occur during which N-domain 

accommodates itself into A site. The critical contribution of NMR spectroscopy 

is the feasibility to study weak but biologically significant interactions for 

dynamic processes. We reckon that our approach has successfully shed lights 

on parts of the highly complicated mechanism of translation termination in 

eukaryotes, and our docked model of eRF1 N-domain onto A site of 40S 

subunit would become useful. 
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Appendix A: Psyte’s Algorithm 
As with our previous programs, AutoLink (Masse and Keller, 2005) and 

SideLink (Masse et al., 2006), the Psyte’s algorithm is designed to do human-

like reasoning in order to achieve its goal. The spectrum analysis performed by 

Psyte can be divided into two main sections (Figure I). Section 1 deals with the 

analysis of individual spectrum. Section 2 handles integration of the results 

from individual spectrum into coherent spin systems. Each section can be 

further divided into two main stages. 

In section 1, the program focuses on a single spectrum. In the initial stage of 

section 1, the program identifies probable HSQC-dimension peaks by first 

scanning the spectrum for all local maxima and minima (if negative peaks are 

expected to be present), and subsequently reducing the peaks to projections by 

deleting the cross-peak frequencies. Projection peaks that are very close to each 

others are combined so that multiple cross-peaks from the same spin system do 

not contribute to extra spin systems. In the next stage of section 1, a high-

resolution competition-based non-monotonic fitting algorithm is used to 

identify cross-peaks associated with each HSQC projection peak and also to 

more accurately determine the chemical shifts of the HSQC projection peaks. 

Various non-monotonic artifact/noise filters are interpolated throughout both 

stages, in order to reduce the number of incorrectly identified spin systems. At 

this stage, however, there is no absolute restriction as to how many cross-peaks 

may be contained within each spin system, but rather this information is only 

used to help identify artifacts and noise. A more stringent restriction is 

implemented coordinately in section 2, during which the analysis of the 
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individual spectrum is combined with the results from the analysis of other 

spectra. 

In the first stage of section 2, each of the spin systems obtained from section 1 

is deconstructed into individual peaks, which are then re-merged into spin 

systems. The target spin systems may emerge from other spectra or from the 

same spectrum, if more than one cross-peak per spin system is possible. This 

merging process is implemented as relative hypothesis prioritization (RHP) 

simulated non-monotonic logic, which is similar to the mechanisms AutoLink 

and SideLink employ for resonance assignment. Since the input to the RHP-

logic is expected to contain many extra peaks (i.e. from noise and artifacts), it is 

common for the merged spin systems to contain errors. For this reason, Psyte 

employs a post-RHP recombination algorithm that utilizes the results of the 

RHP-logic to construct all reasonable combinations of peaks to form extra spin 

systems. 

In the next stage of section 2, a complex series of non-monotonic correction 

algorithms analyze the resulting spin systems and make relatively small 

corrections in order to achieve a high degree of accuracy in spin system 

determination. In cases where the ambiguity of the peak grouping is high, Psyte 

reports all reasonably possible peak combinations as separate spin systems, of 

which to be sorted out during the residue specific assignment process by 

AutoLink II. Thus, the uncertainty in the spectrum analysis is effectively 

propagated into the resonance assignment process, preventing the accumulation 

of errors due to decisions made with too weak support. 
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Figure I Schematic diagram of the algorithm implemented in Psyte 

(courtesy of Dr. James Masse). Input consists of the spectra to be analyzed, 

the protein sequence, and optional user-defined spin systems. Output consists of 

spin systems and the program’s ratings of the input spectra. Spectral analysis 

proceeds in two main stages. The first stage (upper box) is primarily concerned 

with analysis of individual spectrum. The second stage (lower box) focuses on 

reconciling the results of the analysis of other spectra and the user’s optional 

spin system input. 
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Appendix B: HSQC Spectra of wt N-domain and Q122FM(Y)F126   
 

 

Figure II 1H,15N-TROSY-HSQC of wt-N-domain at 298 K showing its 

residue-specific assignment. 
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Figure III 1H,15N-TROSY-HSQC of Q122FM(Y)F126 at 298 K showing its 

residue-specific assignment. 
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