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Summary 

The power market provides more choices for both power suppliers and consumers. 

The objective of each market participant is to maximize its benefit while minimizing 

the cost through purchasing or selling energy. In a conventional vertically integrated 

system, the electricity prices are determined uniformly by the system operators. In a 

restructured power system, however, the electricity prices are determined by clearing 

the power market. The system reliability is not only related to system configurations 

and component outage properties, but also affected by the electricity prices. Nodal 

prices and nodal reliability are adopted in the power market for pricing the energy and 

for evaluating customers’ reliability. In deregulated power systems, the provision and 

pricing of ancillary services are determined in the ancillary service market.  

 

Renewable energy have being utilized widely as substitutes for fossil fuels due to 

their clean generation process and abundance. Penetration of renewable sources, 

however, introduces additional variables to the existing power system due to their 

intermittent nature. The variation of renewable energy and participation of renewable 

energy providers in power market operation will affect the nodal prices and nodal 

reliability. New techniques need to be developed to understand and assess the 

behavior of renewable energy, and to quantify their impacts on power market 

operation. 

 

The main aim of the research project was to investigate restructured power system 

operation and the impacts of the renewable energy penetration on market operations. 

The existing theories and methods to evaluate reliability performances and electricity 

prices have been studied. Renewable energy penetrations in deregulated power 

systems have been investigated. Since the fluctuations in unpredictable renewable 

power affect reserve deployment, the reserve market and deployment have also been 
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investigated. Contingency reserve models and an energy and reserve co-optimization 

market clearing process have been proposed. The impacts of contingency reserves on 

system reliability risks have been analyzed using an analytical method. The 

generation and reliability models of solar generation systems in terms of photovoltaic 

(PV) arrays and wind generation in terms of wind turbine generators (WTG) have 

been developed. The variations of renewable power have been examined using the 

auto-regressive and moving average time series method. Considering the stochastic 

and chronological nature of solar power, the pseudo sequential Monte Carlo 

simulation method has been utilized to evaluate the impacts of PV power on system 

reliability performances and reserve deployments. The bidding strategies of wind 

power providers have been investigated based on short-term forecasts. The impacts of 

wind power providers’ bidding strategies on nodal price and nodal reliability have 

also been examined. 
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Chapter 1  Introduction 

 

Power systems have been undergoing deregulation in recent decades. The purpose of 

deregulation is to ensure economic and reliable operation of power systems. Power 

markets started to exist in many countries as a result of deregulation. Competition is 

introduced to the conventional power system by opening the operation of generation, 

transmission and distribution by different companies. In a power market which is also 

called a deregulated power system, the electricity price is not determined by a sole 

system operator but by the market participants that contain both generation service 

providers and energy consumers. Since customers have choices to choose the energy 

service quantity and quality, the reliability performances vary among different 

customers. Operating reserves are important ancillary services to ensure the reliable 

operation of power systems. In a power market, the dispatch and pricing of operating 

reserve is determined according to customers’ requirement and generation providers’ 

reserve bids. The issues of energy and reserve pricing, dispatching and customers’ 

reliability evaluation in the new environment are addressed in this thesis.  

 

Renewable energies are clean and abundant compared to dwindling fossil fuels. Many 

countries have been implementing renewable generations to substitute conventional 

power generations. The issues with renewable generation are the variability and 

uncertainty of the renewable energy sources such as wind or solar. The intermittent 

characteristic of renewable energies makes it difficult to evaluate the capacity and 

energy contributions of renewable generation systems when incorporating them into 

existing power systems. The variations of renewable energy also require additional 

balancing reserves. The pricing of energy and customers’ reliability performances will 

also be affected with renewable energy penetrations. Evaluating the impacts of 

renewable energy penetration on system energy pricing, reserve requirement and 

reliability performances is the main focus in this research work. 
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1.1 Conventional Power System 

In conventional power systems, the vertically integrated utilities manage and control 

the generation, transmission and distribution of electricity, and formulate the 

monopoly operation [1-3]. Large power systems which cover wide geographical areas 

are subdivided into control zones. The security, reliability, and economics of the 

control zones are maintained and optimized by the integrated utility. An energy 

management system carries out functions such as load forecasting, state estimation, 

generation dispatch, reserve management, reactive power control, unit commitment, 

automatic generation control and contingency and preventive controls. Each control 

zone is responsible to regulate the frequency, and different zones are inter-connected 

by tie-lines to exchange powers. Fig. 1.1 illustrates the vertically integrated power 

industry. The generators and transmission providers/wholesalers belong to one 

corporation, which may also include distributors. Customers are supplied by one 

company and have fewer choices. Different systems are connected by tie lines. 

 

In conventional power systems, the electricity prices are determined by an 

independent government regulatory body. Utilities maximize profits by minimization 

of costs subject to the minimum reliability standards. The pricing adjustment 

considering generation providers’ and customers’ requirements takes place through a 

public hearing process to ensure a fair and stable rate for customers and utility. 

However, such a process is inflexible and customers have limited choices. The single 

pricing for bundled services is not efficient since the cost for individual service may 

not be economically accounted for.  
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Fig. 1.1 Vertically integrated power industries 

 

1.2 History of Power System Deregulation 

The electric utility industry emerged at the beginning of the twentieth century when 

alternating current transmission enabled long distance transmission of electricity [4]. 

As perceived by many power utility executives, electricity supply constitutes a natural 

monopoly. The economic scale of electricity generation makes it possible for limited 

generation providers to monopolize the provision of power and attain the maximum 

profits with lowest cost [2]. Development of new technologies and benefits of 

properly distinct pricing of different service, however, promotes the unbundling 

process of conventional power systems [2]. Therefore a need was felt to import 

competition into the power system and pass the benefits of cost minimization to 

electricity consumers [3]. 

 

In many countries, electricity utility industries were formulated to be state-owned 

monopolies. The major motivation to deregulation was the inefficiency of the 

monopoly and energy conservation goals of the states. Since early 1980s, electricity 

industries began the deregulation process under a series of government policies. The 
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formulations of some of the existing electricity markets are introduced in the 

following paragraphs. The countries selected in the following are existing power 

markets that have been operating for a long time and have well developed operating 

procedures which serve as good examples for other under-developing market. The 

reasons behind the deregulation and major changes that lead to the deregulation of the 

power market have been briefly introduced below. 

 

United States  

During the 1970s, the high oil prices and inflation increased energy costs. Aiming for 

energy self-sufficiencies, the United States began to promote energy conservation 

programs and renewable energies such as wind, solar and geothermal. New legislation 

was settled and encapsulated in the Public Utility Regulatory Policy Act (PURPA) of 

1978 [4]. PURPA started the deregulation of electricity industry in the United States. 

The electricity generation was opened to competition under PURPA. 

 

The legislative act of 1992 Energy Policy Act (EPACT) began the first step to create a 

framework for a competitive wholesale electricity generation market and establish the 

exempt wholesale generator (EWG) as a new category of electricity producer [5]. The 

Federal Energy Regulatory Commission (FERC) issued Order 888 [6] and Order 889 

[7] in 1996 played an important role in opening the transmission services to 

competition. FERC Order 888 also promoted the unbundling of electricity services 

and competition of the wholesale bulk power marketplace.  

 

The FERC Order 2000 issued in 1999 further required the transmission owners to join 

the Regional Transmission Organizations (RTO) to reform transmission services [8]. 

The RTO members were responsible for the operation and expansion of their 

transmission systems, and for eliminating the discrimination in accessing transmission 

services to meet the needs of market operations. The Energy Policy Act of 2005 

provided incentives to utilize renewable energy sources [9]. FERC Order 890 
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increased customers’ ability to access new generating resources by eliminating 

barriers and requiring transparent and non-discriminated transmission operation and 

planning services [10]. 

 

With significant efforts in promoting the electricity utility deregulation, many major 

electricity markets were created in the United States. The California market (1996), 

New York Market, Pennsylvania-New Jersey-Maryland (PJM) market [11], Electric 

Reliability Council of Texas (1996), New England Market (1971), and Midwest 

Market (1996) are some of the major power markets in the United Sates [1]. 

 

United Kingdom [12] 

The former electricity industry was owned and operated by the state in UK. The 

Central Electricity Generating Board (CEGB) was responsible for providing 

electricity generation and transmission services. The Thatcher government elected in 

1979 started the privatization of nationalized industries in the economic reforms. The 

major goal of privatization was to achieve efficiency through reduction of state roles 

in economic decisions.  

 

The Electricity Act of 1983 provided private generation producers access to state grids 

which was prohibited before. Then, the Electricity Act of 1989 led to the restructuring 

of the electricity industry. The CEGB was reformed into four organizations: two 

power producers, a transmission company and a distribution company. The 

restructured system evolved to the present UK electricity market structure through 

gradual privatization. The National Grid Company (NGC) operates the transmission 

services and the England and Wales Electricity Pool. The private generation producers 

trade electricity in the pool. Large users and other consumers also gained rights to 

choose electricity providers in the power pool after competition was introduced into 

the electricity market. 
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Australia and New Zealand [12, 13] 

Before deregulation, the Australia electricity industry comprised vertically-integrated 

state utilities which are low efficient. The nation’s over-participation in the electricity 

industry and pressure on government from debt and money restraints had driven the 

deregulation of Australia electricity industry to competitive marketplace. 

 

The 1991 restructuring of the Australia electricity market resembled both UK and US 

models at national and state levels respectively. Reforms recommended by the 

Industry Commission led to privatization of the formerly state-owned electricity 

utility. The major contents of the reforms are: restructuring the vertically integrated 

electricity industry into separate generation, transmission, distribution sectors; 

privatizing and corporatizing the separate electricity transmission and distribution 

sectors; including competition into generation; combining the distributed state 

transmission units to a single national grid. In 1996, the National Electricity Code 

established the market rules and procedures for the national electricity market.  

 

In 2001, the Australian National Electricity Market (NEM) was created as a 

competitive wholesale marketplace with the National Electricity Market Management 

Company (NEMMCO) as the market operator. There were three types of trading: the 

spot market trading on a half-hourly basis, the vesting contracts and the bilateral 

contracts [13]. 

 

The New Zealand electricity market (NZEM) started operation in 1996 [13]. The 

Electricity Market Company has assumed the role of the market operator. The NZEM 

is cleared based on a day-ahead settlement while spot market participation is not 

compulsory. The market participants submit bids of different services like energy or 

reserves to the market and can modify their bids up to four hours before the real time 

dispatching. The energy and reserve are cleared simultaneously. Prices are determined 

half-hourly and vary by load nodes which reflect the transmission losses and system 

constraints. In the NZEM, Trans Power operates the national grids and ensures the 



Chapter 1 

 7  
 

secure operation of the system. 

 

Singapore [14] 

The driving forces behind the reform of the Singapore power system include 

promoting a competitive and reliable electricity industry and the restructuring 

experiences of other international electricity companies. The entrepreneurial industry 

also required the efficient and competitive electricity supply to increase their 

competitiveness internationally. The reforms began in 1995 when the formerly 

nation-owned Public Utilities Board (PUB) who supplied water, electricity and gas 

was corporatized. The Singapore Power (SP) company was created as the main 

holding company for other electricity service companies. such as generation 

companies: PowerSenoko Power and PowerSeraya; transmission company: 

PowerGrid; and electricity supply and utility support company : SP Services Ltd. The 

Singapore Power Pool started operation in 1998 as a wholesale electricity market. The 

PowerGrid was responsible as the pool administrator and system operator. The pool is 

a day-ahead market without real time spot market at the wholesale level. In 2000, the 

electricity utility ownerships were further separated and a market operator was 

established. The real-time market was also created with the liberalization of the retail 

markets. 

 

The Energy Market Authority (EMA) was created in 2001 to take the responsibility of 

regulating the electricity and gas industries. In 2003 the National Electricity Market of 

Singapore (NEMS) began to trade electricity and other services. EMA is the power 

system operator and Energy Management Company (EMC) is the operator of the 

wholesale electricity market which is cleared every half-hour. The generators and 

large users or retailers can also trade energy through bilateral agreements. 

 

Conclusions 

The major reasons behind the deregulation for most existing power markets are to 

reduce generation and operating cost, while providing reliable power supply to 
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consumers. Although most power markets have been well developed, as more and 

more renewable energy systems are penetrated in the existing power markets and new 

operating scenarios like micro-grid are proposed, new market policies and clearing 

procedures will need to be developed to accommodate these developments, and the 

impacts of these developments also need to be examined. 

1.3 Restructured Power Systems  

1.3.1 Market participants 

As the electricity industry is evolving into the competitive structure, the scope of 

activities of existing system participants has been redefined. New entities are created 

to take different roles in the new environment according to the market type [13]. 

There may be differences of the specific definition, but the general roles and types of 

market entities include the following [13, 15]: 

 

Generation companies (Gencos) 

The generation companies own the generating facilities or power purchase contracts. 

The Gencos can sell energies in the wholesale marketplace or through contracts with 

large consumers. They can also sell the reactive power and operating reserve in the 

ancillary services markets. The prices at which Gencos sell their power are not 

regulated. Gencos are also referred to as Independent Power Producers (IPPs). 

 

Transmission companies (Transcos) 

The transmission companies take the roles of building, maintaining and operating the 

power grids in certain geographical regions. Transcos are responsible for transmitting 

electricity reliably and efficiently from the Gencos to customers. Transcos must 

provide non-discriminating and transparent services to all transmission users. Their 

costs are recovered from the transmission tariffs collected from transmission usage 

and congestion charges. Transcos are regulated by federal or state level authorities. 
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Distribution companies (Discos) 

The distribution companies own and operate the distribution systems which connect 

the transmission system and end users in a geographical area. Discos are also 

responsible for managing the distribution system outages and maintaining power 

quality.  

 

Retailers 

Retailers are new entities in the deregulated environment. Retailers obtain permits 

from regulation authorities to buy and resell electricity. The retailers can trade energy 

and ancillary services in the marketplace. They make deals with the sellers to 

purchase electricity and re-sell to customers. 

 

Customers 

Customers are the end-users of electricity and are connected to the distribution system 

or the transmission system according to their capacity. Customers have more choices 

of electricity providers. They can purchase electricity and ancillary services from 

wholesale marketplaces, Gencos or local distribution companies.  

 

Independent system operators (ISOs) 

In a deregulated environment, without vertically integrated utilities, the security and 

economic operation of the power system should be the responsibility of operators that 

are independent of the other market participants. ISOs are established to take this 

responsibility. ISO is an independent authority which does not own generating or 

transmission resources. ISOs conduct activities such as managing system congestions, 

coordinating maintenance scheduling and planning system expansions. ISOs also have 

the authority to make dispatch and commitment schedules according to the market 

clearing results. They also ensure that the market information is transparent and 

available to all the participants in order to promote an efficient and competitive 

market environment.  
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There are two major structures of ISOs with different objectives and responsibilities. 

One structure referred to as MinISO has modest authority and ensures a secure 

operation of the power market. This structure of ISO coordinates the transmission of 

the market cleared power within the constraints of the power system. The ISO has no 

market role and has limited control over the generating schedules. One example of 

this structure of ISO is the California ISO. Another structure of ISO referred to as 

MaxISO integrates with the power exchange (PX). PX is an independent, non-profit 

and non-government entity that ensures the competitive operation of the power 

market. PX clears the power market based on the biddings from power providers and 

consumers. This structure of ISO dispatches the energy and reserves based on the 

optimal power flow (OPF) model. The market participants are required to submit their 

cost, availability and other information. Based on this information, the ISO 

determines the dispatch schedules to maximize the social welfare, and also manage 

the congestions. This structure of ISO has wider authority and control. The examples 

of this structure are the National Generating Companies (NGC) in UK and the PJM 

ISO in the US. 

The competitive wholesale power market model is shown in Fig. 1.2 [3]. 
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Fig. 1.2 Competitive wholesale power market 
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1.3.2 Market models 

Through deregulation, the vertically integrated electricity industry is open for 

competition at the generation, transmission and distribution levels. The market driven 

electricity pricing schemes are expected to reduce the operation cost through 

competition. Different market structures are created to provide various choices for 

participants. Three major market structures and their operational aspects in existing 

power markets are introduced below [1, 15]. 

 

Poolco Model 

This model describes the power market as a centralized marketplace that clears the 

market for suppliers and buyers. The suppliers will compete to supply energy by 

submitting competitive biddings into the market. The customers also submit bids of 

the amount that they are willing to pay for buying electricity. The ISOs perform the 

economic dispatch and determine a single market price for any predetermined period 

based on the bids. The suppliers with high electricity price might lose the opportunity 

to supply energy while the customers with low price may not get the required demand. 

The ISOs also provide price signals and other market information to all the 

participants. This market structure is designed to induce the suppliers to increase their 

generation efficiency through competitive biddings. 

 

Bilateral Contracts model 

In the bilateral contracts market, the electricity and services providers trade directly 

with the buyers through negotiations without ISO. The bilateral contracts set the 

transaction details including amount and prices. These details are submitted to ISO for 

improvement subject to the constraints of the transmission system. The bilateral 

contracts model provides a flexible way for participants to choose suppliers or 

consumers. However, the disadvantage is the high transaction cost through 

negotiations.  
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Hybrid Model 

The hybrid model combines the features of the above two market structures. It 

provides maximum flexibility for market participants to trade in pool or directly from 

the individual entities. The hybrid model can induce the creation of variety of services 

and options to meet customers’ needs. The disadvantage is the high system operation 

cost with various transactions. The California market and PJM market are typical 

examples of the hybrid model. 

 

The Poolco model provides the optimization process considering all market 

participants and is utilized in this thesis for customer reliability and renewable energy 

impacts analysis. 

1.3.3 Ancillary services market 

Ancillary services refer to those activities on transmission grids that are necessary to 

maintain secure and reliable power transmission and ensure the required quality of 

power such as voltage and frequency levels [13, 15]. In conventional power systems, 

the ancillary services are integrated with energy and managed centrally by system 

operators. Due to deregulation, system operators have no control over the individual 

generators. They need to purchase ancillary services from the providers. The major 

ancillary services include: frequency control which is achieved through automatic 

generation control (AGC) or manual adjustment; reserve which is able to respond to 

demand changes or generation shortfalls and maintain the real time power balances; 

reactive power and voltage control which are necessary to ensure the security of 

energy consumption; black start capability services which are provided when major 

breakdown occurs.  

 

The ancillary services are cleared simultaneously or sequentially depending on the 

market designs. In a sequentially cleared market, ancillary services are cleared first 

for the highest quality service, and then the second to the lowest quality services. 
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Participants who were rejected in the high quality market can re-bid their services in 

the low quality markets. In the simultaneously cleared market, the ancillary services 

with different qualities are cleared simultaneously. The market participants can only 

bid once to the pool. Market operators determine the quantity and price of different 

services according to an optimization algorithm. The substitutability of services with 

different quality is also considered in the clearing process. 

1.4 Renewable Power Penetrations 

1.4.1 Renewable energy 

Renewable forms of energy such as wind and solar are widely utilized as substitutes 

for fossil fuels due to dwindling resources and environmental concerns [16].  

 

Wind power installation has been growing rapidly in the last few decades. Wind 

turbine generator (WTG) is the major technology that converts wind energy into 

electric power. The capacity of commercial WTG ranges from a few hundred kW to 

over 2 MW [17]. The global cumulative installed wind capacity from 1996-2011 is 

shown in Fig. 1.3 [18]. Till the end of 2011, the total global wind capacity installation 

has exceeded 238GW. In Denmark, Germany and Spain, wind power can meet more 

than 20% of the total consumption [18]. 

 

 

Fig. 1.3 Global total wind capacity installation [18]. 
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Solar power has also been growing rapidly due to its abundance and accessibility, 

unlike wind power which is usually generated using large wind turbines. Two major 

solar power generating technologies include photovoltaic (PV) panels and 

concentrated solar power (CSP) [19, 20]. PV panels use semiconductor technology to 

convert solar radiation into electric power. CSP uses mirror or lenses to generate 

thermal energy by concentrating sunlight. The thermal energy is used directly or 

indirectly to heat engines to produce electric power. PV panels are mainly utilized to 

supply homes or businesses while CSP mainly generates electricity for large power 

stations. A broad application of PV panels is possible since PV panels can be installed 

on rooftops or building facade and supply demand directly. Fig. 1.4 shows the 

cumulative installed PV capacity from 1996-2010 [20, 21]. Around 40 GW PV 

capacities have been installed till the end of 2010. 

 

 

Fig. 1.4 Global total PV capacity installation for recent years [20, 21] 

 

1.4.2 Renewable power penetrations in restructured power systems 

Renewable energy including solar, wind and hydro energy are also competitive under 

government support and traded in energy markets in some countries [22, 23]. 

Different from conventional generations, renewable energy are intermittent and 

stochastic energy sources. The penetration of renewable energy, therefore, will bring 

new variables and problems to the existing system. 
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The renewable energy forms are being preferred due to economic and environmental 

factors. The unit commitment and dispatch of generation and reserve should explicitly 

consider the variable nature of renewable energy [24-30]. The wind power penetration 

will also affect the transmission planning and distribution system reliability [31, 32]. 

Since the power output of WTG is affected by the variant wind speeds, wind 

generation cannot be treated in the same way as conventional power sources. A 

comprehensive introduction on wind power penetrations in power system is presented 

in [33]. New techniques are developed to evaluate the adequacy benefits of adding 

WTG to the existing power system [34-37]. New techniques to investigate the impacts 

of renewable power on power system reliability have also been developed [38, 39]. 

The unpredictable variation of renewable energy increases the uncertainty of system 

operation, and additional reserves are required to meet the fluctuations [40]. The short 

term or long term reserve requirements with wind power penetrations are evaluated in 

[41-45]. As the penetration of renewable power increase, system reliability will be 

affected due to the random variation of renewable sources. To evaluate the reliability 

benefits and risks of utilization of renewable energy, techniques that can incorporate 

the random and chronological characteristics are developed [46-51]. Some techniques 

developed for conventional power systems can also be extended to use in the new 

environment. 

 

In the market operation, trading renewable energies and the corresponding impacts on 

market prices and operations are of interest to many researches. Trading wind power 

has been investigated in many European markets like UK [52], Nordic [53], German 

[54], and in United States markets like California [55-57]. A case study of imbalance 

cost of PV power when they participate in Amsterdam Power exchange (APX) spot 

market is studied in [58]. A study of renewable penetration in  Australian National 

Electricity Market (NEM) is presented in [59]. In the day-ahead or spot market, the 

short term predictions are of great importance for wind power providers (WPPs). 

WPPs may suffer imbalance cost due to the unpredictable variation of wind power [53, 
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60]. Behavior of WPPs can also impact the energy prices and reserve utilizations in 

power markets [41, 61, 62]. 

1.5 Power System Reliability 

One important objective of power system operation is to supply electricity to the 

customer reliably and economically. Reliability analysis is therefore important in 

maintaining healthy operation and expansion planning of a certain power system. In 

conventional power systems, reliability is centrally determined and regulated by the 

system operator. Reliability issues and evaluation methods have been investigated by 

researchers [63-65]. Congestion management and load shedding are determined by 

system operators seldom considering different customers’ preferences. Uniform 

reliability levels are applied to all customers. Customers accept electricity prices that 

are determined by the system operator with limited choices. In deregulated power 

systems where customers participate in the market operation, the traditional reliability 

determination method cannot be directly applied. The variations in customers’ 

reliability and price preferences should be recognized. Since customers can adjust 

their demand facing electricity price variations, the correlation between prices and 

customers’ reliability performances should also be considered. Nodal reliability and 

nodal prices are developed to evaluate customers’ reliability and prices in the power 

market [66-69].  

 

Nodal prices are influenced by the load characteristic at the node, generating unit 

location, available generating capacity, and transmission limits. Price spikes occur at 

certain nodes in the power market when inadequacy of generating capacity and 

transmission congestion are caused by system component faults [70]. Customers 

weigh between the interruption cost and the cost of accepting the high price and the 

corresponding revenues. Customers can reduce demand at any contingency state 

which affects their reliability.  
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The ancillary services market is created as a result of unbundling of energy and 

ancillary services [13, 15, 71]. The reserves and other services are priced and 

customers can purchase these services in order to improve or maintain their reliability 

levels. The system reserves provide additional energy in contingency states and 

balance the demand variations. Customers’ reliability is affected by reserve 

requirement and deployment in deregulated power systems [72-74].  

 

Therefore the reserve market should provide more choices for customers to optimize 

their benefits. New energy and reserve co-optimized market should be designed to 

allow participation of customer. 

1.6 Objectives and Contributions 

1.6.1 Impacts of reserve on system reliability 

Objective 

In conventional power systems, system operators procure the energy and reserve to 

meet demand and maintain the reliability level of the entire system. The overall social 

benefits are optimized by the system operators with less consideration of individual 

customers’ requirements. The process may be inefficient due to the uniform pricing 

for services with different qualities. The unbundling of generation services in the new 

deregulated system promotes the differential pricing of generation services. The 

existence of the ancillary services market can also provide more choices for customers 

to optimize their reliability performances. 

 

Operating reserves and contingency reserves are important ancillary services to 

maintain customers’ reliability. The issues that need to be addressed for evaluating the 

benefits and costs of using reserves include: the pricing of energy and reserves, 

deployment of reserves with different quality, impacts of reserve on reliability, the 

reserve requirement for reliable market operation, customers’ reserve preferences, and 

coupling between energy and reserve, etc [15, 75-86]. The reserve market was 
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developed in [76] and pricing and procurement of reserve were investigated 

considering the impacts on system reliability in deregulated power systems. An OPF 

model is proposed in [78] for pricing the energy and reserve in a co-optimized market. 

The locational marginal prices (LMPs) are utilized for pricing the energy and 

regulation up/down reserves. The properties and the coupling between the LMPs are 

investigated. The decision of provision of one service (for example, reserve) results in 

the loss of opportunity to provide another type of service (for example, energy). The 

lost opportunity costs therefore should be considered in the market design [77]. The 

optimal reserve allocation and dispatch are investigated in deregulated power systems 

in [81]. To achieve the economic and reliable operation goals, a probabilistic reserve 

requirement tool was developed considering the procurement cost and reliability of 

units [84]. The energy and reserve were priced differentially by the reliability 

implication and benefits of the pricing policy were demonstrated through case studies 

in [83]. 

 

In deregulated power systems, nodal reliability evaluation allows customers to choose 

their reliability level within the capability of the system. The main objective in this 

part of research is to design and investigate new market mechanism that allows 

customers to maintain their desired reliability by participating in the reserve market. 

 

Contributions 

Techniques to evaluate the benefit of customers’ reliability requirements have been 

developed in this thesis. The energy and reserve co-optimized market that can take 

into consideration individual customers’ reserve requirement has been designed. The 

reserve allocations and deployment are optimized so that customers who have higher 

reliability requirements will pay more for reserves and maintain higher reliability 

levels. The nodal price and nodal reliability are evaluated to examine the benefits of 

the proposed method. The reserve utilization and reliability cost are also evaluated for 

different customer reserve requirements.  
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1.6.2 Impacts of renewable energy on nodal reliability 

Objectives 

The unpredictability and chronological variation of renewable energy will affect the 

reserve commitment and deployment in power systems. In a deregulated power 

system, nodal reliability is closely related to reserve allocation and deployment. 

Therefore the impact of renewable penetration on nodal reliability is an important 

issue that needs to be addressed. To properly account for the stochastic nature of 

renewable energies, time variant models have been investigated in previous studies 

[48, 87]. Reliability and cost of traditional power systems including renewable energy 

are also evaluated in [88, 89]. These techniques, however, were developed for 

traditional power systems and did not explicitly evaluate customers’ risks and benefits 

with renewable energy penetration. 

 

The main objective in this part of research is to develop new method that can evaluate 

the impacts of renewable penetration on the reserve deployments, and as a result on 

customers’ reliability, considering the intermittent characteristics of renewable energy 

and the correlation between renewable energy and load. 

 

Contributions 

In the new environment, energy and reserve are dispatched considering customers’ 

reliability requirements. The impacts on energy and reserve dispatch due to utilization 

of solar energy have also been investigated in this thesis. The market, cleared hourly 

or daily, has explicitly considered the variant solar energy. The evaluation techniques 

have been developed using Monte Carlo simulation to incorporate the chronological 

fluctuations and prediction errors of solar energy. The correlation between load and 

solar power is also important. If the correlation is positive, less reserve and energy are 

needed. The proposed techniques have also taken into consideration the correlation 

issue.  
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1.6.3 Impacts of renewable energy on energy price and customer 

reliability 

Objective 

Renewable energy providers can also bid in the power market to maximize their 

benefits. Due to the variable nature of renewable energies, imbalance costs will be 

imposed on renewable energy providers to induce them to make more accurate 

predictions for reliable operation of the power system. Providers then will develop 

various bidding strategies to maximize their benefits by participating in market 

operations. Renewable energy providers’ bidding strategies and their impacts on the 

market operation have been investigated in [53, 55]. The renewable energy variations 

include the chronological variation of renewable sources and the prediction errors. 

The responsibility of minimizing prediction errors can be attributed to system 

operators or renewable energy providers depending on the market design.  

 

The renewable energies are price takers in the power market due to their small 

proportion in the energy market. However, their biddings can affect the energy market 

clearing due to the substitution of conventional generation. Their bidding strategies 

also affect the reserve deployment since the bidding variation needs to be balanced by 

reserves. The main objective in this part of research is to develop new technique that 

can evaluate the market clearing procedure considering the biddings of renewable 

energy and also evaluate the corresponding impact on customer reliability and energy 

prices. 

Contributions 

Different wind power providers’ bidding strategies have been investigated in this 

thesis. Based on the short-term wind power prediction models, wind power providers’ 

bidding strategies are analyzed in the market operation. A market clearing procedure 

that includes biddings from wind power has been developed. The resulting impacts on 

nodal price and nodal reliability have been evaluated under different wind power 

bidding strategies. 
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1.7 Organization of the Thesis 

In this chapter, the background and motivations of the research have been presented. 

The objectives and contributions of this thesis have also been presented. The 

organization of the thesis is as follows: 

 

The economic operation of power system optimal power flow techniques are 

introduced in Chapter 2. The reliability analyses techniques used in conventional 

power systems and deregulated power systems are described. 

 

In Chapter 3, the intermittent characteristics of renewable energy sources and the 

electric power generation of renewable energy are presented. The market participation 

of renewable energy is also introduced. 

 

Chapter 4 investigates the contingency reserve pricing and deployment through a 

two-step market clearing process. Customers’ participation in reserve and energy 

market is explicitly considered. The nodal price and nodal reliability risks are 

evaluated for the proposed market. 

 

The impacts of solar power on nodal reliability and reserve deployments are evaluated 

in Chapter 5. The stochastic and chronological variations of solar power are 

incorporated in the proposed evaluation technique using pseudo sequential Monte 

Carlo simulation. 

 

In Chapter 6, the bidding of wind power providers and its impacts on market price and 

system reliability are examined.  

 

The conclusions of the research and some recommendations for future work are 

presented in Chapter 7. 
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Chapter 2  Power System Economics and Reliability 

In this chapter, power system economic operation is addressed. Pricing issues and 

reliability evaluation techniques are presented in both conventional power systems 

and deregulated power systems. Reliability evaluation techniques using analytical and 

Monte Carlo simulation methods are introduced. The economic and reliability 

benefits that can be achieved through deregulation are discussed. 

2.1 System Economic Operation 

The economic dispatch (ED) is executed over a 5-15 minutes period to dispatch real 

and reactive power to supply load with minimum cost [2]. Since different generation 

schedules can affect the power flow as well as generation cost, the problem of finding 

the generation schedule with minimum generation cost while satisfying the power 

flow equations of the system is defined as the optimal power flow (OPF) problem [13, 

90]. The OPF optimizes the power flow solution of large scale power systems. The 

objective function of OPF may include economic costs, system security and other 

objectives. 

2.1.1 Economic Dispatch (ED) 

ED in conventional power system [2] 

 

In conventional power systems, the system utilities are vertically integrated. The main 

task of the system operation is to minimize the total cost of the generators while 

satisfying the system demand. The rates that the utility charges its customers are set 

by an independent government regulatory body, such that minimizing the generation 

cost can provide the maximum profits [2]. The power output of any generator should 

not exceed its rating nor should be below its minimum output necessary for stable 

boiler operation. The generation should also compensate for the transmission system 
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losses. ED is modeled as a nonlinear optimization problem as shown below. 

The objective function is given by 

  
1

min
gn

t gi gi
i

C C P


  (2.1) 

where the value of giC  is calculated as: 

 2

gi i i gi i giC P P      (2.2) 

subject to power balance constraints: 

 
1

gn

gi D loss

i

P P P


   (2.3) 

generator output limit: 

 min max

gi gi giP P P   (2.4) 

where: 

tC  Total cost for all the generators. 

gn  Set of generators. 

giP  Real power output of generator i. 

giC  Cost function for generator i. 

DP  Total demand of power system. 

lossP
 System loss. 

min

giP  Lower limit of real power output of generator i. 

max

giP  Upper limit of real power output of generator i. 

 

The Lagrangian function is constructed to minimize the objective function subject to 

the constraints of Equations (2.3)-(2.4). 

    min min max max

1

gn

t D loss gi gi gi gi gi gi gi

i

L C P P P P P P P  


 
          

 
  (2.5) 

where  , min

gi and max

gi are the Lagrangian multipliers for energy balance constraint, 

lower limit and upper limit of generator constraints respectively. 
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According to Karush-Kuhn-Tucker (KKT) condition, the following conditions should 

be satisfied for the optimal solution. For i , there is: 

 min max1 0t loss
gi gi
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 (2.6) 
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By solving Equations (2.6)-(2.9), it can be concluded that: 
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 (2.10) 

The inequality constraints are only active when either the lower or upper limit is 

reached. Under this condition, the inequality constraints hold at the lower or upper 

limit. If all the generators operate within their output limits, the inequality constraints 

are not active and their corresponding Lagrangian multipliers satisfy: min max 0gi gi   , 

when (2.10) is reduced to: 
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 (2.11) 

From (2.11), all the generators operate at equal marginal cost which equals the   at 

the optimal generation dispatch. From an economic point of view, Lagrange 

multiplier   is the system marginal cost with respect to 1MW increase of system 

demand. When generator limit is active or the system loss as a function of generator 

output is implemented, (2.11) does not hold. From an economic point of view, the 
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values of min

gi  and max

gi  represent the sensitivity of system cost with respect to the 

corresponding generator output limits. This follows the Karush-Kuhn-Tucker 

necessary condition. 1 loss

gi

P

P

 
   

is known as the penalty factor for generator i’s 

contribution to the transmission losses. Generators have different marginal cost 

considering transmission losses and output limits. This contributes to electricity price 

variation for different power suppliers in the power market. 

 

ED in power market [2] 

 

In the deregulated power system, generation companies are independent utilities. 

There is no predefined electricity price. Under perfect market condition, each 

generation company provides supply bids which specify the quantity of power they 

are offering and the corresponding price they are demanding from the market. The 

customers also bid to purchase electricity. The electricity price in the power market is 

determined by the market clearing process based on the bids from energy suppliers 

and consumers. 

 

The economic dispatch becomes decentralized in a power market. Each participant in 

the market wants to maximize its own profits. Assume that the known electricity price 

is  , then the objective function for generation company i to maximize its profit is: 

   Pgi gi gi giMax P C P   (2.12) 

The object of load is maximizing its own profit. The objective function is 

   Pdi di di diMax B P P  (2.13) 

where  di diB P  is the benefit function of load j . 

 

Equations (2.12) and (2.13) are subject to the same constraints of ED as in the 

conventional power system. 

 

The optimal solutions for this problem are calculated using the same method as the 
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ED in conventional system explained earlier. It is assumed that the generator limits 

are not violated and that the system transmission loss is constant. In a perfect market, 

the optimization of all participants’ benefits will converge to a single market price  , 

and the following results can be obtained with the number of dn  loads: 

 
1 1

1 1

g d

g d

gn dng d

g gn d dn

C BC B

P P P P


  
    
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 (2.14) 

The result is similar with that using the conventional economic dispatch. Under 

perfect market conditions, both the presently unconstrained economic dispatch and a 

competitive market process will lead to the same amount of power being traded and 

the total social welfare. This proves that in a perfect market, the optimization of the 

profit of each participant is equivalent to the optimization operation of the whole 

system. However, in the real market, some large generation companies may exert 

market power to maximize their own profits which will result in loss of social 

welfare. 

 

It should be noted that the transmission losses have not been considered in the above 

discussion. The implementation of transmission losses will introduce the penalty 

factor as mentioned before. The price will deviate due to participant’s contribution to 

the transmission losses. The nodal price is calculated as: 
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 (2.16) 

The variances of nodal prices are caused by the transmission losses. The prices 

defined in (2.15) and (2.16) reflect the bundled energy price for meeting demand and 

compensating the share of transmission loss. 
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2.1.2 Optimal Power Flow (OPF) 

System loads were assumed to be aggregated load in the economic dispatch 

introduced above, and no transmission limits were considered. Therefore, the 

resulting generation dispatch is likely to violate the physical law such as Kirchhoff’s 

Law which determines the power flow of the system. By implementing the system 

security constraints in addition to the generator output limits in the optimization 

problem, OPF can avoid such a problem. Thus basically, OPF is a static, linear or 

nonlinear optimization problem of determining control variables while satisfying the 

set of power constraints [90, 91]. 

 

The objective of OPF is to minimize the system generation cost in the normal state. It 

can take other forms as well. In reactive power planning, the objective of OPF is to 

minimize the transmission losses. In energy and reserve co-optimized markets, the 

objective of OPF can be the total cost of reserve and energy. It can also be expressed 

as the minimum of load shedding in contingency conditions as well as minimum of 

the generation shift from an optimal generation point. The control variables which are 

being determined in the problem can be real and reactive power outputs of generators, 

the transformer tap ratios and phase shifts, switched capacitor settings, power 

exchanges between operating areas, etc [78, 92]. 

 

By setting the generation dispatch as an OPF problem, two main goals can be 

achieved. Firstly, the incremental cost of the system can be calculated more accurately 

with the implementation of the operation limits in operation cost minimization. In the 

power market, it provides the power providers with more useful information for 

choosing their bidding strategy. Second, the OPF solutions provide the consumers 

with the dispatch schedules that not only minimize the system operation cost, but also 

guarantee the safe operation of the power system. In addition, OPF can also 

implement the constraints of contingency operation. The OPF can dispatch the system 

in a defensive manner so that it can force the system to operate when contingency 
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occurs. This is known as “security-constrained OPF” [92]. 

 

Utilization of the OPF method to determine individual load point indices has been 

well documented [4, 67, 68, 78, 91, 93]. The objectives of the OPF problem are 

determined based on the practical application. In order to determine the electricity 

price for each bulk load point, the OPF problem is formulated with the objective of 

minimizing the system operation cost. 

 

In addition to economic operation, a secondary goal of the OPF method is to 

determine the system marginal cost. The marginal cost data can aid in the pricing of 

MW transactions, and in pricing ancillary services such as voltage support through 

MVAR support. The marginal cost can be interpreted as an approximation of the spot 

price. In solving the OPF problem, the marginal cost can be determined as a 

by-product. 

 

The solutions of OPF methods have many advantages over solutions of traditional ED  

which provide the marginal cost for each generating unit [90]. The OPF methods are 

capable of performing all the control functions necessary for the system operation. 

The ED determines the generator output such that the cost for generation is minimized 

for a certain load level. In addition to this, the OPF methods control the power flow 

on the transmission lines so that the transmission limits are not violated. The OPF 

methods can also control the transformer tap ratio and phase shift angle and the bus 

voltage magnitudes. The OPF methods ensure the economic and secure operation of 

power systems. 

 

Problem Formulation 

 

The traditional OPF minimizes the system generation cost. The objective function is 

defined as: 
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 min
g

gi

i n

f C


  (2.17) 

The objective function is the sum of the generation cost from all generators in the 

system. The equality constraints of the problem are shown in (2.18) and (2.19) which 

are determined according to the physical laws. They ensure that the power flow 

equations are satisfied and that the net injection of real and reactive power is zero at 

each bus. 

  
1

0 cos
N

i gi di i j ij i j ij

j

P P P VV Y   


       (2.18) 

  
1

0 sin
N

i gi di i j ij i j ij

j

Q Q Q VV Y   


       (2.19) 

Inequality constraints of the problem represent the physical limits of the electric 

device and the necessary operating limits for the safe operation of a power system. 

The generation output limits are expressed below. 

 min max

gi gi giP P P   (2.20) 

 min max

gi gi giQ Q Q   (2.21) 

The ramp rate limits are 

 min max

gi gi giP P P      (2.22) 

The voltage magnitude of each bus should be maintained within certain limits for a 

secure operation of the power system. 

 min max

i i iV V V   (2.23) 

The transmission line carrying capability relates to thermal rating of conductors and 

should be set to a specific level due to system security concerns. The OPF limits the 

apparent power flow of transmission line ij in a certain range. 

 
max

ij ijS S  (2.24) 

Transformer tap ratio ijt  and phase shift angles ij  are also limited within a certain 

range. 

 min max

ij ij ijt t t   (2.25) 
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 min max

ij ij ij     (2.26) 

where: 

i, j Bus index 

N Set of buses. 

ijY  Element of the system admittance matrix. 

ij  Angle associated with ijY . 

giP , giQ  Real and reactive power generations respectively at bus i. 

diP , diQ  Real and reactive loads respectively at bus i. 

iP , iQ  Net real and reactive powers injected respectively at bus i. 

min

giP , 
max

giP  Lower and upper limits respectively on the real power of 

generator at bus i. 

min

giQ , 
max

giQ  Lower and upper limits respectively on the reactive power of 

generator at bus i. 

giP  Ramp real power of generator at bus i. 

min

giP , 
max

giP  Lower and upper limits respectively on the real power ramp rate 

of generator at bus i. 

iV  Voltage magnitude of bus i. 

min

iV , 
max

iV  Lower and upper limits respectively of the voltage magnitude of 

bus i. 

ijS  Apparent power on transmission line from i and j. 

max

ijS  Maximum limit of apparent power on transmission line from i 

and j. 

min

ijt ,
max

ijt  Lower and upper limits respectively of transformer tap ratio. 

min

ij ,
max

ij  Lower and upper limits respectively of phase shift angles. 
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Algorithm 

Many algorithms have been developed to solve the OPF problem [94-96]. The 

sequential quadratic programming (SQP) algorithm was adopted in this research. The 

SQP algorithm has the advantage of efficiency, accuracy, and percentage of successful 

solutions over other methods [97]. The algorithm mimics the Newton’s method to 

solve constrained optimization problem similar to what is done for the unconstrained 

optimization. For each major iteration, an approximation is made for the Hessian of 

the Lagrangian function using a quasi-Newton updating method. This is then used to 

generate a QP sub-problem whose solution is used to form a search direction for a line 

search procedure. 

 

Solutions 

Based on the formulation of the OPF problem, the solutions are widely used to 

determine electricity prices [91]. The Lagrange multipliers are the negatives of the 

derivative of the function that is being minimized with respect to the enforced 

constraint [91]. The resulting multiplier can be represented as the marginal cost for 

meeting that constraint. Therefore, the Lagrange multipliers for equality constraints of 

real and reactive power balance at bus i: 
P

i and 
Q

i  can be interpreted as the 

marginal cost for supplying the load at bus i in $ / MWh  and $ / MWARh  

respectively.  

 

If the inequality constraint is satisfied, the corresponding multiplier should be zero, 

otherwise it is said that the inequality constraint is active, and the value of the 

multiplier can be perceived as the cost for violating the constraint. The Lagrange 

multipliers of transmission constraints can help system operators in transmission 

planning. For example, if the multiplier ij  of a power flow constraint of a 

transmission line between buses i and j is not zero, then the transmission line is 

operating at its limit. This implies that the specific transmission line may have 

significant economic impact on the power system. Line capacity increase may thus 
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improve the economic operation of the system.  

 

The Roy Billinton Test System (RBTS) is used to illustrate the techniques of nodal 

price evaluation using the OPF method. Detailed information on the RBTS is given in 

[98]. The single line diagram of the RBTS is shown in Fig. 2.1. The generation cost 

for each unit is shown in Table 2.1.  

GG
L3

Bus 1 Bus 2 20MW

Bus 3 Bus 4

40MW85MW Bus 5

Bus 6

20MW

20MW

G12 40MW
G13 10MW
G14 20MW

G21 20MW
G22 20MW
G23 20MW
G24 20MW

G26 5MW
G25 5MW

G27 40MW

G11 40MW

L1 L6 L2 L7

L4

L5 L8

L9

 

Fig. 2.1 Single line diagram of the RBTS 

 

An OPF problem is formulated using the data given in Table 2.1 with the objective of 

minimizing the system operating cost. The operational constraints such as the voltage 

limits, generation output limits and transmission limits are included in order to 

accurately determine the generation output and system marginal cost. The results of 

the OPF problem are shown in Table 2.2. 
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Table 2.1 Generation cost data 

 

Generator 

Index 

Generator Cost Function 

($/hr) 

Real Power limit 

(MW) 

Reactive Power 

Limit (MVAR) 

G11 
2

11 110.096 10 90g gP P   110 40gP   1115 17gQ    

G12 
2

12 120.096 10 90g gP P   120 40gP   1215 17gQ    

G13 
2

13 130.1 11.5 80g gP P   130 10gP   130 7gQ   

G14 
2

14 140.11 12.5 100g gP P   140 20gP   147 12gQ    

G21 
2

21 210.0403 4.75 80g gP P   210 20gP   217 12gQ    

G22 
2

22 220.0403 4.75 80g gP P   220 20gP   227 12gQ    

G23 
2

23 230.0403 4.75 80g gP P   230 20gP   237 12gQ    

G24 
2

24 240.0403 4.75 80g gP P   240 20gP   247 12gQ    

G25 
2

25 250.051 4.85 80g gP P   250 5gP   250 5gQ   

G26 
2

26 260.051 4.85 80g gP P   260 5gP   260 5gQ   

G27 
2

27 270.052 4.65 80g gP P   270 40gP   270 17gQ   

 

Table 2.2 Generation Output 

 

Generator Index 
Real Power Output 

(MW) 

Reactive Power Output 

(MVAR) 

G11 21.57 2.66456 

G12 21.57 2.66456 

G13 10 3.26499 

G14 7.47 2.55165 

G21 20 -2.29233 

G22 20 -2.29233 

G23 20 -2.29233 

G24 20 -2.29233 

G25 5 1.92979 

G26 5 1.92979 

G27 40 -8.31175 

 

The nodal prices of real power at each bus are shown in Table 2.3. The nodal prices at 

different buses vary marginally from each other, around 14$/MWh. 
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Table 2.3 Nodal price at each bus 

 

Bus Number Real Power Price ($/MWh) 

1 14.14 

2 13.35 

3 14.57 

4 14.51 

5 14.67 

6 14.80 

 

2.2 Power System Reliability Evaluation 

Irrespective of whether the power system is a conventional power system or a 

restructured power system, the main objective of system operation is to supply 

customers as reliably and economically as possible. The basic reliability evaluation 

methods are introduced in this section. Three commonly used methods for reliability 

evaluation are: the probability method, the frequency and duration method, and the 

Monte Carlo simulation method [63]. These methods are generic and can be applied 

to any power system. However, they have different properties that suit different 

applications, which will be explained in this section.  

2.2.1 Component models 

System reliability relates to the randomly occurring failures of system components. 

The random behavior of the system component operation is known as a stochastic 

process. Based on the criterion of whether the system moves from one state to another 

in discrete time or continuous time, the process is classified as discrete or continuous, 

and accordingly referred to as a Markov Chain or a Markov Process. However, the 

system must satisfy certain conditions to be modeled using the Markov approach. 

Firstly, the system should be memoryless so that the future states of the system are 

independent of the past states except the immediately preceding one. Secondly, the 

system should be stationary. This indicates that the system behavior is the same 

irrespective of the point of time being considered, i.e, the probability of transition of 
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the system from one state to another dose not depend on time, but on the time interval. 

Thus the Markov approaches are applicable only to systems whose behavior is 

described by Poisson and Exponential distributions. For system components, a 

constant hazard rate ensures that the system state transitions remain constant at all 

points of time. Markov models for system components are established and reliability 

analysis is then conducted using the Markov process [63]. 

 

The failure and repair characteristics of the system components can be represented 

using exponential distributions. Therefore the system behavior can be modeled as a 

Markov process. The reliability model of the system must have the ability to show the 

system states and the transitions from one state to another. The state space is 

formulated as a discrete function which represents the state the system resides in and 

the duration. For a single component, the Markov model is shown in Fig. 2.2. The 

component has two states: UP(0) and DOWN(1).   and   are the system failure 

rate and repair rate respectively. However, if a unit has one or more derated states, it 

can be represented as a three or higher state Markov model.  

 

UP

0

DOWN

1

λ

μ

 

Fig. 2.2 Two-state Markov model of a single component 

 

Given the failure and repair rates, the density functions of the components’ operating 

and failure states are represented by  0f t and  1f t respectively: 

  0

tf t e    (2.27) 

  1

tf t e    (2.28) 

The relationship between the mean time to failure (MTTF) and the failure rate is 

expressed in (2.29). The relationship between the mean time to repair (MTTR) and the 

repair rate is expressed in (2.30). 

 
1

MTTF


  (2.29) 
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1

MTTR


  (2.30) 

The generating unit and transmission line reliability models can be developed using 

the Markov model. 

 

System state is the aggregated state of all the system components. The state of each 

component should be determined in order to determine the system state. The 

availability of a system component at steady state 0p  and the unavailability 1p  are 

calculated as [63]: 

 0p


 



 (2.31) 

 1p


 



 (2.32) 

2.2.2 System reliability evaluation 

Probability method 

 

The probability method for reliability evaluation basically evaluates a given system 

generation configuration’s adequacy. The loss of load probability (LOLP) or loss of 

load expectation (LOLE) is the most widely used probabilistic technique. The basic 

approaches for adequacy evaluation are similar and mainly include three parts as 

shown in Fig. 2.3. The generation and load models shown in Fig. 2.3 are combined to 

form the system risk model. The generation model is the convolved model of all the 

generation units in the system. 

Generation 

Model

Load

Model

Risk

Model

 

Fig. 2.3 Conceptual tasks in generating capacity reliability evaluation 
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Each generation unit can be modeled using the Markov model introduced before. All 

the parameters for each state can form a table designated as the capacity outage 

probability table (COPT) [63]. For a system that contains different types of generation 

units, the generation model can be obtained by multiplying the corresponding capacity 

probability. The load model is the aggregated model of the entire load in the system. 

 

Loss of load occurs when the load exceeds the available generation capacity. By 

combining the capacity outage probability table and the load model, the LOLE can be 

calculated using the following equation: 

  
1

n

i i ci

i

LOLE p t A L


    (2.33) 

where ip  is the probability of state i , it  is the time during which capacity ciA  is 

less than load L , and n is the number of states. 

 

The units of LOLE are in days if the daily peak load variation curve is used or in 

hours if the load duration curve is used.  

 

In order to use probability techniques in power systems, the following assumptions 

were made. First, the calculated indices do not include transmission line constraints. 

The transmission reliability is not included either. Second, since the calculated 

reliability indices are the overall adequacy of the generation system, they cannot 

reflect the generation deficiency at any particular customer load point. The third one 

relates to the characteristic of the indices. The LOLE represents the expected number 

of days (or hours) in a given period that the loads exceed the available generating 

capacity. It does not, therefore, reflect the frequency of occurrence of an insufficient 

capacity or its duration. 

 

Frequency and duration method 

 

The probability of the system staying in one state can be calculated using Markov 
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techniques described before. The frequency and duration method for system capacity 

evaluation is introduced to calculate the frequency of encountering a system state and 

the duration of the state. The frequency and duration method can incorporate the 

transmission line into overall or composite system evaluation, and it is also possible to 

evaluate the reliability indices for each customer and load point. 

 

The additional data needed are the state frequency and duration. The basic technique 

of the frequency and duration method can be described using the Markov process of a 

single repairable component. The state space diagram of the component is shown in 

Fig. 2.2. The probability of the operating state and failure state are calculated using 

Equations (2.31) and (2.32) respectively. 

 

The probability of residing in a certain state equals the mean residence time of the 

state divided by the mean cycle time for that state to happen. It can be extended to a 

multi-state system. The probability of residing in state i is: 

 i
i

m
p

T
  (2.34) 

where ip  is the probability of state i, im  is the mean time of staying in state i, and T  

is the mean time of encountering state i. 

 

For a repairable unit described in Fig. 2.2, the mean time between failures (MTBF) is 

described as the mean duration of encountering a system state which is the sum of 

MTTF and MTTR as in Equation (2.35). The state probability indices are calculated 

using Equations (2.36) and (2.37): 

 MTBF MTTF MTTR   (2.35) 

 
0

1MTTF f
p

MTBF MTBF 
  


 (2.36) 

 1

1MTTR f
p

MTBF MTBF 
  


 (2.37) 

where f is the frequency of encountering a system state and is the reciprocal of MTBF. 
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The extension of the equation is based on Equations (2.29) and (2.30). 

 

In a more general sense, the frequency of a particular condition can be described as 

the mathematical expectation of encountering the boundary wall surrounding that 

condition. So the frequency of encountering the state can be expressed as the product 

of probability of that state and the rate of entering the state. From the frequency 

balance concept introduced in [63], the frequency of entering a state equals the 

frequency of leaving that state. The following equation can be derived from Equations 

(2.36) and (2.37). 

 0 1f p p      (2.38) 

However, the concept is only applicable to the long term behavior of the system 

(steady state) and not valid for time dependent system probabilities and frequencies. 

 

Then the duration of residing in the state is determined as: 

 1/ di
i i i i

i

p
m p T

f
     (2.39) 

where d

i  is the departure rate of state i. 

 

Compared to the probability method which only provides static adequacy evaluation 

of different system configurations and expansions, the frequency and duration method 

evaluates the transition of system states and provides frequency and duration indices 

in addition to the probability indices. However, these two methods lead to virtually 

identical expansion plans for a given reliability index. 

 

Monte Carlo simulation method 

 

The probability and frequency and duration methods described above are analytical 

methods. The analytical method represents the system by a mathematical model and 

evaluates the reliability indices from this model using direct numerical solutions. In 
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most cases, this is sufficient for the system operators and planners to make objective 

decisions. The results obtained from the analytical method are expectation indices. 

The simulation methods estimate the reliability indices by simulating the real system 

operation process and random behavior. Therefore it can include more aspects such as 

outage and repairs of elements represented by general probability distributions, 

dependent events and component behavior, queuing of failed components, and load 

variation, etc., in solving the problem.  

 

Monte Carlo simulation simulates a system process by generating random variables 

based on the probability of the system model parameters [99]. It has been widely used 

in system analysis. There are basically two types of stochastic simulations: random 

and sequential [63]. The random approach simulates the basic intervals of the system 

states by choosing intervals randomly. The sequential approach simulates the system 

lifetime in a sequential manner. When there are some system problems for which one 

time interval has significant effects on the next interval, the chronological property of 

the system will have significant impacts on the reliability indices. In another condition, 

if the probability distribution and frequency of the state duration are needed in the 

system, these can only be evaluated explicitly if the chronology of the system 

behavior is simulated. The random approach on the other hand has more restrictive 

application requirements. For systems that can use both approaches, the random 

approach is computationally more efficient. 

 

Modeling generation unit states using Monte Carlo simulation is based on the state 

probability of the unit. For a unit which has two states with probability of 0p  and 

1p  as shown in Fig. 2.2, a random number U in the range (0, 1) is generated. If 

1U p , then the unit is deemed to be in the down state, otherwise the unit is deemed 

to be available. For a unit that has derated state with probability of 2p , if 1U p , the 

unit is deemed to be in the totally down state and if 1 1 2p U p p    , the unit is 
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deemed to be in the derated state, otherwise, the unit is in available state. 

 

After the state of the unit has been determined, the duration of the state is sampled. 

 

In case of the exponential distribution, the duration T determined from the random 

number is discussed in [63] and given as the following: 

 
1

lnT U


   (2.40) 

where   is the transition rate of the state. 

 

Consequently, for a two-state unit described in Fig. 2.2, the random values of time to 

failure (TTF) and time to repair (TTR) are calculated by: 

  1

1
ln 1TTF U if p U


     (2.41) 

  1

1
lnTTR U if U p


    (2.42) 

The time to repair of a component is usually modeled as a normal distribution or a 

log-normal distribution in reliability evaluation [100]. In this case, the duration of a 

specific state is calculated using different equations. Two independently normally 

distributed variables 1X and 2X  can be generated from two uniformly distributed 

variables U1 and U2 as: 

  1 1 22ln cos 2X U U   (2.43) 

  2 1 22ln sin 2X U U   (2.44) 

The repair durations following normal distributions are given by X1 or X2.  

 

For repair durations for the a log-normal distribution, the mean  and variance 
2

are determined as: 

 
2

2
ln

E

V E


 
  

 
 (2.45) 
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2

2

2
ln

V E

E


 
  

 
 (2.46) 

where E and V are the mean and variance of the log-normal distribution. 

 

The repair duration for the log-normal distribution can be calculated by: 

 
ZT e   (2.47) 

where z is a random variable generated from the standard normal distribution. The 

results are obtained under the assumption that the deviation equals one-third of the 

MTTR. 

 

The operating cycle of the modeled component can be created using random number 

generators and the probability distribution of the TTF and TTR. The failure time and 

repair time are represented in the operating cycle. 

 

The variation of load is represented in two ways: chronological or nonchronological. 

The chronological load model is a sequential load level in order of occurring time or 

expected time to occur. The nonchronological load model enumerates all the load 

levels and then represents the load level in a descending order to form a daily peak 

load duration curve (DPLDC) if the daily peak value is used or a load duration curve 

(LDC) if the hourly load is used. The chronological model is easy to use in Monte 

Carlo simulation by superimposing on the simulated chronological generation 

capacity. The nonchronological load model is treated in a different way. One method 

is to divide the load into limited steps to produce a multistep load model. The 

probability of step i, ip is determined as the ratio of duration of load level id  and 

the total period of interest T, i.e., /i ip d T . Then the load level in Monte Carlo 

simulation can be determined by generating a uniformly distributed random number 

in the same way as the determination of a generating unit state. 

 

The expected reliability indices E(Q) for Q which can be loss of load or loss of energy 
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and others are determined as: 

  
1

j

j N

E Q x
N 

   (2.48) 

where N is the number of sample states, xj is an indicator that states the value of the 

examined index at each simulation state as: 

 
0

j

j

if the state j is in up state
x

Q if the state j is in down state


 


 (2.49) 

The variances and distribution of the examined indices can also be obtained from 

Monte Carlo simulation. The accuracy level of Monte Carlo simulation is evaluated 

by its coefficient of variation which is also used as the convergence indicator. 

 

Compared to the probability method and the frequency and duration method, the 

Monte Carlo simulation method can provide the distribution of calculated indices. The 

computation burden in Monte Carlo simulation is independent of the system size and 

is favorable in large systems. 

2.3 Nodal Price and Nodal Reliability 

In traditional vertically integrated power systems, customers have no choice in 

selecting power suppliers, and the price is fixed for customers at different nodes. In a 

power market, customers have more choices to choose power suppliers and they pay 

higher price for higher reliability of supply. Customers can also adjust their demand 

based on energy price and their reliability requirements [67]. The participation of 

demand side in power system operation has changed the way electricity prices are 

determined. The investigation of demand behavior can provide suppliers useful 

information for adjusting their bidding strategy and generation schedule. 

 

In restructured power systems, nodal prices provide useful economic information that 

reflects the transmission and generation cost. The nodal or bulk load point reliability 

can provide information regarding the risk corresponding to the specific point [66]. 
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With the participation of customer, the nodal price in contrast reflects the cost that the 

customer is willing to pay for the corresponding reliability level. Therefore nodal 

reliability and nodal price are correlated in a deregulated power system. The market 

participants can use this information to determine their bidding strategies and 

maximize their benefits. For system planners and investors, it provides them with 

great insight into the appropriate time and location for adding new generating units 

and transmission lines [66]. 

 

In a traditional power system, customers receive uniform price and reliability that is 

centrally managed by the system operators and planners. Customers have no choices 

to choose their reliability. When a contingency occurs, load shedding and generation 

re-dispatch decisions are made by the system operators to release the network 

violation without considering customers’ different reliability requirements. The 

reliability evaluation techniques in a conventional power system are well developed 

and examined thoroughly [63-65]. The customer choice is not included in these 

techniques. In a deregulated power system, customers can choose to purchase reliable 

service to improve their reliability. It can be realized by assigning different customer 

benefit functions. Since it is hard to measure directly, the reliability benefits are 

evaluated indirectly as interruption cost of customers in many systems [66, 101]. 

Customer damage function (CDF) is one surrogate of interruption cost which is 

widely used in North America, while the value of lost load (VOLL) is used in UK and 

other European countries [63]. 

 

Customer interruption costs have been investigated by many researchers [63]. The 

approaches can be categorized into three main types: various indirect analytical 

evaluations, case studies of blackouts, and customer surveys. Among these methods, 

customer survey is widely used by the utilities due to its direct reflection of 

customer’s response to supply interruption. The customer interruption cost dependents 

on the characteristic of customer and the interruption. Customer characteristics 

include types of load, nature of customer activities, size of operation, demographic 
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data, demand, energy requirements, and energy dependency as a function of time of 

the day, etc. It is also demonstrated that a customer will reduce demand when the 

price of electricity is higher than the customer marginal cost at contingency state [67].  

Interruption characteristics include the duration, frequency, and time of occurrence of 

interruptions, the influence of the interruption, etc. 

 

Based on customer surveys, customer interruption cost is determined for different 

customer categories. The Standard Industrial Classification (SIC) system of customer 

identification is widely used in determining the customer category. One convenient 

way to display customer interruption cost is the sector customer damage functions. 

Surveys have been conducted by the University of Saskatchewan and Canadian 

electric power utilities to estimate customer interruption costs [63]. The sector 

customer damage functions (CDFs) which are functions of electricity interruption 

have been determined from the survey data [63], and are shown in Table 2.4. 

 

Table 2.4 Customer sector interruption cost ($/kW) 

 

User Sector 
Interruption Duration (mins) & Cost ($/kW) 

1 min 20 min 60 min 240 min 480 min 

Larger User 

Industrial 

Commercial 

Agriculture 

Residential 

1.005 

1.625 

0.381 

0.060 

0.001 

1.508 

3.868 

2.969 

0.343 

0.093 

2.225 

9.085 

8.552 

0.649 

0.482 

3.968 

25.16 

31.32 

2.064 

4.914 

8.240 

55.81 

83.01 

4.120 

15.69 

 

The nodal prices in a power market vary with customer load pattern and the load level. 

Customers can reduce their demand if the nodal price is too high. On the other hand, 

customers can also increase the demand if the price is low. In some cases, customer 

pays a higher price for higher reliability while others are willing to pay a lower price 

with lower reliability requirement. The design of market process and reliability 

evaluation should consider the correlation between nodal price and nodal reliability. 
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2.3.1 Nodal price 

There are two electricity pricing methods in existing power markets [4]: the last 

accepted bid and the spot pricing method. The last accepted bid method collects 

market participants’ bid blocks containing energy and prices. The aggregated supply 

curve is created by aggregating the supply bid in price ascending orders. The demand 

curve is created in the same way in price descending orders. The supply curve and 

demand curve are plotted against each other, and the price and energy at the cross 

point of these two curves are the market clearing price (MCP) and clearing energy 

respectively. All supply bids whose bidding price is higher than the MCP and demand 

bids whose bidding price is lower than MCP are rejected. This method is convenient 

and requires less computation effort. England, Wales, and New Zealand markets are 

examples of this type [4]. 

 

The basic theory of spot pricing is introduced in [102]. The participants in this method 

supply the cost curve to the market. The market operators determine the energy price 

based on the minimization of the total system cost. The participants accept the 

clearing price from the system optimization results. Australia, PJM market in eastern 

US and New England market in the US are examples of markets using the spot 

pricing method [4]. 

 

To accurately charge demand and reflect cost of providing energy considering 

locational effects, spot pricing can provide the uniform price, zonal price or nodal 

price [103]. The spot pricing method can ensure both the economic and secure 

operation in power systems and is therefore utilized in this thesis. 

2.3.2 Customer reliability and load curtailment 

In conventional power systems, customers are purely price takers and in contingency 

state when load shedding is needed, system operators determine the location and 

amount of load being curtailed. The reliability of supplying load is thus centrally 
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controlled by system operators to maximize the entire system benefit. In the new 

system environment, customers can maximize their own benefits by choosing 

suppliers and enhance their own reliability by purchasing reliability services such as 

transmission rights and higher load shedding priority. This can help them to hedge the 

risk of being shed in contingency states. Alternatively, the customer can choose to 

reduce its demand when the price is extremely high during system component failures 

[66]. For a certain customer, reducing demand may be much more beneficial than 

paying for a high electricity price. In such a case, the load shedding is determined by 

the customer. So the behavior of a customer in the market is modeled as an 

optimization of its own benefit. The objective function is the benefit minus the cost of 

load shedding. For customer i, at contingency state j, the load curtailment is 

determined by solving the following optimization problem: 

    0 0j j j

di di di diMax B P C P P P       (2.50) 

where 0

diP  represents the equilibrium demand at the normal state,  0j

di diP P is the 

load curtailment at state j due to high electricity price or system network violation,  

j

diP  represents the demand at state j, 
j  is the electricity price at state j,  0

diB P is 

the customer benefit function for normal state, and  0j

di diC P P  is the customer cost 

due to demand curtailment at state j. 

 

When customer benefit  0

diB P  is constant, the problem becomes minimization of 

the curtailment cost and cost of purchasing energy. The problem then takes the 

following form: 

  0j j j

di di diMin C P P P      (2.51) 

The problem minimizes customers’ interruption cost and energy cost subject to system 

operational constraints. Thus the solutions are correlated with the system economic 

operation solutions. 
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2.3.3 Nodal price and nodal reliability 

The relationship between nodal reliability and nodal price can provide important 

information for market participants. Nodal prices at contingency states will deviate 

from normal state severely as presented in [66-68]. The contingency states occur 

randomly in system operation. In order to examine the price behavior for all system 

conditions, the expected nodal price is used. It is calculated as an expected value for 

all the system operation states according to the frequency and probability of the state. 

It is shown in [67] that the price fluctuation usually occurs at the weak load node and 

for these nodes, the expected nodal prices have significant deviations from the normal 

price. Hence it is very important to analyze the expected nodal price to give market 

participants the information of overall nodal price behavior. 

 

The contingency state can be determined using the contingency enumeration and state 

selection method. The probability and frequency of each contingency state are 

evaluated using the same method for solving the bulk power systems [63]. The loss of 

load for each node is determined by proportional load shedding. Then the reliability 

index can be calculated for each node. The OPF techniques described in [68] are 

utilized to determine the nodal prices and the load curtailment with the objective of 

optimizing system benefits. 

2.4 Conclusions 

This chapter has presented system economic operation and reliability evaluation 

methods typically used in power systems. The techniques used in evaluating the 

electricity price and system reliability have been discussed. 

 

One objective of system operation is to supply load at minimum cost. In both 

conventional and restructured power systems, the objective is realized by using 

economic dispatch (ED). However, the resulting generation dispatch of ED must 

satisfy the load demand and system losses and at the same time obey the system 



Chapter 2 

 49  
 

power flow equations. The optimal power flow (OPF) is introduced to fulfill this 

requirement. OPF is a nonlinear optimization problem used in system economic 

operation to realize different operation objectives. In normal operation, the objective 

of OPF is to minimize the total generation cost. In a restructured power system, the 

participation of demand has changed the objective of OPF by including benefit 

function of load. The economic implication of the solutions of OPF makes it possible 

to use the results of OPF to determine the nodal prices. An example is also given in 

this chapter to illustrate the technique. 

 

The reliability of power supply is an important part of system operation both in 

conventional and restructured power systems. Basic system reliability evaluation 

concepts and techniques are presented in this chapter. The characteristics of system 

components make it possible to use Markov models to represent the operation. Three 

system reliability evaluation methods are introduced in this chapter. These methods 

can be applied in both conventional and restructured power systems.  

 

Nodal price and nodal reliability in deregulated power systems are also discussed. The 

spot pricing method and OPF techniques are utilized in determining nodal indices. 
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Chapter 3  Renewable Power Generation 

With the extensive utilization of renewable energy in existing power systems, these 

resources should be properly investigated in order to optimize the benefits of 

renewable penetration on the power system. In order to understand and quantify the 

renewable power variations, renewable power generations are investigated and 

presented in this chapter. The market behavior of wind power providers is also 

presented. 

3.1 Wind Energy Conversion System 

A wind energy conversion system (WECS) converts the wind energy at a specific site 

into electric energy. In order to evaluate the potential benefits of adding WECS to a 

power system, a distinctive model of WECS which can take into account the 

intermittent and diffusive nature of the energy source as well as the failure and repair 

characteristic of the WECS needs to be developed. 

 

The model of a wind turbine generator (WTG) contains three main factors that affect 

the generation output [46]. The first one is the random nature of the wind speed which 

must be included in a probabilistic model that reasonably approximates the wind 

characteristic at a particular location. The second factor is the relation between power 

output and wind speed. This relation can be described using the operating parameters 

of the WTG being considered. The commonly used parameters are the cut-in wind 

speed, cut-out wind speed, and the rated wind speed. The third factor is the 

probability of unavailability of the wind turbine which is expressed by the unit forced 

outage rate (FOR) [46]. 

 

A WECS contains two main parts: the wind source and the actual wind turbine units. 

Fig. 3.1 shows the WECS model for reliability analysis. 
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Fig. 3.1 Wind energy conversion system power output model 

 

WECS model has been investigated for different utilizations [35, 46, 104]. An 

analytical method has been presented in [46] to model the WTG for reliability 

evaluation. However it did not include the chronological characteristics of wind speed 

and its effects on the output of the WTG. A sequential Monte Carlo method is capable 

of considering these factors in the adequacy evaluation of a power system containing 

WECS. Two time-series models of wind speed are given in [104] which is an essential 

step for the application of the sequential Monte Carlo method.  A multistate model 

for a WTG unit and a WECS model containing many WTGs are built in [35] using the 

apportioning method. This model can be easily used in system adequacy analysis with 

many WTGs at different locations. 

 

The time sequential model of WECS is developed in the following sub-sections. The 

novel contribution of this section is that a time series model of wind power has been 

developed which can be used in the short term or long term wind integration analysis 

described in Chapter 6. 

3.1.1 Wind speed 

The wind speed of the specific site indicates the energy that can be extracted from the 

wind. One of the critical steps in constructing the WECS model is to simulate the 

wind speed. The wind speed has been examined using an analytical method which 

cannot represent the chronological characteristic. A time-series model [104] which 

can simulate not only the auto-correlation of wind speed and the seasonal property, 

but also the diurnal distribution is adopted in this thesis to fulfill this step. 
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Auto-regressive and moving average (ARMA) model 

The renewable power variations result from intermittent renewable sources like wind 

speed and solar radiation. The random behavior of wind speed and solar radiation 

characteristics correlate with climatic factors and shows chronological characteristics. 

Therefore they are hard to be modeled using analytical methods. The statistical 

method can model the time series variables and is adopted in analyzing the renewable 

sources. 

 

The ARMA model that can represent the random and chronological characteristic of 

time series is utilized. ARMA model is widely used in modeling and prediction of 

time series. The utilization of ARMA model requires that the time series to be 

stationary and memoryless [105]. The wind speed and solar radiation all satisfy this 

requirement. 

 

The general expression and theory of ARMA model is introduced first. For an 

observed time series with  

tOV = Observed value at time t, 

t = Mean value at time t, 

t = Standard deviation at time t. 

The time series model can be developed from the above data. Let data series ty  be: 

  , ,t t t ty f OV    (3.1) 

The ty is generated from the available data, and the transformation in f usually 

includes removing seasonal trends and removing means to produce a stationary data 

series. ty  can be modeled using ARMA(p,q) time series model: 

 
1 1

p q

t i t t i t i

i i

y c y   

 

      (3.2) 
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Equation (3.2) contains an auto-regressive (AR) part  
1

p

i t t

i

A p c y 


    and a 

moving average (MA) part  
1

q

t i t i

i

C q   



  where  1,2, ,i i p   and 

 1,2, ,j j q   are the parameters of the model respectively. t  is a normal white 

noise process with zero mean and a variance of 2

  (i.e.  20,t NID   , where 

NID denotes Normally Independently Distributed). 

 

After establishment of proper time series model for ty , the simulated data tSV  of 

the examined time series can be calculated by: 

  1 , ,t t t tSV f y    (3.3) 

where  1f    is the inverse function of  f  . 

 

The adequacy of the model is checked by a standard called Akaike’s Information 

Criterion (AIC) which provides a way to measure the model quality by simulating the 

condition using a different data set. A smaller value indicates better estimation. In 

case studies, ARMA models with different orders were fitted and the one with 

smallest AIC value was chosen. Another is the fitness value which represents the 

percentage of the output that the model reproduces. Usually these two standards 

provide same results. 

 

The simulated values produced from the ARMA model can capture the statistical 

characteristics of the original data such as mean and standard variation. Since the 

model is usually developed based on measurement data set, it is useful in generating 

data series that follows the characteristic of the measurement. With more simulated 

data, the behavior of the time series and its impacts on other systems can be 

examined. 
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ARMA model of wind speed 

Let 

tOW = observed wind speed at hour t, 

t  = mean observed wind speed at hour t, 

t  = standard deviation of observed wind speed at hour t, 

tSW = the simulated wind speed at hour t. 

A data series ty is calculated from the measurement data as: 

   /t t t ty OW     (3.4) 

Based on the historical observed data of hourly average wind speed and variation, an 

ARMA (n, m) time-series model can be built as: 

 1 2 2 21 2 1 1   t n t t mt t t n t mty yy y                   (3.5) 

where ( 1,2, ,n)i i    and ( 1,2, ,m)j j    are the auto-regressive and moving 

average parameters of the model respectively. t and 2

  are the same type of 

parameters as in Equation (3.2). 

 

Through the ARMA model, data series of ty can be predicted and generated. The 

simulated wind speed is calculated as: 

 t t t tSW y    (3.6) 

The wind data are obtained from [106]. Three years’ wind speed data of ten minutes 

interval at height of 80 meters are examined using the ARMA model and presented in 

Equation (3.7). An ARMA model has been developed based on the measured data. 

The ARMA model’s MA and AR orders are 4 and 3 respectively. The AIC of the 

model is 0.3678. 

 
1 2 3 4

1 2 3

0.9235 0.8603 0.9331 0.04418

0.8744 0.9039 0.867

t t t t t

t t t t

y y y y y

   

   

  

   

   
 (3.7) 

where  20,1.2t NID  . 
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Fig. 3.2 shows the hourly predicted and measured wind speed. The prediction 

basically follows the measurement and represents the chronological characteristics. 

 
Fig. 3.2 Prediction and measurement of hourly wind speed 

 

3.1.2 Relation between power output and wind speed 

The power output characteristics of a wind turbine generator are quite different from 

those of conventional generators. The output of a wind turbine generator (WTG) 

depends strongly on the wind regime as well as the design parameters of the turbine. 

Generally it can be described by the plot of output power against the average wind 

speed as shown in Fig. 3.3. 
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Fig. 3.3 Power output curve of wind turbine generator 
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In Fig. 3.3, there are three important parameters that determine the power output of 

the wind turbine. First is the cut-in speed ciV  which denotes the minimum wind 

speed for the turbine to generate power. Second is the rated speed rV  at which the 

generator generates rated power. Third is the cut-out speed coV  at which the 

generator will cut-off due to safety concerns. The hourly wind turbine power output 

can be calculated based on the simulated hourly wind speed: 

  
 

0 0

0

T ci

T T ci T r

T

r r T co

co T

SW V

A B SW C SW V SW V
PP SW

P V SW V

V SW

 


     
 

 
 

 (3.8) 

where rP  is the rated power output of the WTG. 

 

The parameters A, B and C presented in [46] are determined by ciV ， rV  and ocV . 

 
 

 
3

2

1
4

2

ci r
ci ci r ci r

rci r

V V
A V V V V V

VV V

  
     

    

 (3.9) 

 
 

   
3

2

1
4 3

2

ci r
ci r ci r

rci r

V V
B V V V V

VV V

  
     

    

 (3.10) 

 
 

3

2

1
2 4

2

ci r

rci r

V V
C

VV V

  
    

    

 (3.11) 

Given the WTG parameters and the input wind speed, the output power of WTG can 

be calculated. The calculated wind output power can be utilized in the time sequential 

analysis or Monte Carlo simulation and the multistate wind power generation model. 

For example, a three-state WTG model that includes the forced outage rate of WTG is 

developed in [49] and the Monte Carlo simulation method is utilized to evaluate the 

system adequacy with wind penetration in [107]. 

3.2 Solar Energy Conversion System 

A solar energy conversion system (SECS) converts solar energy into electricity. The 
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solar radiation and the electric characteristic of Photovoltaic (PV) panels are 

examined to evaluate the performance of SECS, as depicted in Fig. 3.4. 

PV System

Weather 

influences

PV Generation 

OutputSolar 

Radiation

 

Fig. 3.4 Solar energy conversion system power output model 

3.2.1 Solar radiation 

The power output of the PV panel largely depends on the solar radiation. Different 

from wind speed, solar radiation is obtained from the sun and has a more obvious 

seasonal characteristic. Solar power is only available during the day time. The 

statistical characteristic of measured solar radiation data is important for PV system 

analysis.  

 

Generation and prediction of synthesized hourly solar radiation data have been 

analyzed by many researchers. Overall, the analysis and model construction are based 

on the quality and availability of the measured data. Stochastic models based on 

hourly solar radiation obtained for one year in Singapore was proposed in [108]. The 

stochastic part was modeled using ARMA model. The determined part was obtained 

from the grand average over the entire recording period. A method for predicting the 

monthly mean solar radiation from the bright sunshine hours and other meteorological 

data was developed in [109]. A time dependent autoregressive Gaussian model was 

proposed in [110] to generate synthetic daily sequence of hourly solar radiation given 

the daily clearness index. The model considered two major factors that affect the 

hourly solar radiation: the solar hour and the daily clearness index. The model of 5 

mins solar radiation probability density distribution was developed in [111] based on 

measurement of 5 mins global and beam solar radiation data. The objective was to 

evaluate the intra-hour variability of short-term solar radiation. A universal function 
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for calculating the hourly solar radiation for application in two locations in Greece 

was presented in [112]. The global daily solar radiation was predicted from the 

measurement using higher order statistical method [113]. Two statistical models were 

derived from the measurement: the clearness index and the loss radiation. The results 

showed that the prediction from the loss part model gave a more accurate prediction. 

Based on the measurement of mean hourly solar radiation values of 63 days and the 

meteorological data, a neural network was trained to predict the single step ahead 

hourly radiation [114]. Results showed that the prediction value captures the seasonal 

and stochastic characteristics of the solar radiation data. Further improvement was 

obtained with additional training data of meteorological parameters. Multiplicative 

ARMA models were developed from the monthly mean values of daily global 

radiation in [115] that can capture the seasonal characteristic of hourly series of solar 

radiation. It was applicable in areas with limited measurement data. 

 

Based on previous research, the factors that determine the radiation include the 

determined part and the variation part. The determined parts are location of the site, 

solar hour of the day and day of the year. Determined factors are related to the 

position of the site with respect to the sun which is the source of the radiation. The 

variation factor is the meteorological condition which affects the percentage of 

radiation that can be received by the PV panel. The most widely used index 

representing the weather condition when determining the solar radiation is the 

clearness index [16, 108, 110, 114]. Clearness index is defined as the ratio of the 

average horizontal solar radiation at the site to the extraterrestrial insolation on a 

horizontal surface above the site just outside the atmosphere. Both environmental and 

meteorological factors can be reflected by the clearness index. The clear day solar 

radiation is used to determine the clearness index, instead of the extraterrestrial 

insolation in the examination. With determined factors, the clear day radiation can be 

calculated using the American Society of Heating, Refrigerating, and Air 

Conditioning Engineers (ASHRAE) Clear Day Solar Flux Model [16]. It is necessary 

to develop a model that can capture statistic characteristics of the solar radiations such 
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as the mean, variation and the autocorrelation function. 

 

Due to its effectiveness in modeling chronological characteristic and random 

variations of data series, the ARMA time series model is developed to model the 

stochastic behavior of the solar radiation.  

At hour t, the indices for solar radiation are as follows: 

tOSR = observation of solar radiation at hour t.
tCSR = clear day solar radiation at hour 

t. 

t = mean value of 
tOSR . 

t = standard deviation of 
tOSR . 

tCSR is determined using ASHRAE model instead of the extraterrestrial insolation 

[16]. The clearness index k
t
 and mean clearness index mk

t
 at hour t, and the daily 

clearness index for day n, dkn are determined as: 

 
t t tk OSR CSR  (3.12) 

 
t t tmk CSR  (3.13) 

 t t

n

t n t n

dk OSR CSR
 

   (3.14) 

In order to remove the diurnal effects, the hourly clearness index k
t
 is normalized first 

by subtracting mk
t
 and then divided by the standard deviation. The normalized data 

series y
t
 is: 

 

t t

t t

k mk
y




  (3.15) 

The ARMA model of yt is developed as: 

 1 1 2 2 1 1 2 2t t t p t p t t t q t qy y y y                       (3.16) 

where ( 1,2, , )i i p    and ( 1,2, , )j j q    are the auto-regressive and moving 

parameters of the model respectively. t and 
2

  are the same type of parameters as 

in (3.2). 
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Through the predicted series of yt, the predicted clearness index sk
t
 and solar radiation 

SSR
t
 are obtained as: 

 t t t

tsk y dk mk   (3.17) 

 
t t tSSR sk CSR  (3.18) 

Based on the solar radiation data obtained from the National Weather Study Project of 

Singapore, the ARMA model was developed. Since the available data are more 

detailed and comprehensive, more characteristics can be obtained to determine the 

parameters of the model. The ARMA model’s MA and AR orders are 5 and 4 

respectively. The AIC of the model is -13.23. 

 
1 2 3 4 5

1 2 3 4

0.3944 0.02011 0.5122 0.8906 0.008758

0.413 0.02545 0.5224 0.9041

t t t t t t

t t t t t

y y y y y y

    

    

   

     

    
 (3.19) 

where  20, 0.0013t NID  . 

The predicted and measured values of the hourly solar radiation are shown in Fig. 3.5. 

For each day, the solar radiation is obtained for 11 hours from 8am to 7pm. Fig. 3.5 

shows one week hourly solar radiation values. The prediction follows the measured 

values and the variations are due to the uncertainty of weather conditions. 

 

Fig. 3.5 Prediction and measurement of hourly solar radiations for one week 
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3.2.2 Electrical characteristic of PV panel 

The power output of a PV panel is determined by I-V and P-V curves of the panel. Fig. 

3.6 shows the I-V curves for different cell temperature and solar radiation levels. The 

mpp in the figure denotes the maximum power point of the PV panel. The Impp and 

Vmpp denote the current and voltage at the mpp respectively. The parameters of the 

two curves are affected mainly by the cell temperature and radiation level [16, 116]. 

 

 
Fig. 3.6 PV panel output curves 

 

Under solar radiation SR and temperature T, the maximum output power is calculated 

as: 

 , , ,T SR T SR T SR

mp sc ocP I V ff  (3.20) 

where 
,T SR

scI and 
,T SR

ocV  are the short circuit current and open circuit voltage 

respectively of the PV panel. The calculation procedures are described in [116], and 

the fill factor ff measures the ratio of the maximum power Pmp to the product of 
,T SR

scI  

and 
,T SR

ocV  is assumed to be a constant. 

 

For PV panels with different electrical characteristics, the power output can be 
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calculated using the above process. For PV arrays that consist of many PV panels, the 

power output can thus be obtained by integrating the individual output of each PV 

panel. 

3.3 Market Behavior of Wind Power  

The existing power markets are mostly designed for conventional generations which 

are dispatchable. The day-ahead market and intra-hour market are cleared one day or 

several hours earlier before delivery. With deep penetration level, the variation of 

wind power can be very large and requires more balancing reserves and other services 

to maintain the energy balance. 

 

In the Nordic market, the wind power providers may be charged the imbalance costs 

for unpredicted power variations through participating market operation [52, 53]. 

There are ways in which wind power owners can trade their generation. First is to take 

the balance responsibility themselves and pay the imbalance cost. Second is to trade 

wind power and sign contracts with balance providers to meet the mismatches. Third 

is to trade all the wind power through the balance responsible players [44]. In the 

second and third methods, the wind power owners pay a contract imbalance price 

which is usually lower than the market price. In California, the wind power receives 

extra-market treatment by receiving favorable feed-in tariffs and compulsory grid 

access [57]. The Participating Intermittent Resources Program (PIRP) legislation 

requires the system operators to accept all the wind power with contractual constraints 

[57]. The system takes all the wind power which is treated as negative load and the 

load serving entity is responsible for balancing the unpredicted wind power. In the 

United Kingdom, on the other hand, the large wind power providers are forced to 

participate in market operation and subject to penalty for mismatches from the 

contract power output [117]. 

 

The objective of the wind power traders is to optimize their revenue in the market. 
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Since wind power is perceived as the price taker in existing power markets, wind 

power traders can improve the accuracy of wind power forecast and minimize the 

imbalance cost. The bidding strategies of wind power in market operation have been 

the subject of much research [52, 53, 57, 118-120]. A bidding strategy with the 

objective to minimize imbalance cost was developed in [53] which performed better 

than bidding the forecast wind power in the Nordic power market. An explicit formula 

for optimal contract offerings was derived from the stochastic wind power generation 

model for the designed perfectly competitive market [57]. A generic methodology was 

developed considering wind forecast errors in the form of predictive distributions to 

design optimal participation strategies for wind power [118]. Different market 

strategies have been evaluated in [119] for competitive power markets including wind 

power. The market clearing prices with and without wind power were examined to 

optimize the total system benefits.  

 

The bidding strategies of wind traders are associated with the market operation rules 

and penalty schemes for uncertainty. The behavior of wind power traders not only 

impacts the energy balance of the system, but also impacts the reliability operation 

due to bidding mismatch. The penalty scheme is designed to force the wind power 

producers to make more accurate power forecast and bid with fewer variations. 

However with high penetration, the bidding errors are unavoidable and their impacts 

on the economic and reliable operation of power market should be investigated and 

evaluated. 

3.4 Conclusions 

Renewable energy conversion systems and wind powers’ participation in power 

market operation are introduced in this chapter. The random variation and intermittent 

characteristics of renewable energy have been investigated using the Auto-Regressive 

and Moving Average model. The models can be utilized in evaluating the benefits and 

risks of integrating renewable energy into power system and market operations. 



Chapter 4 

 64  
 

Chapter 4  Impacts of Contingency Reserve on Energy Market  

Reserves are important ancillary services in deregulated power systems for 

maintaining economic and reliable system operation. Variations of renewable energy 

affect the energy balance, which then needs to be balanced by reserves. The impacts 

and benefits of reserve on energy price and reliability need to be investigated to 

examine the impacts of renewable energy on power market operation.  

 

In conventional power systems, reserves are procured by system operators for control 

zones or the entire system. The deregulation of power systems allows customers to 

participate in power market operation. In deregulated power systems, nodal price and 

nodal reliability are adopted to represent locational operation cost and reliability 

performance. Since contingency reserve (CR) plays an important role in reliable 

operation, the CR commitment should be considered in operational reliability analysis. 

In this chapter, a CR model based on customer reliability requirements has been 

formulated and integrated into power market settlement. A two-step market clearing 

process has been proposed to determine generation and CR allocation. Customers’ 

nodal unit commitment risk (NUCR) and nodal energy interruption (NEI) have been 

evaluated through contingency analysis. Customers’ reliability cost including reserve 

service cost and energy interruption cost have also been evaluated. 

4.1 Introduction 

In deregulated power systems, competition has been introduced to reduce operation 

cost and provide choices for participants to optimize their benefits [2]. Considering 

transmission cost, nodal price or locational marginal price has been adopted to charge 

customers in different locations in existing power systems like PJM [11]. 

 

Operating reserve is an important aspect of system reliable operation. The NERC 
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defines CR as the reserve to ensure the reliable operation of an interconnected power 

system when transmission or generation failures occur [121]. All committed reserves 

that can take up load in required time can be categorized as CR. Power markets like 

PJM and CASIO also include contingency reserve requirements in system operation 

process [122, 123]. Therefore CR should be considered in the operational reliability 

analysis in deregulated power systems. 

 

Customer participation is also an important aspect of power system deregulation. In 

power market operation, customers can have different reliability levels based on their 

willingness to pay for CR to avoid being curtailed in contingency states. Some 

customers may be willing to be interrupted when facing the high CR cost while others 

need non-interruptible energy supply. Due to customer reliability selections and 

transmission constraints, nodal reliability thus is adopted to reflect customers’ 

reliability performance at the load point in deregulated power system [66, 124, 125]. 

 

The integrated reserve and energy markets have been examined in many papers [77, 

78, 126, 127]. The uniform security price scheme was proposed in [126] for different 

types of reserves, and customers provide interruptible services in the reserve market. 

An augmented optimal power flow (OPF) method has been adopted to determine the 

locational marginal pricing of energy and reserve [79]. However, only one energy 

price can be obtained at each node using the OPF method since there is only one 

energy balance equation at each node [126]. Therefore only energy can be charged by 

the nodal price while reserve should be charged separately. Different market types 

were analyzed in [77]. For most of the previous energy and reserve integrated markets, 

the reserve is cleared based on providers’ bids and system or control zone total reserve 

requirement [78, 127] but individual customer reserve requirements are not explicitly 

considered. In deregulated power systems, it is important to provide more choices in 

the reserve market to improve nodal reliability and nodal prices. A new market 

clearing process therefore needs to be designed to achieve this goal. The reserve cost 

includes the capacity cost or availability cost, the opportunity cost and the energy cost 
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if delivered [77]. To charge the CR service considering its provision and utilization, 

capacity price plus the energy price scheme is adopted in this research. In the normal 

state, customers pay the capacity cost for CR purchased. In a contingency state where 

there is sufficient CR, the nodal price difference between the contingency state and 

the normal state reflects the cost for using reserve at the node. In this case, customers’ 

reserve energy cost is calculated as the product of its load level in the normal state and 

the nodal price difference. In a contingency state where there is insufficient CR, 

customers pay interruption costs. Customers’ reliability cost therefore includes reserve 

capacity cost, reserve energy cost, and the interruption cost. 

 

Operational reliability performances of customers include the energy losses and the 

associated frequency or probability. The unit commitment risk (UCR) used by PJM is 

the most widely accepted index in evaluating the probability of energy losses [26, 63]. 

In order to consider the impacts of different reliability requirements from customers 

and network constraints to CR deliverability on the customer reliability, two nodal 

reliability indices are proposed in this thesis. The nodal UCR (NUCR) is used to 

evaluate the probability of energy interruption of customers at a node. The nodal 

energy interruption (NEI) is used to evaluate the energy loss of customers at a node.  

 

This chapter proposes a method to investigate the impact of CR on customers’ 

reliability benefit and cost. A two-step CR and energy integrated market clearing 

process is proposed to allocate CR and energy considering customers’ reserve 

requirements. The expected nodal reliability and nodal reliability cost under the 

allocated CR are evaluated through contingency analysis. Two test systems were 

analyzed to illustrate the proposed method. 

 

 

 

 

 



Chapter 4 

 67  
 

Nomenclature 

0 Normal state index (Superscript) 

j Contingency state index (Superscript) 

i, k Bus index (Subscript) 

g Generator index (Subscript) 

d Load sector index (Subscript) 

e Energy index (Subscript) 

r Reserve index (Subscript) 

N Set of buses 

gN  Set of generator buses 

dN  Set of load buses 

iNG  Set of generators 

iNL  Set of load sectors 

NOS Set of all contingency states 

iNSN  Set of contingency states with no load curtailment 

iNSC  Set of contingency states with load curtailment 

min

igP  Minimum real power output of unit g 

max

igP  Maximum real power output of unit g 

 
min

id e
P  Minimum load level of load sector d 

min

igQ  Minimum reactive power output of unit g 

max

igQ  Maximum reactive power output of unit g 

ramp

igP  Ramp limit of unit g 

min

iV  Lower limit of voltage at bus i 

max

iV  Upper limit of voltage at bus i 
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max

ikS  Limit of line apparent power from bus i to k 

 
0

id e
P  Real power of load sector d at normal state 

0

idQ  Reactive power of load sector d at normal state 

igC  Generation cost function for generator g 

idC  Customer cost function for customer sector d 

 
bid

ig r
P  Real power of CR bid by generator g 

 ig r
  Bidding price of CR by generator g 

 
req

id r
P  Real power of CR requirement of customer d 

 ig e
P  Real power output of generator g 

igQ  Reactive power output of generator g 

 
0

ig r
P  Real power of CR allocation of unit g 

 
j

id e
P  Real power of load sector d at contingency state j 

j

idQ  Reactive power of load sector d at contingency state j 

iP  Real injection power at node i 

i i iV V    Bus voltage at bus i 

ik ik ikY Y    Element of admittance matrix 

ikS  Magnitude of line apparent power from bus i to k 

4.2 Contingency Reserve and Energy Market Model 

The contingency reserve and energy integrated market clearing process is designed to 

meet customers’ demand for reserve and energy with minimum cost. 
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4.2.1 Contingency reserve pricing scheme 

Contingency reserve and its location play important roles in maintaining customer 

reliability. Generation suppliers only provide reserve under the condition that it can 

make more profit than bid all the available capacity into the energy market. Customer 

reserve requirements relate to their reliability requirement, characteristics of load, 

demand level and the reserve cost. 

 

CR is only delivered when generation or transmission failure occur. In the normal 

operation state, CR is just capacity (not output) from the committed units. CR 

capacity price is a call-like option on the energy that is generated by the reserve 

capacity in the future [74]. Customers purchase CR capacity to obtain the right to 

purchase CR energy in a contingency state. 

 

In power markets like PJM, New York and New England, generators that provide 

reserves will receive availability or capacity cost and lost opportunity cost (LOC) [77]. 

Capacity cost refers to the payment the generator received for providing reserve 

capability. LOC refers to the revenue that generators lost in the energy market by 

preserving the reserve capacity. The coupling between energy and reserve is the 

marginal opportunity cost of dispatchable sources [128]. The designed energy and 

reserve market in [128] only considers the reserve price bid and not the capacity bid. 

It is up to the ISO to determine the capacity of cleared reserve and energy and the 

LOC. In this thesis, each provider is responsible for determining the proportion of 

energy and reserve they would like to provide by considering the LOC. Customers 

will bid CR based on their reliability requirements. As indicated in [77], spinning 

reserve generally will not generate LOC in such cases. The contingency reserve is 

modeled as spinning reserve in this thesis and should not generate LOC. 

 

The CR capacity price is determined by clearing the CR bids from providers and CR 

offers from customers in the CR market. When a contingency occurs, the ISOs 
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dispatch energy from the CR units to meet the generation deficiency. In this case, the 

CR units which provide additional energy are also paid the energy price. 

4.2.2 Market model 

The procurement of reserve in most of the existing power markets is still mainly done 

by ISOs to maintain a uniform reliability level for secure and economic operation [77]. 

Reserve is procured zonally considering transmission limitations. A zonal price is 

applied to customers in the same reserve zone. Customers who have the higher load 

level share higher reserve capacity cost according to the load level proportional 

sharing method. However the CR allocation and prices are related to customers’ 

reliability requirements and locations. In the proposed two-step market clearing 

process, energy market is cleared in the first step. Customers’ reserve capacity 

requirements are incorporated in the second step to determine the CR allocation and 

CR capacity price. In this way, customers pay CR capacity cost according to their 

requirements. 

 

The OPF method is adopted to model the two-step market clearing process. The 

objective is to minimize the total system cost while satisfying the energy and reserve 

requirement of customers. For each hour, generators bid into the market to supply 

energy and reserve. Customers bid into the market to purchase energy and reserve. It 

is assumed that each generator is responsible for determining the proportion of energy 

and CR bids to optimize their own benefits. The objective function is: 

 
    0 0 0min

g i

ig ig e ig r
i N g NG

f C P P
 

    (4.1) 

subject to the generation and transmission constraints: 

            0 0 0 0 0 0 0 0 0

1

cos
i i

N
req

i k ik i k ikig e ig r id e id r
g NG d NL i

P P P P V V Y   
  

         (4.2) 

  0 0 0 0 0 0 0 0

1

sin
i i

N

ig id i k ik i k ik

g NG d NL i

Q Q V V Y   
  

       (4.3) 
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     

min 0 0 max bid

ig igig e ig r ig r
P P P P P     (4.4) 

 
 

00 ramp

igig r
P P   (4.5) 

 
   

00 bid

ig r ig r
P P   (4.6) 

 min 0 max

ig ig igQ Q Q   (4.7) 

 
min max0

i i iV V V   (4.8) 

 
max0

ik ikS S  (4.9) 

Some constraints are only implemented for one step and should be set to zero if not 

used. In the first step, the generators are committed to supply load for the normal state. 

Customers’ CR requirement 
 

req

id r
P  and the CR allocation 

 
0

ig r
P  are zero. The 

objective function is to minimize the energy cost. Equations (4.2) and (4.3) are the 

energy balance equations for supplying load 
 

0

id e
P and 0

idQ . Equation (4.4) sets the 

generator energy output limits by excluding its CR bids 
 

bid

ig r
P from the total capacity. 

Equations (4.5) and (4.6) are the reserve constraints and are not implemented. The 

Lagrangian function L0 is formulated to solve the problems consisting of (4.1)-(4.4) 

and (4.7)-(4.9). The economic implication of the Lagrangian multipliers for energy 

balance constraint is marginal energy cost and therefore is the nodal price of 

supplying energy at each node. The output of unit ig 
    0 0,

ig e ig e
P Q  and the nodal 

price 0

i  in normal state are determined. 

  0 0

0
$ /i

i

L
MWh

P






 (4.10) 

In the second step, the augmented OPF problem is formulated to allocate reserve. The 

CR bid  
bid

ig r
P  in generation constraint Equation (4.4) is set to zero. The objective 

function is to minimize the total energy cost considering the delivery of CR. Equation 

(4.2) is the energy balance constraint for supplying the augmented load (
   

0 req

id e id r
P P ). 

Equation (4.4) is generator’s output limit considering its CR allocation. Equations (4.5) 
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and (4.6) ensure that each generator’s CR allocation is within the limit of its ramp rate 

and bidding. Optimal CR allocation 
 

0

ig r
P  for each unit is determined by solving the 

augmented OPF problem using Equations (4.1)-(4.9). In this way, the deliverability of 

CR can be ensured to satisfy customers’ CR requirement both physically and 

economically. 

 

The accepted CR bids 
    0 ,

ig r ig r
P   in step 2 are then arranged in an ascending order 

by prices. The CR capacity price  $ / / hr MW  is determined by the price of the 

last accepted bid. Customers pay according to 
r  and share the total CR capacity 

cost proportionally by their CR requirement or by their reliability improvement, as 

discussed in Section 4.3. 

4.3 Reliability Modeling 

Under normal operation, customers’ CR requirements are considered in the CR 

allocation. The delivery of CR in a contingency state should consider customers’ 

reserve energy preferences, and it is also constrained by the physical limitations of the 

system. In this section, reliability risks for customers at each node are evaluated for 

each contingency state. 

 

In system operation, repair can be neglected for a short operating period. The outage 

rates of units and transmission lines are the main concern. The outage replacement 

rate (ORR) of a component is defined as the probability that the component fails and 

cannot be replaced during operating period T which is referred to as the lead time [63]. 

The iORR  for component i with failure rate λi is calculated as: 

  1 1iT

i i iORR e T if T
  

     (4.11) 

The probability
iA  that the component is operating during lead time T is calculated as 

1i iA ORR  . For a system with many components, the probability p
j
 of state j with 
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mt operating components and s failed components is determined in Equation (4.12). 

Both generating units and transmission lines are considered in determining the system 

states. 

 
1 1

tms
j

i i

i i s

p ORR A
  

    (4.12) 

4.3.1 Customer cost 

Customers purchase CR to avoid interruption under contingency states as explained in 

Section 4.2. However, purchase of CR capacity only entitles customers the right to 

purchase energy provided by CR in the contingency states. In a contingency state, the 

delivery of energy generated by CR is affected by the deliverability of the 

transmission system, contingency characteristics, and energy prices. If the energy 

price is very high, customers may choose to be interrupted. If energy cannot be 

delivered due to transmission constraints or if the CR unit fails to provide energy, 

customers may also be interrupted. Customers therefore need to know the market 

clearing information in contingency states, as well as their reliability performances to 

evaluate their reserve choices. 

 

Energy interruption for a customer may or may not occur in a contingency state. 

Customer faces the interruption cost and the reliability energy cost respectively for the 

two cases. Reserve energy cost is ex post cost since it depends on the spot energy 

price. The reserve capacity cost and the reserve energy cost are categorized as reserve 

service cost. 

 

Customer interruption cost in system operation depends on the load curtailment and 

duration of an interruption. Customers consume additional energy provided by CR to 

improve their reliability performance and reduce the interruption cost. Thus 

customer’s reserve preference can be reflected indirectly by the load interruption cost. 

Customer damage functions  j

idCDF D  are used to evaluate the interruption cost of 
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different customers according to the duration of the outage [66, 125]. Customer cost 

function idC  is calculated as: 

    j j j

id id id idC P P CDF D     (4.13) 

where D
j
 is outage duration which equals system lead time T.    

0j j

id id e id e
P P P    is the 

load curtailment at contingency state j. It is assumed that the load curtailment at state j 

without reserve is ˆ j

idP . It is not necessary that  
ˆ j j req

id id id r
P P P   since reserve 

delivery is also constrained by units availability and transmission cost in different 

contingency states. 

4.3.2 Contingency formulation 

In contingency state j, reserve is dispatched to meet the energy deficiency considering 

customers’ reserve energy preferences. The objective function of the OPF problem for 

determining the CR utilization is as follows: 

 
    min

g i d i

j j j

ig id idig e
i N g NG i N d NL

f C P C P
   

       (4.14) 

subject to the generation and transmission constraints: 

 
     

1

cos
i i

N
j j j j j j j j

i k ik i k ikig e id e
g NG d NL i

P P V V Y   
  

       (4.15) 

 
     

1

sin
i i

N
j j j j j j j j

i k ik i k ikig e id e
g NG d NL i

Q Q V V Y   
  

       (4.16) 

 
       

0 0 0ramp j

igig e ig e ig e ig r
P P P P P     (4.17) 

 
 

min maxj

ig igig e
Q Q Q   (4.18) 

 
     

min 0j

id e id e id e
P P P   (4.19) 

 
min maxj

i i iV V V   (4.20) 

 
maxj

ik ikS S  (4.21) 

From Equation (4.17), each generating unit provides additional energy according to 
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its reserve allocation. The Lagrangian function Lj is formulated to solve the problems 

from Equations (4.14)-(4.21). The nodal price is determined using Equation (4.22). 

  $ /
jj

i j

i

L
MWh

P






 (4.22) 

The generation units’ outputs and load curtailment are then determined. The 

generation and reserve providers are paid nodal prices for supplying energy. The 

customers pay the nodal prices. The reserve provided by generator ig is 

     
0j j

ig r ig e ig e
P P P  . From the OPF problem for each contingency state, the load level 

at contingency state
 

j

id e
P  and load curtailment j

idP  are results of the optimal 

schedule of available generations. A Customer may maintain its load level ( j

idP =0) 

in a contingency state due to the CR utilized. The nodal prices increase since 

additional energy needs to be procured from high cost CR units, and the difference 

between the nodal price in state j and the normal state reflects the reserve energy cost. 

If load curtailment occurs ( j

idP >0), the NEI and the nodal interruption cost are 

calculated. Reserve that customers at a certain node can obtain depends on the energy 

price and availability of CR, and it cannot be obtained directly from the solution. 

Customers’ benefit from CR is evaluated in Section 4.4 through their reliability and 

price improvement. 

4.3.3 Nodal price and nodal reliability risks 

After obtaining results from the normal state and contingency state analysis, the nodal 

prices and nodal reliability risks of customers are evaluated. 

 

The expected nodal price i  and standard deviation of nodal price 
i  at node i are 

calculated using Equations (4.23) and (4.24) respectively: 

 
0 0= j j

i i i

j NOS

p p  


   (4.23) 



Chapter 4 

 76  
 

    
2 2

0 0 j j

i ii i i

j NOS

p p    


     (4.24) 

where p
0
 is the probability of the normal state. 

 

The nodal unit commitment risk (NUCR) at node i is evaluated using Equation (4.25). 

The NUCR is defined as the sum of the probabilities of states where demand is not 

satisfied: ( 0)
i

j j

id

j NOS d NL

p P
 

   and sum of probability of states where demand is just 

satisfied (reserve margin is zero):    max( 0 ( ))
i

j j j

id igig e
j NOS d NL

p P P P g
 

      during 

the system’s lead time which is the period that generation cannot be replaced. 

 

   max( 0) ( 0 ( ))
i i

j j j j j

i id id igig e
j NOS d NL j NOS d NL

NUCR p P p P P P g
   

           (4.25) 

 

For a contingency state where customers face load curtailment, the nodal energy 

interruption j

iNEI is calculated as: 

 
i

j j

i id

d NL

NEI T P


   (4.26) 

The nodal reserve capacity cost (NRCCi), which is shared proportionally according to 

customers’ CR requirement is: 
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 (4.27) 

Reliability performance at some nodes cannot be improved by committing more 

reserve due to physical constraints. In such a case, customers at different load nodes 

share the CR capacity cost 
iNRCC proportionally according to their reliability 

improvement. 
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 (4.28) 

where 
iNUCR is the percentage NUCRi reduction compared with the case without 

CR. 
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Expected nodal reserve energy cost (ENRECi) and expected interruption cost ENICi at 

node i are calculated as: 

    0 0 $ /
i i

j j

i id i i

j NSN d NL

ENREC p P h 
 

    (4.29) 

    $ /
i i

j j

i id id

j NSC d NL

ENIC p C P h
 

    (4.30) 

4.4 Case Studies 

The RBTS [98] and RTS [129] were used to illustrate the proposed method. The 

RBTS was modified by adding an identical parallel transmission line between bus 5 

and bus 6. The peak load levels are used for the two systems in the analysis. 

Customers at each node are assumed to be comprised of same types of load and have 

the same priority for load curtailment. The system lead time is 1 hour and 

corresponding CDFs are 0.163, 2.990, 2.951, 0.295, 0.243 ($/kWh) for large users, 

industrial, commercial, agriculture and residential customers respectively [98]. The 

contingency states of up to second order failures were considered in the analysis. 

4.4.1 RBTS Studies 

The modified RBTS was studied using the proposed method. Fig. 4.1 shows the 

single line diagram of the modified RBTS. Customers’ different CR requirements, 

generators’ CR biddings and the resulting nodal price and nodal reliability risk indices 

have been analyzed and presented in this sub-section. 
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Fig. 4.1 Single line diagram of the modified RBTS 

 

Two sets of customers’ CR requirements denoted as CR 1 and CR 2 were evaluated 

and are shown in Table 4.1. In both cases, customers at node 6 have the highest CR 

requirement and customers at nodes 2 and 3 have the lowest. 

 

Table 4.1 Customer CR requirement for the RBTS 

 

Load Node CR 1 (MW) CR 2 (MW) 

2 2 0 

3 2 0 

4 3 8 

5 3 8 

6 10 20 

 

Assume that four CR biddings     ,bid

ig r ig r
P   from generators are submitted as shown 

in Table 4.2. The four bidding units are all high cost units. The nodal prices are 

mainly determined by the marginal cost of the marginal units [130]. If the low cost 

units are scheduled to provide CR, the high cost units will need to operate at their 

lower limits. The low cost units become the marginal units and the nodal price will be 

smaller than the marginal cost of high cost units. The nodal prices in the contingency 

states will then probably be lower than those under normal states except for the price 

spikes. Thus the high cost units are not willing to supply energy or reserve. The 

reserve bidding prices are usually very low and sometimes equal 0, because reserve 
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providers can also receive energy payment once the reserve is delivered. 

 

Table 4.2 Generator Reserve bids 

 

Generator Quantity(MW) Price($/MW/h) 

1 15 0.7 

2 15 0.7 

3 4 1 

4 6 1 

 

The cleared CR bids     0 ,
ig r ig r

P  for CR 1 and CR 2 are shown in Table 4.3 The 

reserve allocation for CR 2 was also investigated using the reserve capacity cost 

minimization (CCM) method designated as CR 2’. Without considering transmission 

limit, CCM allocates reserve from the cheapest bid to the most expensive bid 

according to the total system reserve requirement. The CR clearing prices determined 

from the last accepted bid are 1 $/MW/h for the three cases. The sum of reserve 

allocation for CR 2 is greater than that for CR 2’ because the proposed reserve 

allocation method considers transmission losses for delivering reserve. 

 

Table 4.3 CR allocation 

 

Generator CR 1 (MW) CR 2 (MW) CR 2’(MW) 

1 5.80 13.88 15 

2 5.80 13.88 15 

3 4.00 4.00 4 

4 5.06 6.00 2 

 

Nodal prices without CR (W/O CR) and for the three different CR allocations were 

studied. Table 4.4 shows the nodal prices of normal state 0

i . 0

i with CRs are higher 

than those without CR. 0

i are the same for the three CRs since the generation 

capacity available for supplying normal state load are the same considering the 

reserve bids. 
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Table 4.4 Nodal price 
0

i  ($/MWh) for the normal state for the RBTS 

Node W/O CR CR 1 CR 2 CR2’ 

1 14.086 14.406 14.406 14.406 

2 13.297 13.599 13.599 13.599 

3 14.510 14.840 14.840 14.840 

4 14.454 14.782 14.782 14.782 

5 14.609 14.941 14.941 14.941 

6 14.673 15.007 15.007 15.007 

 

Tables 4.5 and 4.6 show the expected nodal prices and standard deviation of nodal 

price respectively. Compared with the expected nodal prices without CR, i  

decreases for CR 1 and CR 2. i  for CR 1 and CR 2 show the same trends. The 

reason is that CR can reduce the prices spikes of some contingency states. i  and i

for CR 2 are less than those for CR 2’. Therefore the proposed reserve allocation 

method performs better than the CCM method in improving the nodal price 

performances. 

Table 4.5 Expected Nodal price i ($/MWh) for the RBTS 

Node W/O CR CR 1 CR 2 CR2’ 

1 17.749 15.386 14.607 15.376 

2 16.749 14.609 13.875 14.601 

3 18.319 16.016 15.216 16.007 

4 18.245 15.938 15.142 15.930 

5 18.439 16.116 15.313 16.110 

6 18.517 16.186 15.380 16.180 

 

Table 4.6 Standard deviations of nodal price i  ($/MWh) for the RBTS 

 

Node W/O CR CR1 CR 2 CR2’ 

1 534.405 225.887 130.488 164.178 

2 505.779 245.399 157.515 186.993 

3 577.088 316.266 222.718 252.796 

4 571.232 306.944 213.341 243.624 

5 580.157 315.091 220.942 251.426 

6 582.653 316.705 222.305 252.895 
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Fig. 4.2 shows nodal unit commitment risks for five load nodes. NUCR2 for each case 

is zero because node 2 is the generating node. With CR 1, NUCR4 slightly decreases 

and NUCR3, NUCR5 and NUCR6 also decrease. With CR 2, NUCR of all nodes 

decrease significantly. The reason is that CR can reduce the number of states with the 

load curtailment. Although the reserve requirement is the same, the improvement of 

NUCR4, NUCR5 and NUCR6 for CR 2 is greater than those for CR 2’. The proposed 

reserve allocation method performs better than the CCM method in improving the 

nodal reliability according to customers’ requirement. 

 

 
Fig. 4.2 NUCR for different CR allocation for the RBTS 

 

Table 4.7 shows the percentages of NUCR reduction compared with the case without 

CR. For CR 1, 
6NUCR  is slightly smaller than

3NUCR  although customers at 

node 6 purchase more CR than customers at node 3. For CR 2, customers located at 

nodes 4, 5 and 6 have greater reliability improvement than customers at node 3. It can 

be seen from the results that the reliability improvement is not proportional with the 

CR requirement because of transmission line limit. While customers at some nodes 

can greatly improve their reliability performance by purchasing small amount of 

reserve, customers at other nodes need to purchase more reserve to attain equivalent 

improvement. 
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Table 4.7 Percentage NUCR reduction 
iNUCR  (%) for the RBTS 

 

Node With CR 1 With CR 2 

2 0 0 

3 77.47 89.74 

4 1.03 99.74 

5 52.45 99.88 

6 73.60 94.61 

 

For some states the NUCR may not decrease with the CR, but the energy interruption 

may be reduced for customers. Fig. 4.3 and 4.4 show the nodal energy interruption 

(NEI) for the representative outage states at nodes 3 and 6 respectively. 3

jNEI  with 

CR 1 and CR 2 becomes 0 for most contingency states such as G2 and G10. For some 

states such as G1G11 3

jNEI  is reduced. For states such as state G2G3 and L2L3, 

3

jNEI decrease more for CR 2 compared with that for CR 1. Similar conditions are 

seen at node 6. 3

jNEI for state L1G9 increase while 6

jNEI  decreases to 0. This is 

because customers at node 6 have the priority of consuming CR. 

 

 

Fig. 4.3 NEI at node 3 for different contingency states for the RBTS 
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Fig. 4.4 NEI at node 6 for different contingency states for the RBTS 

 

Table 4.8 shows the reserve capacity cost. For the reserve capacity cost shared 

proportionally according to the CR requirement (NRCCi), customers at node 6 are 

charged the highest. However customers at other nodes also have comparable 

reliability improvement according to the nodal unit commitment risk analysis. When 

the reserve capacity cost is shared proportionally according to the reliability 

improvement (NRCCi’), customers who have the greatest iNUCR  are charged the 

highest. NUCC2’ equals 0 because reliability performance of customers at node 2 is 

not improved. 

 

Table 4.8 Comparison of NRCC and NRCC’ for the RBTS 

 

Node 
NRCCi($/h) NRCCi’($/h) 

With CR 1 With CR 2 With CR 1 With CR 2 

2 2.066 0 0 0 

3 2.066 0 7.825 8.825 

4 3. 100 8.391 0.104 9.808 

5 3.100 8.391 5.297 9.822 

6 10.330 20.977 7.434 9.304 

 

Tables 4.9 and 4.10 show ENIC and ENREC respectively. While customers’ reliability 

performances are improved with CRs, customers have less energy interruption and 

ENIC decreases, but more CR energy is used and ENREC increases. The customer 

interruption cost is very high without CR. Since CR 2 performs better in improving 

nodal reliability, ENIC for CR 2 is less than that for CR 2’. ENREC is greater for CR 
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2 than that for CR 2’. 

Table 4.9 ENICi ($/h) for the RBTS 

 

Node W/O CR CR 1 CR 2 CR 2’ 

2 0 0 0 0 

3 8.141 0.514 0.077 0.079 

4 0.366 0.134 0.001 0.002 

5 5.321 1.294 0.006 0.007 

6 8.146 3.034 0.074 1.000 

 

Table 4.10 ENRECi ($/h) for the RBTS 

 

Node W/O CR CR 1 CR 2 CR 2’ 

2 0 0.021 0.088 0.026 

3 0 0.037 0.309 0.059 

4 0 0.050 0.189 0.061 

5 0 0.026 0.096 0.032 

6 0 0.027 0.097 0.032 

 

4.4.2 RTS Studies 

The market clearing process and reliability analysis were also conducted using the 

IEEE-RTS. Representative results are presented to show the performance of the 

proposed method. 

 

Two sets of reserve requirement denoted as CR 1R and CR 2R were examined and are 

shown in Table 4.11. 
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Table 4.11 Customer CR requirement for the RTS 

 

Load Node CR 1R (MW) CR 2R (MW) 

1 20 20 

2 20 20 

3 20 20 

4 20 20 

5 20 20 

6 20 20 

7 20 20 

8 0 0 

9 0 0 

10 0 0 

13 0 0 

14 30 50 

15 30 50 

16 30 50 

18 30 50 

19 30 50 

20 30 50 

 

Assume that ten CR biddings     ,bid

ig r ig r
P   from generators are submitted. Bid 1 to 

Bid 3 from three 100MW generators at bus 7 are the same as (28 MW, 0.5$/MW/h). 

Bid 4 to Bid 6 from three 197MW generators at bus 13 are the same as (110 MW, 

0.7$/MW/h). Bid 7 to Bid 10 from four 12MW generators at bus 15 are the same as 

(8MW, 0.8$/MW/h). The accepted CR bids     0 ,
ig r ig r

P  for CR 1R are (12.73 MW, 

0.5$/MW/h) for Bid 1 to Bid 3 respectively and (93.5 MW, 0.7$/MW/h) for Bid 4 to 

Bid 6 respectively. The CR clearing price is 0.7 $/MW/h. The accepted CR bids for 

CR 2R are (28 MW, 0.5$/MW/h) for Bid 1 to Bid 3 respectively, (93.5 MW, 

0.7$/MW/h) for Bid 4 to Bid 6 respectively and (4.8 MW, 0.8$/MW/h) for Bid 7 to 

Bid 10 respectively. The CR clearing price is 0.8$/MW/h. 

 

Expected nodal prices i  and standard deviation of nodal prices i are shown in 

Table 4.12. Like RBTS cases, i  and i  all decrease as the CR requirement 
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increases. Without CR, i  is nearly four times as that for CR 2R. After customers 

increase their CR requirement, i at nodes 14-20 decrease more than at nodes 1-7. 

 

The nodal prices at node 18 for the representative system states are shown in Fig. 4.5. 

State 0 is the normal state. States 1- 19 and 20-44 are generator and transmission line 

outage states respectively. Without CR, nodal price spikes occur for all the generator 

outage states and some of the transmission line outage states. The CR can provide 

additional energy and reduce nodal prices. For states 12-15, the nodal price spikes 

decrease for CR 1R and decrease to normal level for CR 2R. For states 43-44, the 

nodal price spikes cannot be eliminated because of transmission constraints to the 

deliverability of CR. 

 

 

 

Fig. 4.5 Nodal prices of node 18 of RTS at representative contingency states  
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Table 4.12 Expected Nodal price i and corresponding standard deviation 
i for the RTS 

Node 
i ($/MWh) i ($/MWh) 

W/O CR CR 1R CR 2R W/O CR CR 1R CR2R 

1 238.3 65.57 60.31 5790 574.9 486.3 

2 238.7 65.81 60.51 5810 583.7 494.0 

3 240.4 65.96 60.29 5912 615.7 566.8 

4 241.3 65.30 60.44 5831 522.9 444.2 

5 238.6 64.01 59.42 5708 477.1 396.4 

6 259.7 73.46 67.03 7962 551.5 459.7 

7 216.0 48.25 48.16 5056 198.9 189.6 

8 225.3 52.89 51.62 5277 106.3 84.34 

9 238.3 64.44 59.68 5784 519.3 462.6 

10 235.0 62.28 58.14 5579 424.3 364.3 

11 243.2 67.46 61.96 5985 623.9 555.1 

12 242.1 67.30 61.90 5946 620.4 549.1 

13 241.5 68.12 62.32 5963 679.8 617.0 

14 243.5 68.59 62.66 6061 693.0 647.3 

15 234.8 66.41 60.63 5776 682.0 661.8 

16 235.6 66.65 60.85 5811 685.1 666.2 

17 230.8 65.44 59.73 5668 678.0 654.6 

18 229.4 65.08 59.41 5625 675.9 658.0 

19 236.9 67.14 61.31 5877 690.8 655.5 

20 236.1 66.99 61.11 5863 696.1 646.3 

21 228.5 64.83 59.18 5604 673.0 654.3 

22 222.5 63.15 57.65 5453 658.6 640.4 

23 234.9 66.70 60.77 5836 699.7 649.5 

24 241.6 67.66 61.60 5964 682.5 637.6 

 

The NUCR are shown in Fig. 4.6 where the values not denoted are zeros. NUCR 

decrease after CR is committed. NUCR1 and NUCR2 are higher for CR 2R than for 

CR 1R. Since more CRs are required by customers at nodes 14 -20 for case CR 2R, 

CRs are allocated in a way that they can deliver more to these nodes. Customers at 1 

and 2 therefore cannot get as much CR in CR 2R as CR 1R. Although customers at 

nodes 8-10 have no CR requirement, their NUCR also decreases since the system 

reserve margin is increased by other customers’ CR requirement. Due to transmission 

system limitation and generating units’ unreliability, the NUCR improvements are not 

proportional to customers’ CR requirement, a conclusion also reached for the RBTS. 
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Fig. 4.6 NUCR for different CR allocation of the RTS 

 

The ENIC and ENREC for the nodes are shown in Table 4.13. The NRCC is unrelated 

to the system size and therefore not shown. The ENIC is reduced because the CR 

reduces the price spikes during contingency states. Without CR the ENIC6, ENIC13, 

ENIC14 and ENIC19 are much higher. For case CR 2R, ENIC and ENREC both 

decrease compared with those for CR 1R. 

Table 4.13 ENICi and ENRECi for the RTS 

 

Node 
ENICi ($/h) ENRECi ($/h) 

W/O CR CR 1 CR 2 W/O CR CR 1 CR 2 

1 0.056 0 0.003 0 1.207 1.133 

2 0.223 0 0.004 0 1.119 1.020 

3 12.84 0.033 0.004 0 2.162 1.462 

4 24.23 0.015 0.002 0 0.851 0.570 

5 0.117 0.005 0 0 0.738 0.532 

6 64.73 7.115 6.936 0 1.954 0.912 

7 0.022 0 0 0 1.078 0.165 

8 14.57 0.003 0 0 1.573 0.535 

9 0.191 0 0 0 1.548 0.741 

10 0.003 0 0 0 1.508 1.014 

13 52.06 0.033 0.027 0 2.123 1.518 

14 77.29 5.149 0.141 0 2.114 2.036 

15 25.38 0.150 0.073 0 3.836 3.235 

16 24.82 0.177 0.130 0 1.186 0.996 

18 25.65 0.128 0.074 0 3.913 3.300 

19 70.14 19.57 0.305 0 2.085 1.721 

20 23.31 13.19 6.129 0 1.436 1.225 
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4.5 Conclusions 

This chapter has examined the impacts of contingency reserve on nodal price and 

nodal reliability in deregulated power systems. A two-step clearing procedure has 

been developed to clear the energy market and to determine the reserve allocation 

according to customers’ reserve requirement.  

 

The customer reliability risks and nodal prices for two test systems have been 

evaluated. The results show that the proposed two-step market clearing process is 

effective in allocating CR to improve customers’ reliability and prices. Under the 

market design, customers who have higher CR requirement can get higher reliability 

and price improvements. These improvements are also limited by the system topology 

which suggests that it is fairer to charge reserve cost according to customers’ 

reliability improvement. 

 

The proposed market clearing process provides a flexible way to optimize customers’ 

reliability benefits through CR allocation in a deregulated power system. The results 

provide useful information for generation service providers and customers to optimize 

their benefits in the energy and reserve market. 
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Chapter 5  Impacts of Solar Power Penetration on Deregulated 

Power Systems 

System reserves are necessary to maintain the economic and reliable operation of 

power systems. Due to the intermittent characteristic of solar radiation, power system 

reliability may be affected with high PV power penetration. Customers can choose 

their reliability level that is denoted by nodal reliability in deregulated power systems. 

 

In order to reduce the impact of the large variation of PV power, additional balancing 

reserve would be needed in power system operation. In deregulated power systems, 

deployment of reserves and customer reliability requirements are correlated with 

energy and reserve prices. Under such conditions, to utilize PV power reliably and 

economically, a new method should be developed to evaluate the impacts of PV 

power on customer reliability and system reserve deployment.  

 

In this Chapter, a method based on the pseudo-sequential Monte Carlo simulation 

technique has been proposed to evaluate the reserve deployment and customers’ nodal 

reliability with high PV power penetration. The proposed method can effectively 

model the chronological aspects and stochastic characteristics of PV power and 

system operation while preserving the high computation efficiency of the 

non-sequential Monte Carlo simulation method. An auto-regressive and moving 

average (ARMA) model has also been developed for simulating the chronological 

characteristics of the solar radiation. Customers’ reliability preferences have been 

considered in the generation and reserve deployment. Moreover, the correlation 

between PV power and load has been considered in the proposed method. Nodal 

reliability indices and reserve deployment have been evaluated by applying the 

proposed method to the IEEE Reliability Test System (RTS). 
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5.1 Introduction 

In recent years, renewable energy sources have been rapidly adopted in many 

countries and regions as substitutes for traditional energy resources [20] for reducing 

environmental pollutants and global warming effects. Renewable energy has also been 

gradually competitive with conventional energy in markets because of the rising costs 

of conventional energy and government tariff policies [22]. Solar energy is a 

promising renewable energy source due to its abundance, accessibility and clean 

generation process. The application of photovoltaic (PV) panels for generating electric 

power also promotes the utilization of solar energy [20]. 

 

However, the power output of a PV generating system comprising a number of PV 

panels is mainly determined by the available solar radiations which vary 

chronologically. The fast fluctuation of the solar radiations makes the power output of 

the PV generating system intermittent and totally different from that of the 

conventional generators. The PV power is usually high around noon and not available 

during the night. In order to utilize solar power on a large scale effectively and 

efficiently, its chronological and intermittent characteristics have to be modeled [26, 

43, 131, 132]. 

 

The high PV power penetration in electric power systems can impact the generation 

and reserves deployment, and therefore bring complexities in power system reliability 

assessment [26, 41, 43, 45, 60, 132-135]. In power system operation, operating 

reserve and contingency reserve are dispatched to meet load variation and capacity 

inadequacy in contingency state respectively [41, 135]. Both types of reserve can be 

provided by spinning reserve, online generating units, or fast start-up generating units 

with different synchronous times. With high renewable energy penetration, renewable 

power fluctuation may impact utilization of both types of reserves, and the 

differentiation between them is rather obscure [41]. Reference [133] illustrates that 

adequate reserve is necessary for balancing the high fluctuation of renewable power 
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output. Some research has shown that the requirement of reserve will ascend with the 

increase of wind power penetration for maintaining power system reliability levels 

[132, 134]. However, the reserve requirement in the new environment also depends on 

the correlation between renewable energy and load. If their correlation is positive, less 

reserve may be needed, and vice versa. The prediction errors of renewable power 

output can also impact the reserve deployment in deregulated power systems [60], 

where customers are more concerned about their own reliabilities than system 

reliabilities and also have their reliability preferences, which are evaluated by 

customers’ nodal reliability indices [67]. The utilization of PV power will be affected 

by customers’ reliability preferences. Therefore it is important to develop a method 

for evaluating customers’ nodal reliabilities that can take into consideration customers’ 

reliability preferences and high power fluctuation caused by PV penetration. 

 

Typical methods that have been used for power system reliability studies can be 

classified into two categories, analytical methods and Monte Carlo simulation 

methods [63, 136, 137]. The analytical methods calculate system reliability indices for 

determined states using direct mathematical methods. Monte Carlo simulation 

methods, on the other hand, simulate the stochastic behavior of the power system 

operation for estimating reliability indices [63]. The analytical methods are relatively 

easy to implement. However, they are very sensitive to the system size, which usually 

takes significant computational efforts for evaluating reliabilities of large systems 

with complex generating conditions. On the other hand, when considering complex 

operating conditions or when the number of contingency events is large, Monte Carlo 

simulation is preferred as the number of samples required for a given accuracy level is 

independent of the system size [99]. Monte Carlo simulation methods can be further 

sub-divided into sequential and non-sequential methods. Sequential Monte Carlo 

simulation represents modeling the chronological aspects of system operation. 

However, it takes greater computation effort and sometimes a solution is impossible 

especially for large scale power systems. Non-sequential Monte Carlo simulation, on 

the other hand, takes less computational effort but cannot model the chronological 
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characteristics of power system operation. The pseudo-sequential Monte Carlo 

simulation preserves the high computation efficiency of the non-sequential Monte 

Carlo simulation and the chronological property of the sequential Monte Carlo 

simulation [138-140]. The pseudo-sequential Monte Carlo simulation techniques were 

initially developed for conventional power systems [138-140] and have been extended 

in this Chapter for reliability evaluation of deregulated power systems with high PV 

power penetration. 

 

In this Chapter, a new method is proposed to evaluate the impact of high PV power 

penetration on customers’ nodal reliability and system energy and reserve deployment. 

The new indices for assessing system reserve commitment and deployment have been 

developed through the proposed method. The ARMA model has been utilized to 

simulate the chronological characteristics of the solar radiation. Pseudo-sequential 

Monte Carlo simulation has been utilized in the proposed method for taking into 

account both chronological and stochastic characteristics of PV power as well as 

customer reliability preferences. The proposed method has also considered the 

correlation between PV power and load. Customers’ nodal reliability and reserve 

deployment of generating units have been formulated and evaluated, respectively. The 

modified IEEE reliability test system - RTS [129] is used to illustrate the method. The 

modeling of PV generating system has been discussed in Section 5.2. In Section 5.3, 

optimal energy and reserve scheduling formulation for power system operation 

considering PV power penetration has been introduced. The proposed method based 

on the pseudo-sequential Monte Carlo simulation for nodal reliability and reserve 

evaluation has been introduced in Section 5.4. The system studies based on the 

modified RTS are given in Section 5.5. 

 

Nomenclature 

0 Normal state index (Superscript) 

j Contingency state index (Superscript) 

i,k Bus index (Superscript) 
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g Generator index (Subscript) 

d Load sector index (Subscript) 

N Set of buses 

gN  Set of generator buses 

dN
 Set of load buses 

iNG  Set of generators 

iND  Set of load sectors 

PVN  Set of load buses containing PV power 

ˆ
PV iP

 Predicted PV power at node i 

0

PV iP  Actual PV power at node i at normal state 

j

PV iP  Actual PV power at node i at state j 

0ˆ
NL iP  Predicted net load at state 0 

0

NL iP  Actual net load at state 0 

j

NL iP  Actual net load at node i at state j 

igC
 Energy cost function 

igCR
 Secondary reserve real power cost function 

idC  Load interruption cost function 

j

GP  Generation power vector 

j

NLP  Net load power vector 

jB  Admittance matrix of transmission network 
j  Bus voltage phase angle vector 

j

ikx  Line impedance from bus i to k 

,j j

i k   Voltage phase angle at buses i, k respectively 

max

ikS  Maximum apparent power on transmission line from bus i to k 

0

igP
 Real power output of unit g at node i at normal state 

j

igP  Primary reserve real power provided by unit g at node i at state j 
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5.2 PV Generating System 

PV generating system power output, reliability performance and its penetration are 

analyzed in this section.  

5.2.1 PV panel output 

The solar radiation modeling and electric characteristics of PV panel have been 

examined in Section 3.2. The PV panel produced by SUNTECH with model number 

STP280-VRM-1 was used. The parameters used are listed below. Cell area of the 

panel is about 1.65 m
2
. 

 

Table 5.1. Temperature Characteristics of PV Panel 

 

Nominal Operating Cell Temperature (NOCT) 45 2o oC  

Temperature Coefficient of Pmax -0.44%/
o
C 

Temperature Coefficient of Pmax -0.33%/
o
C 

Temperature Coefficient of Pmax 0.055%/
o
C 

 

 

 

j

igR
 Secondary reserve real power provided by unit g at node i at state j 

0

idP  Normal state load of load sector d at node i 

j

idP  Load curtailment of load sector d at node i at state j 

min

igP  Minimum real power output of unit g 

max

igP  Maximum real power output of unit g 

max

igR
 Maximum secondary reserve real power provided by unit g 
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Table 5.2. Electrical Characteristics 

 

Operating condition STC NOCT 

Open-circuit voltage (Voc) 44.8V 40.8V 

Short-circuit current (Isc) 8.33A 6.74A 

Maximum Power (Pmax) 280W 204W 

STC: Irradiance 1000W/m
2
, module temperature 25

o
C, AM = 1.5; 

NOCT: Irradiance 800W/m
2
, module temperature 20

o
C, AM = 1.5. 

 

The power output of a PV panel can be obtained from Equation (3.20). Since solar 

radiation is the main factor that is random and impacts the PV panel power output, the 

relationship between solar radiation and PV panel output is of concern in the analysis. 

 

Fig. 5.1 shows the relationship between PV panel output and solar radiation. The 

piecewise linear function is fitted for the aggregated power output curve using 

least-square fitting method. 

 
Fig. 5.1 Relation between PV panel output power and solar radiation 

 

From the least-square fitting curve, the maximum PV panel power output mpP and the 

PV array output PVP  are determined by Equations (5.1) and (5.2), respectively: 
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    0.2548 0.0027mpP SR SR kW   (5.1) 

where Pmp(SR) is the maximum power of a PV panel under solar radiation level SR. 

The power of PV array consisting of NPV modules PVP : 

  PV mp PVP P SR N   (5.2) 

It can be observed from Equation (5.1) that the power output of a PV panel is 

approximated as a linear function of solar radiation - the ratio of power output of the 

panel versus the solar radiation is: Pmp(SR)/SR ≈ 0.2548 kW/Panel. Since the PV 

panel surface area is about 1.65 m
2
 as shown in Appendix A, for 1 kW/m

2
 solar 

radiation, the power output (kW) per m
2
 of the panel is: 0.2548kW/1.65m

2
= 

0.152kW/m
2
. Therefore the conversion efficiency of the panel is 15.2%. 

 

5.2.2 PV array power output 

The real power output and the prediction of PV array are denoted as PVP and ˆ
PVP

respectively. The prediction error PVP  is calculated as: 

 ˆ
PV PV PVP P P    (5.3) 

The predicted power and prediction error of a PV array with 
51 10 PV panels were 

examined. The PDF of the PV array power output from predicted solar radiation and 

measurement are shown in Fig. 5.2. The fit of a t-distribution with freedom 1 to the 

PV array power output prediction errors is shown in Fig. 5.3. 
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Fig. 5.2 PDF of PV array power output 

 

Fig. 5.3 PDF of PV array power output prediction error 

5.2.3 PV array reliability 

In reliability analysis, a PV array is modeled as a two-state Markov model. The failure 

rate and repair rate used are 0.000383 (1/hour) and 0.00381 (1/hour) respectively [141, 

142]. 

5.2.4 PV power penetration 

PV array located at the demand side will be utilized for supplying load directly. In 
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addition, from an economic point of view, PV power should be consumed first. It is 

assumed that customers will not use energy storage for storing PV power to make 

energy arbitrage. The load that cannot be fulfilled by PV energy is the net load (NL), 

which is supplied by the conventional generation.  

Predicted NL 0ˆ
NL iP  and actual NL 0

NL iP  at node i is determined by equations (5.4) 

and (5.3) respectively: 

 
0 0ˆ ˆ

i

NL i id PV i

d ND

P P P


   (5.4) 

 0 0 0

i

NL i id PV i

d ND

P P P


   (5.5) 

5.3 Problem Formulation 

PV power is utilized in power system operation to substitute part of the conventional 

energy. However, the unpredicted PV power fluctuation needs to be balanced by 

system reserves within an acceptable time period (e.g, 10 minutes or intra-hour). PV 

power fluctuations may also require utilization of down reserves, which is seldom 

used in a conventional power system with low penetration of renewable energy 

resources [135]. Most electricity markets would provide balancing reserves with 

different synchronous times or various utilization purposes [143]. For example, in the 

Nordic power system, the frequency controlled normal operating reserve (FNR) and 

frequency controlled disturbance reserve (FDR) are procured to restore energy 

balances caused by demand variation and system disturbances respectively [143]. In 

this chapter, balancing reserves are modeled as primary reserve and secondary reserve. 

Primary reserve can be up reserve or down reserve and is mainly used to meet the 

unpredictable load variation or unpredictable PV power. Secondary reserve is the up 

reserve and is mainly used for contingency events when large generation inadequacy 

occurs. In deregulated power systems, customers may choose to interrupt their 

electricity consumption if the energy cost is higher than their reliability benefits. 

Customers’ reliability benefits are difficult to be measured directly and are therefore 
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often evaluated indirectly using their interruption costs [63]. Therefore customers’ 

interruption costs should be considered in the energy and reserve scheduling models. 

 

The optimal energy and reserve scheduling problem in power system operation is 

formulated in two steps as shown in [41]. In the first step, the unit commitment (UC) 

is scheduled for each operating hour. The algorithm for determining UC is obtained 

from [144], which commits the available units at least operation cost. In the second 

step, the reserve utilization and load curtailment are determined for each contingency 

state during the real time operation. Since only real power is considered for the 

reserve and PV power, a DC optimal power flow (OPF) model has been developed, 

which is computationally efficient. The objective of the OPF model is to minimize the 

generation, reserve utilization and customer interruption cost for system state j: 

       
0

0

, , ,
min

j j j
j jig ig ig id

d ig i

j j j j

ig ig ig ig ig id id
P P R P

i N d NDi N g NG

f C P P CR R C P
 

  

          (5.6) 

subject to system security constraints: 

DC power balance equation: 

 0j j j j

G NTB P P     (5.7) 

where the i
th

  element of j

GP is the generation power at node i at state j and equals 

 0

j
i

j j

ig ig ig

g NG

P P R


  , and the i
th

  element of j

NLP  is the net load at node i at state j 

and equals  0

i

j j

id id PV i

d ND

P P P


  . 

 

Generating unit limits: 

 min 0 maxj

ig ig ig igP P P P     (5.8) 

 max0 j

ig igR R   (5.9) 

Transmission line constraints: 
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  
max1 j j j

i k i kj

ik

S
x

    (5.10) 

 

5.4 Proposed Method for Reliability and Reserve Evaluation 

5.4.1 Markov Models 

The reliability performance of conventional generating units, PV arrays and 

transmission lines were considered. The failure rate   and the repair rate   of a 

component are given by Equations (5.12) and (5.13) respectively [63]: 

  
1

1/ hour
MTTF

   (5.11) 

  
1

1/ hour
MTTR

   (5.12) 

where the MTTF and MTTR are the mean time to failure and mean time to repair 

respectively. 

 

The availability of a component inp  and unavailability outp are determined as: 

 inp


 



 (5.13) 

 outp


 



 (5.14) 

The generating unit, transmission lines and PV arrays were modeled as two-state 

Markov models. The pdf of each component was constructed using Equations (5.13) 

and (5.14). 

5.4.2 Pseudo-Sequential Monte Carlo Simulation 

In the pseudo-sequential Monte Carlo simulation process, a non-sequential Monte 

Carlo simulation method is used to select the load level and system state. If the 

selected state is a failure state, a sequence of neighboring states and the duration of 
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failure are determined utilizing the state transition method [138, 139]. The 

pseudo-sequential simulation process for evaluating customers’ nodal reliability and 

reserve deployment considering PV power fluctuations is summarized in the 

following steps: 

 

Step 1: Generate the hourly time varying sequences of PV power output of PV 

generating systems. Calculate predicted NL profile using (5.4). 

Step 2: Sample a predicted NL level 0ˆ
NL iP from the predicted NL profile based on a 

uniform distribution. Do the first step of the problem defined in section 3 to determine 

the committed units and their power outputs
0

igP . 

Step 3: Sample system state j by sampling the states of committed units, transmission 

lines and PV generating systems based on their probability density function. 

Step 4: Evaluate the system state j: if it is a success state (all the components are in 

their available state), go to Step 2; if it is a failure state, go to the next state. 

Step 5: If the PV generating system failed at node i, the load at node i will be 0

idP . 

Otherwise the load is 
0

NL iP (NL) at node i, which considers the power contribution of 

the PV generating system. 

Step 6: Calculate the failure states sequence starting from state j using the 

forward/backward simulation. 

Step 7: Calculate the failure state duration jD according to the failure sequence 

obtained in Step 6.  

Step 8: Do the second step of the problem defined in section 3 to calculate the reserve 

deployments and load curtailment by solving problem (5.6) – (5.10). Calculate the 
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nodal reliability indices which are explained in part C.         

Step 9: Check the convergence criteria. If satisfied, stop. If not, go to Step 3. 

 

The first and second steps of the problem stated in Section 3 are implemented here in 

Steps 2 and 8 respectively. The method for generating forward/backward state 

sequences and failure duration  E D  in Steps 6 and 7 are explained below [138, 

139]. 

 

Forward/backward sequence simulation 

The forward and backward sequences are sampled according to the probability 

distributions of the system transition states. The difference between the present state 

and the following state of the system is the operating state change of one component 

which can either be repaired or is failed. The forward sequence is to simulate a series 

of states following the examined state until a success state is found. 

 

The frequency of departure from state s to state j fsj is calculated as: 

 sj s sjf p   (5.15) 

where sp is the probability of state s, sj is the transition rate from s to j. 

 

For state s which can transit into NFS following states, the frequency of departure 

from state s is: 

 
1

NFS
dep

s s sj

j

f p 


   (5.16) 

The probability of the system transiting from state s to j is then determined as: 

 
1

/ /
NFS

dep

sj sj s sj sj

j

p f f  


    (5.17) 

By sampling based on a uniform distribution, the following state is determined 

according to Equation (5.17). 
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The difference of previous state and present state is the same as that for the forward 

state transition. The backward sequence is identified by simulating a series of 

previous states of the examined state until a success state is found. The probability 

distribution of the previous state is determined by using the same method. The 

frequency that the system state s is transmitted from state i is: 

 is i isf p   (5.18) 

For NBS possible previous states, the frequency that they arrive at state s is: 

 
1

NBS
arr

s i is

i

f p 


  (5.19) 

The probability that system has transited from state i to s is: 

 
1

/ /
NBS

arr

is is s i is i is

i

p f f p p 


    (5.20) 

Assumes state i and s are differentiated by component k which is transformed from 

operating state to outage state. If k is represented by a two-state Markov model, then: 

/ k k
i s k k

k k k k

p p
 

 
   

           
, and is k  . If all the components are 

represented using two-state Markov models, we have  /i s is k sip p     . 

 

Dividing Equation (5.20) by ps , we have: 

 
1

/
NBS

is si si

i

p  


   (5.21) 

Note that Equation (5.21) is similar with Equation (5.17). 

 

The duration of the outage state is determined by the combination of forward and 

backward sequences. The total duration D of the sequence is the sum of all duration 

D
j
 of each failure state j. For statistically independent components whose state 

durations follow the exponential distribution, the expected duration of state j is: 
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   8760 /j

k

k

E D    (5.22) 

where k  is the transition rate between the examined state and any state it can transit 

to. 

The expected duration of the sequence I is then: 

    j

j I

E D E D


  (5.23) 

5.4.3 Nodal Reliability and Reserve Indices 

The nodal reliability and reserve indices evaluated in Step 8 are calculated as follows. 

The expected energy not supplied (EENS) is the estimator of energy not supplied 

(ENS): 

 
1

N
j

j

EENS ENS N


  (5.24) 

where 

0

j
d i

j
j

NL i

i N d NL

j success state

ENS P T j failure state
 




    

   where T is the examined 

period, e.g 8760 hours for annual analysis. 

 

The loss of load probability (LOLP): 

 
1

N
j

j

LOLP F N


  (5.25) 

where 
0

1

j
j success state

F
j failure state


 


. 

 

The expected energy interruption cost (EEIC): 

 
1

N
j

j

EEIC EIC N


  (5.26) 

where  

0

/
j

j

d

d NL

j success state

EIC K E D j failure state





  

  and dK is the energy cost for 
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load sector d, 
jNL is load sets. dK is calculated as: 

  
j

k k

d d id

k I

K CDF D P


   (5.27) 

k is one of the states of the failure sequence I
t
 for choosing failure state j.  k

dCDF D

is the customer damage function of load sector d for duration D
k
. 

 

The expected committed primary reserve (ECP): 

 
N

j

j

ECP CPR N  (5.28) 

where  max 0

0

j
g i

j

ig ig

i N g NG

j success state

CPR P P T j failure state
 




    

  . 

 

The expected committed secondary reserve (ECS): 

 
N

j

j

ECS CSR N  (5.29) 

where max

0

j
g i

j

ig

i N g NG

j success state

CSR R T j failure state
 




   

  . 

 

The expected utilization of primary reserve (EUP): 

 
N

j

j

EUF FR N  (5.30) 

where  0

0

j
g i

j
j

ig ig

i N g NG

j success state

PR P P T j failure state
 




    

  . 

 

The expected utilization of secondary reserve (EUS): 

 
N

j

j

EUS SR N  (5.31) 
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where 

0

j
g i

j
j

ig

i N g NG

j success state

SR R T j failure state
 




   

  . 

 

The uncertainty of EENS is evaluated by its variance coefficient. The coefficient of 

variance of EENS is used as the convergence criterion in Step 8. 

  EENS V EENS EENS   (5.32) 

where     /V EENS V ENS N is the variance of EENS,  V ENS is the variance of 

ENS. 

5.5 Case Studies 

The modified IEEE RTS [129] is used to illustrate the proposed techniques. Three PV 

penetration levels of 0% (Case 0), 9.8% (Case 1) and 19.6% (Case 2) are studied. The 

nodal penetrations of PV power are shown in Table 5.3. In order to quantify the 

impact of PV power with or without additional reserve, the simulations for Cases 1 

and 2 have been done under two conditions. Under condition (a), the UC of 

conventional units is determined based on the net load, which is the load minus the 

PV power output. Under condition (b), the UC for conventional units are only 

determined based on 0

idP  and PV powers are treated as additional power. 

 

Table 5.3 Nodal PV install capacity (MW) 

 

Node 
Case 1  

(9.8% PV penetration) 

Case 2 

 (19.6% PV penetration) 

1,2,3,4,5,6,7,8,9,10 28 28 

13,15,18, 0 56 

14,16,19,20 0 28 

 

The EENS and LOLP at different load nodes are shown in Tables 5.4 and Fig. 5.4 

respectively. Under condition (a), customers’ reliabilities are impaired by PV power 

fluctuations and unreliability of PV generating systems. EENS and LOLP increase as 
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PV power penetration increases. For customers at node 1-4, 7-20, EENS increase 

more than 100% from Case 0 to Case 2(a), while for customers at nodes 5-6, EENS 

increase less than 100%. Customers’ LOLP also have different variations after PV 

penetration. For condition (b), EENS and LOLP decrease after PV penetration 

increases since PV power served as an additional power source. Improvements of 

customers’ EENS and LOLP are not uniform for each node under condition (b). For 

customers at nodes 13, 15 and 18 with higher PV power penetration, reliability 

improvement is less than other nodes. 

 

In deregulated power systems, customers’ reliability may be compromised by the PV 

penetration if there is insufficient reserve to account for the unpredictable PV power 

fluctuations. The impacts of PV power penetration on customers’ nodal reliability also 

depend on customers’ choices and should be evaluated after considering customers’ 

reliability preferences. In an interconnected power system with high PV penetration, 

for customers located at nodes where PV power is penetrated, the variations of nodal 

reliability are not more significant than for other customers.  

 

Fig. 5.4 LOLP at different load nodes 
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Table 5.4 EENS (MWh/yr) 

 

Node Case 0 
Case 

1(a) 

Case 

1(b) 

Case 

2(a) 

Case 

2(b) 

1 2446.8 3120.9 2263.1 4936.3 2230.4 

2 3041.8 3934.0 2789.0 6388.3 2774.8 

3 3048.8 3937.2 2830.0 6224.5 2775.3 

4 2380.0 3016.5 2207.3 4708.2 2161.2 

5 2090.5 2648.1 1951.6 4081.3 1897.0 

6 1943.5 2443.2 1821.8 3707.6 1761.2 

7 2348.2 2932.4 2196.1 4865.7 2161.1 

8 3986.7 5261.0 3709.9 8611.7 3651.8 

9 3217.7 4171.2 2983.4 6642.8 2928.0 

10 2903.0 3727.7 2684.7 5883.0 2626.8 

13 3589.1 4815.6 3339.7 7637.5 3249.7 

14 3250.4 4289.9 3062.8 6769.8 2981.0 

15 3460.2 4773.2 3315.7 7384.9 3185.4 

16 3142.7 4314.3 2987.9 6761.2 2885.3 

18 3874.3 5301.4 3740.4 7883.0 3611.4 

19 4173.6 5847.4 4001.3 9210.9 3860.8 

20 2506.4 3338.6 2364.7 5266.6 2298.1 

 

 

The EEIC are shown in Fig. 5.5. Customers’ EEIC increases as PV penetration 

increases. EEIC increase by more than 400% from Case 0 to Case 2(a) while it 

increases less than 100% from Case 0 to Case 1(a). We can observe that with high PV 

penetration, the unreliability of PV arrays may increase the duration of the 

contingency events of the system, and customers’ EEIC will increase. But for 

different customers, the increases in EEIC are not linear and may increase more 

dramatically when solar penetration increases. 
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Fig. 5.5 EEIC at different load nodes 

 

The reserve commitment and utilization are shown in Tables 5.5 and 5.6 respectively. 

From Table 5.5, ECP and ECS increase after PV power penetration especially under 

condition (b). Since PV penetration increases the power fluctuations, the EUP and 

EUS increase under condition (a) to balance the PV fluctuations. The reserve 

deployment is also affected by customers’ reliability preferences. Without sufficient 

primary reserve, customers are more likely to be interrupted due to the slow response 

of secondary reserve. Under condition (b), the EUP increases and the EUS decreases. 

With sufficient primary reserve, customers can maintain or even improve their 

reliability.  

 

It is therefore clear that in deregulated power systems, the benefits of solar power 

penetration on customers’ reliability highly depend on whether the reserve markets 

can provide sufficiently fast response and relatively cheap reserve for balancing the 

fluctuations of PV power. The results shown in this chapter demonstrate that the RTS 

can have 20% PV power integration without affecting the customers’ reliability if the 

PV power is integrated as additional energy sources in power system operations. 

However, under such conditions, the reserve deployment and utilizations will increase 

greatly. 
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Table 5.5 Reserve Commitments (MW) 

 

 Case 0 Case 1(a) Case 1(b) Case 2(a) Case 2(b) 

ECF 183.85 286.19 323.99 315.72 395.44 

ECS 168.04 254.05 263.29 276.20 293.29 

 

Table 5.6 Reserve Utilization (MWh/yr) 

 

 Case 0 Case 1(a) Case 1(b) Case 2(a) Case 1(b) 

EUF 811717.1 966988.9 
 

1033253.9 1152290.9 1328220.3 

EUS 265210.3 302340 260514.4 383276.73 261900.5 

Total 1076927 1269329 1293768 1535568 1590121 

 

5.6 Conclusions 

In this Chapter, nodal reliability and reserve deployment have been investigated for 

deregulated power systems with PV power penetration. A technique using 

pseudo-sequential Monte Carlo simulation method has been developed which can take 

into consideration the stochastic and chronological fluctuations of PV power as well 

as customers’ reliability preferences. The results show that nodal reliability is 

impaired with PV power penetration due to the intermittence of PV generation system. 

The impacts of PV generation also depend on customers’ reliability preferences. 

Therefore PV power penetrations have non-uniform impacts on different customers. If 

more PV power is penetrated, the system should be able to meet the large power 

fluctuation by providing more fast response reserve without damaging customer 

reliability. The proposed technique provides a flexible method to evaluate these 

impacts on nodal reliability in deregulated power systems. This technique can also be 

extended to incorporate other intermittent renewable energy sources.  
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Chapter 6  Impacts of Wind Power Penetration on Deregulated 

Power Systems 

Wind power can be generated on a large scale by wind farms. With high level 

penetration, more operating reserves are needed to balance wind power variations. 

The imbalance cost derived from the reserve utilization also increases. Wind power 

providers will adopt different bidding strategies to minimize the imbalance cost and to 

optimize their benefits. High penetrations of wind power may change the generation 

commitment since they should be consumed first due to economic and environmental 

concerns. Energy prices may therefore be affected. The variable wind power affects 

the deployment of balancing reserves which together with unreliability of wind 

turbine generators may affect adversely the customers’ reliability in deregulated 

power systems. The behavior of wind power and their impacts on the existing power 

system operation should therefore be investigated for the efficient utilization of wind 

power. 

 

In this chapter, the contingency reserve and its deployments are analyzed in a power 

market with wind power penetrations. Different bidding strategies of wind power 

providers are analyzed from the short-term wind power forecasting. The operational 

reliability is evaluated in terms of Nodal Unit Commitment Risk (NUCR) and nodal 

price of power systems. The impacts of wind power penetration on the nodal prices 

are also evaluated. 

6.1 Introduction 

Wind energy is a promising type of renewable energy due to its clean generating 

process and large potential. The development of wind power generation technology 

makes it possible to install large scale wind farms with great capacity. Wind power 

generation has been growing fast in recent decades. Many countries have set goals for 
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high level wind power penetration. By the end of 2011, the total global installed 

capacity has reached 238 GW [18]. While the penetration level of wind power 

increases, new challenges occur when integrating wind power into existing power 

systems and power markets. In many European countries like UK, Spain, Denmark, 

wind power can participate in power market operation [22]. The related issues include 

but are not limited to the responsibility for the cost induced from wind power 

variation, the pricing scheme and schedule of wind power. 

 

The wind power fluctuates chronologically and cannot be scheduled like conventional 

generations due to its variability and forecast errors. However, wind power should be 

explicitly considered in the generation commitment and dispatch for optimizing the 

energy utilization [145-147]. By substituting part of conventional power, the spillage 

or shortage of wind power needs to be balanced by system reserve. The impacts of 

wind power forecast errors and forced outages on system operation was analyzed 

using a proposed mixed integer linear optimization scheduling model in [145]. In [25], 

a short-term electricity market clearing process was proposed with stochastic security 

that is capable of including stochastic wind power without damaging system operating 

security. The operating reserve requirement is optimized using stochastic 

programming to minimize the operating costs with different wind power penetration 

levels [41]. The impacts of wind penetration on the system operational reliability have 

been examined in [26]. The results show the benefits of integrating wind power in 

reducing the system UCR and increasing the load carrying capability. 

 

The variability and intermittent nature of renewable power will affect the system 

energy balance [36, 148, 149]. The participation of renewable generation in the power 

market not only affects the system operation, but also influences the economic 

performance. Trading renewable power in the power market will influence the energy 

price and reserve price. The behavior of a wind power provider (WPP) or a wind farm 

(WF) has been investigated in [52, 53, 120]. A WPP in a power market can bid 

different amounts based on forecast, in order to optimize the profit under different 
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payment schemes for renewable power. However, this can adversely affect the system 

operation and market behavior. 

 

Competition has been introduced in deregulated power systems to reduce the 

operation cost and to provide choices for participants to optimize their benefits [2]. 

Considering transmission network and related cost, nodal reliability and nodal price 

have been adopted to evaluate customer reliability and associated payment at different 

locations [66, 68, 125]. Since customers can choose different services to avoid 

interruption in a system contingency state, supply reliability to a customer will be 

affected by its reliability preferences. In short term market analysis, the operational 

reliability is evaluated, which is different from long term reliability analysis in the 

sense of time range, evaluation technique, and the outage property of units. The unit 

commitment risk (UCR) used by the PJM to evaluate operational reliability is the 

most widely used index in operational reliability [63]. Nodal price reflects not only 

the supply cost but also the reliability requirement of customer at the load point [66, 

68, 125]. 

 

With wind power participation in power market operation, the variation of wind 

power and the bidding behavior of wind power providers should be accounted for in 

the generation and reserve deployment. In this chapter, a market clearing process has 

been developed with wind penetration. Wind power bidding strategies based on short 

term forecasting are explicitly incorporated in the market clearing and unit 

commitment process. Nodal operation reliability and nodal prices are examined 

through contingency analysis using the RBTS. 

 

Nomenclature 

0 Normal state index (superscript) 

j Contingency state index (superscript) 

t Time period index (superscript) 
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i,k Bus index (subscript) 

z Reserve zone index (subscript) 

g Generating unit index (subscript) 

d Customer sector index (subscript) 

r Sign of reserve related parameters (subscript) 

N Set of buses 

gN  Set of buses containing generators 

LN  Set of load buses 

NL  Set of load sectors 

min

iV  Lower limit of voltage at bus i 

max

iV  Upper limit of voltage at bus i 

min

i gP  Minimum real power of generator g at bus i 

max

i gP  Maximum real power of generator g at bus i 

min

i gQ  Minimum reactive power of generator g at bus i 

max

i gQ  Maximum reactive power of generator g at bus i 

0t

i dP  
The real power demand of load sector d at bus i for normal 

state 

0t

i dQ  
The reactive power demand of load sector d at bus i for 

normal state 

low

i gP  Lower limit on generation change t j

i gP  

up

i gP  Upper limit on generation change t j

i gP  

max

i dP  Maximum load curtailment of load sector d at bus i 

For state j and bus i at hour t: 

t j

i gP  Real power output of generator g 

t j

i gQ  Reactive power output of generator g 
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t j

i gR  Reserve power provided by generator g 

t j

i dP  Real power curtailment of load sector d 

t j

i dQ  Reactive power curtailment of load sector d 

t

i awP  Real wind power output at bus i 

t

i bwP  Bidding wind power at bus i 

i gC  Cost function of generator g 

grRC  Reserve cost function of generator g 

t j

i dCC  Curtailment cost for customer sector d 

t j t j t j

i i iV V    Bus voltage 

t tj j t j

ik ik ikY Y    Element of admittance matrix 

t j

i gP  Ramp up rate for generator g 

t j

i dP  Load curtailment of customer sector d 

j

i kS  Magnitude of apparent power from bus i to bus k 

max
j

i kS  Magnitude of maximum apparent power from bus i to k 

 

6.2 Penetration of Wind Power 

The stochastic characteristics of wind power generation are analyzed in this section. 

Different bidding strategies based on the short term wind power forecasts have been 

analyzed.  

6.2.1 Wind turbine power output 

Multistate wind energy conversion system models which incorporate the wind speed 

variation and wind turbine outage probability have been proposed in [35]. This 
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method is more suitable in long term analytical and state sampling methods. In short 

term analysis, the wind power output model should account for the time correlation of 

wind speeds. The techniques for short-term wind power forecasting have been 

presented in [150, 151]. The numerical weather prediction models are capable of 

making accurate predictions for short term and long term time horizons [26]. ARMA 

model can be used in short term wind speed forecast since it can represent the time 

correlated stochastic characteristics of wind speed [26]. Using ARMA short term 

forecast, conditional wind power distribution proposed in [26] shows a strong 

correlation between the previous wind power and the present hour for the investigated 

hours. In our research, a strong correlation has been found between any hour and its 

next hour. Based on regression analysis, a linear regression model is fitted which can 

be used in short term wind speed forecast using the forecast data from the ARMA 

(Autoregressive and Moving Average) model. 

 

The ARMA model for wind speeds and the electric characteristic of wind turbine 

generators are introduced in Section 3.1. Based on the prediction of the developed 

ARMA model, three years forecast data have been obtained. The correlation has been 

analyzed among hour 1t  and the following three hours from the prediction, and the 

results are shown in Table 6.1. It shows correlation coefficient near 1(1-highest 

correlation, 0-no correlation) for the next hour and decays for the second and third 

hours. Linear regression analysis has been conducted and the results are shown in Fig. 

6.1. Fig. 6.1 shows strong and linear relationship of wind speed between the current 

hour and the next hour. 

 

Table 6.1 Correlation Coefficients of Continuous Hours 

 

Hour  t-1  t  t+1  t+2 

 Correlation Coefficients 

 t-1 1 0.915253 0.798026 0.692238 

 t 0.915253 1 0.915255 0.798028 

 t+1 0.798026 0.915255 1 0.915255 

 t+2 0.692238 0.798028 0.915255 1 
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Fig. 6.1 The relation between wind speed at hour t-1 and hour t 

 

Based on the regression analysis results, the short term wind speed forecasting model 

using the probability distribution of wind speed variation has been derived. Given the 

observed wind speed 1tV  for hour t-1, the predicted wind speed 
tV  for hour t can be 

obtained as: 

  1 1 1

l u

t t t t tV SV V SV V      (6.1) 

where tSV is the simulated wind speed at hour t, 
1 1min( )l

t tV V  and 1 1max( )u

t tV V 

represent the lower bound and upper bound respectively of 1tV  . 

To obtain the probability distribution of variation of tV  , tV  are equally grouped 

according to its numeric range. The predicted wind speed x

tV  and its probability

 x

tp V  for group x are calculated as: 

  
1

2

x x l x u

t t tV V V   (6.2) 

  
 

( | )x l x u
x t t t t

t

t

num SV V SV V
p V

num SV

 
  (6.3) 
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where x l

tV and x u

tV  are the lower and upper bounds respectively of x

tV , and num is 

the number of samples with given conditions in parentheses. 

 

The forecast wind power output for a wind turbine is calculated using the method 

introduced in Section 3.1.2. The probability distribution of forecast wind power can 

be derived correspondingly.  

 

The short term forecast error of wind speed was analyzed using a statistical method by 

previous researchers [44, 53]. In our analysis, the bidding error is used in evaluating 

the impacts of WPP bidding strategies on the system reserve requirement. The wind 

power forecast error and WPP bidding strategy are combined to determine the bidding 

error. 

6.2.2 Trading wind power 

In addition to the variation of forecast wind power, bidding strategies of WPP also 

impact the market behavior. The bidding strategies are based on the forecast wind 

power, the payment scheme from the market and the price pattern of regulation 

market. 

 

In [52], a method of minimizing the imbalance cost has been proposed to determine 

the optimal energy sold on the advance market. The imbalance cost is caused by the 

difference between bidding power and real power. The energy provider will be paid a 

down regulation price for under-bid power and it will pay for an up regulation price 

for over-bid power. Here the down regulation price is lower while the up regulation 

price is higher than the energy price. Reference [53] further evaluated the imbalance 

cost of wind generation by examining the optimal bidding strategy. The results 

confirmed that suggested bidding strategy would obtain equal or higher revenue than 

the strategy that the player bids the forecast wind power and pay for the imbalance 

cost. These analyses provide a thorough examination of different bidding strategies of 
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the WPP. The benefits that WPP can procure from the bidding strategy in [53] is 

limited and the results in [52] show that the imbalance price and its relativity to the 

contract price determine the total revenue of the WPP. Therefore, the behavior of WPP 

in our analysis is only based on the wind power forecast. 

 

In our analysis, based on the obtained probability distribution of wind power forecast, 

different wind power bidding strategies are considered. The impacts of different 

bidding strategies on system price and reliability are also examined. Since the wind 

power penetration is relatively low in many countries, they are assumed to be the 

price-taker in market operation [24, 52, 53, 118]. It is further assumed that the WPP is 

paid according to the real output power regardless of its imbalance, and that the WPP 

will not make use of previous price patterns to make its bidding strategy.  

 

Under these assumptions, two bidding strategies for WPP have been evaluated in this 

thesis. Strategy S1 assumes that the WPP bids the power with the highest forecast 

probability. Strategy S2 assumes that the WPP bids the expected forecasted wind 

power. 

6.3 Contingency Reserve Modeling 

In a contingency state, system operators reschedule generation or make load 

curtailments to ensure the secure operation of the power system. Customers can 

purchase operating reserve to avoid load curtailment. The structure of the CR market 

can affect the reserve cost. Based on the pay-as-used policy, a CR market is 

formulated and cleared simultaneously with the energy market. 

 

The energy market and reserve market can be cleared simultaneously or sequentially 

in different market structures [15]. The sequential approach clears markets in a 

sequence and requires one market’s result as the starting point of the next market. The 

simultaneous market simplifies the market auction process and dispatch as the energy 
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and reserve at the same time. The reserve price can be determined according to the 

reserve capacity committed or the reserve power delivered [76]. The main function of 

the CR market is to provide reserve economically when a unit outage occurs. In a CR 

market, generators scheduled to provide CR will be paid according to dispatch 

capacity and zonal reserve price. Customers would purchase reserve from the market 

by weighting the reserve cost with the interruption cost. 

6.3.1 Customer reserve requirements 

The customer interruption cost in system operation depends on the time, load 

curtailment and duration of an interruption, and is also related to CR purchased by the 

customer.  

The reserve purchased by a customer is determined by weighting the interruption cost 

and reserve cost. Customer interruption costs are indirectly determined by the 

customer damage functions (CDFs). The reserve cost depends on reserve price. In 

operating period t, the objective function of reserve purchase of a customer at bus i at 

reserve zone z for contingency state j is to minimize its net cost represented as: 

  t j t j t j t j

i d i d e i i dCC P P     (6.4) 

where 0t j t t j

i d i d i dP P P    is the load curtailment, 0t

i dP and t j

i dP  are demand for normal 

and contingency states respectively, t j

e i is the nodal price. 

 

Customer cost function t j

i dCC  is calculated as: 

    t j t j t j

i d i d i dCC P CDF OD    (6.5) 

where customer damage function  t j

i dCDF OD is a function of outage duration 

t jOD . 

6.3.2 Contingency reserve deployment 

A customer submits reserve biddings based on its net cost and a CR provider submits 
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offers according to the reserve cost in the reserve market. The objective of CR 

dispatch is to minimize the total system reserve cost. The total reserve cost t j

z for 

state j and time t at zone z is determined by: 

  
j t j
i i

t j t j t j

z i d gr i g

i z d NL g NG

RC R
  

 
    

  
    (6.6) 

where j

iNL and t j

iNG are the number of load sectors and the number of generators at 

bus i respectively.  R t j

gr i gRC  is the cost function for generator g providing reserve 

t j

i gR . 

6.4 Reliability Modeling 

In power system operation, the outage rate of units is the only concern because the 

repair can be neglected for a short operating period. The outage replacement rate 

(ORR) of a unit is defined as the probability that the unit fails and is not replaced 

during operating period T [63]. The iORR for unit i with failure rate λi is calculated 

as: 

  1 1iT

i i iORR e T if T
  

     (6.7) 

The probability iA that the unit is operating during operating period T is calculated as

1i iA ORR  . For an operating period t, the probability p
t j

 of state j with mt operating 

components and s failed components is determined as: 

 
1 1

tms
t j

i i

i i s

p ORR A
  

    (6.8) 

The reliabilities of transmission lines and generating units are considered in 

determining the system operating states. 

6.5 Problem Formulation 

The OPF problem is formulated to determine the nodal energy price, regional reserve 
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price, the optimal reserve allocation and the nodal operational reliability. The 

objective of the OPF problem is to minimize the total system cost. For a system with 

zN  reserve zones, the objective function for period t and state j can be formulated as: 

 

 

   

,min ,
t j t j
g i

j t j
z i i

t j t j

t j i g i g i g

i N g NG

t j t j

i d gr i g

z N i z d NL g NG

f C P Q

CC P RC R

 

   



 
   

  

 

  
 (6.9) 

subject to the following constraints: 

Power flow constraints: 

 

   

 

0

g

t

1

cos

t j j
ii

t j t j t t t j

i i g i a i d i d

d NLg NG

N
t j t j j t j t j t j

i k ik i k ik

i

P R WP P P

V V Y   





   

  

 


 (6.10) 

 

 

 

0

t

1

sin

t j j
ii

t j t t j

i g i d i d

d NLg NG

N
t j t j j t j t j t j

i k ik i k ik

i

Q Q Q

V V Y   





 

  

 


 (6.11) 

where t

i aWP  is actual wind power production of WPP. 

Generating unit limits: 

 min maxt j t j

i g i g i g i gP P R P    (6.12) 

 min maxt j

i g i g i gQ Q Q   (6.13) 

 low t j t j up

i g i g i g i gP P R P       (6.14) 

 

Load curtailment limits, voltage limits and transmission line limits are given by (6.15), 

(6.16)and (6.17) respectively: 

 max0 t j

i d i dP P     (6.15) 

 
min max

j t j j

i i iV V V   (6.16) 

 
max

j j

i k i kS S  (6.17) 
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Zonal reserve constraints: 

 0t j t j

i d i g

i z i z

R R
 

    (6.18) 

Rserve capacity limit for a reserve provider: 

 max0 t j

i g i gR R   (6.19) 

where max

i gR is the maximum reserve bidding. 

 

A Lagrangian function t jL was formulated to solve the problem. The energy output 

 ,t j t j

i g i gP Q and the reserve generation t j

i gR , and the customer’s load curtailment t j

i dP

can be determined by solving t jL . 

 

The nodal price t j

e i  , expected nodal price 
t

e i  and standard deviation t

e i can also 

be determined as: 

  $ /
t jt j

e i t j

i

L
MW

P






 (6.20) 

 =
t

t t j t j

e i p i

j NOS

p 


  (6.21) 

  
2

1

tNOS
t

t t j t j

e ie i e i

j

p  


    (6.22) 

The nodal unit commitment risk (NUCR) at node i and time t are determined as: 

 

 

   max

0

0

t

t

t t j t j

i i c

j NOS

t j t j t j t j

i c i g i g i g

j NOS

NUCR p P

p P P R P for g





  

    




 (6.23) 

 

The simulation procedure for the problem is shown in Fig. 6.2. The bidding wind 

powers are explicitly considered in the unit commitment process. In the real time 

dispatch, the real wind powers are dispatched. In this way, the wind power bidding 

errors impact the market operations. 
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Fig. 6.2 Flowchart of the simulation to determine wind power impacts on power market 

 

6.6 Case Studies 

The RBTS [98] was used to illustrate the proposed method. The system has been 

modified by adding an identical parallel transmission line between bus 5 and bus 6. 

The market clearing period is assumed to be 1 hour. The nodal reliability and nodal 

price for 24 hours of the 361
th

 day of the RBTS are evaluated to illustrate the 

proposed technique. The load profile of the day is obtained from [98].  
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6.6.1 Nodal indices without reserve and wind power 

The nodal prices and reliability performance of the energy market without emergency 

reserve have been analyzed. The expected hourly nodal prices for each node were 

obtained and are shown in Fig. 6.3. The nodal prices represent the expected values of 

energy considering different outage states at each node. The price profiles are similar 

for each node. Price is high when the load level is high at hour 18-20. Bus 2 has the 

lowest price compared with other nodes at any hour because it is a generation node. 

 

Fig. 6.3 Nodal energy prices of different nodes for 24 hours 

 

The load curtailment for each node is different due to the system configuration and 

the customer reliability requirements. The NUCR are evaluated and shown in Fig. 6.4. 

NUCR at node 2 are lower than those of other nodes. The differences of NUCR 

between nodes are due to the location and reliability requirements of corresponding 

customers. The variation of NUCR between hours is caused by the load variation and 

corresponding generation dispatch at different hours.  
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Fig. 6.4 NUCR for 24 hours 

 

The nodal price and NUCR show the overall energy cost and reliability of each load 

node in the system. The integration of contingency reserve market and wind power 

are expected to reduce price fluctuation and improve system reliability. 

6.6.2 Impacts of contingency reserve 

The nodal price and nodal reliability depend on generation and reserve deployment 

and customer reliability requirements. Fig. 6.5 shows the expected nodal prices at 

node 3 with and without CR. The expected nodal price for each hour is reduced when 

CR is committed. The expected nodal price reduction for hours 8-16 is more 

significant because more reserve is available. The same trend can be observed at other 

nodes. 

 

Fig. 6.5 Nodal Price at node 3 for 24 hours 
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Fig. 6.6 shows the NUCRs for node 3. The NUCRs for 24 hours are reduced after 

contingency reserve is added. NUCR is also improved at the other nodes. 

 

 

Fig. 6.6 NUCR at node 3 

 

The nodal prices at node 3 for some representative states are shown in Fig 6.7. 

Without CR, there are nodal price spikes for some contingencies due to generator 

outages (states 12-19) and combinational outages of generators and transmission lines 

(states 85-95). Therefore those price spikes are removed after committing CR. 

However, the price spikes still exist for some transmission outages (states 47-57) such 

as state 49 (L2 and L3 are out of service) even after committing CR due to 

transmission constraints. CR cannot reduce the price spikes of some contingency 

states caused by transmission line outages. 

1.00E-08

1.00E-07

1.00E-06

1.00E-05

1.00E-04

1.00E-03

1.00E-02

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

N
U

C
R

 a
t 

N
o

d
e 

3
 

Hour 

W/O CR

With CR



Chapter 6 

 129  
 

 

Fig. 6.7 Nodal Prices for node 3 at hour 6 

6.6.3 Impacts of wind power 

20×1.5MW WTGs are assumed to be installed at node 3 of the RBTS. The 

specifications of the WTG are shown below. The cut-in, cut-out and rated wind speeds 

are 3.5m/s, 20m/s and 11.5m/s respectively. The parameters of GE’s 1.5 MW WTG 

were obtained from GE’s website and are shown below [152]. 

Table 6.2. Technical Data 

 

Operating Data 

Rated Capacity 1,500 kW 

Temperature  Range:       Operation:              

Survival:  

(with Cold Weather Extreme Package)    

-30°C-+40°C 

-40°C-+50°C 

Cut-in Wind Speed 3.5m/s 

Cut-out Wind Speed 20 m/s 

Rated Wind Speed 11.5 m/s 

Wind Class – IEC IIIb( 50V 52.5 /e m s , 8.0 /aveV m s ) 
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Frequency 50/60Hz 

Voltage 690V 

Rotor  

Rotor Diameter 82.5m 

Swept Area 5346 m
2
  

Tower 

Hub Heights: 80m 

Power Control Active Blade Pitch Control 
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Fig. 6.8 Power curve of GE 1.5 MW WTG 

 

The wind speed data obtained from [106] have been utilized. An ARMA model has 

been developed based on three years’ wind speed data at ten minutes interval. Three 

years forecast data have been obtained through the model.  

 

The wind speeds at two representative hours (5 and 14) were observed as 

7.89-8.95m/s and 10.55-12.08 m/s. The forecast wind power distribution for hour 6 

and hour 15 are shown in Table 6.3. The actual wind power production for each wind 

turbine at hour 6 and hour 15 are 0.56 MW and 1.5 MW respectively.  
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Table 6.3 Probability Density Distribution of Wind Power at Hour 6 and Hour 15 

 

Wind Power (MW) 
Hour 6 Hour 15 

Probability Probability 

0.1 0.014412 0 

0.2 0.032826 0.000934 

0.3 0.079263 0.002801 

0.4 0.152122 0.001867 

0.5 0.142781 0.006536 

0.6 0.15052 0.013072 

0.7 0.141446 0.023343 

0.8 0.096878 0.045752 

0.9 0.072858 0.052288 

1 0.044035 0.072829 

1.1 0.029624 0.093371 

1.2 0.016813 0.11578 

1.3 0.010408 0.112045 

1.4 0.005604 0.102708 

1.5 0.010408 0.356676 

 

15 groups of wind power have been generated for the two bidding strategies S1 and 

S2 from the forecast wind speed data. According to the bidding strategies of S1 and 

S2, the bidding powers of S1 are 0.4MW and 1.5MW for each WTG, and the bidding 

powers for S2 are 0.63 MW and 1.25MW for each WTG for hours 6 and 15 

respectively. The unit commitment is based on the principle that the wind energy 

should be consumed first. Bidding wind power of S1 and S2 and the real wind power 

output for 24 hours are also shown in Table 6.4. 
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Table 6.4 Wind power providers’ bidding power and real power output 

 

Hour 
Bidding Power Real Power 

(MW) S1(MW) S2(MW) 

1 8 11.054 12.600 

2 12 13.392 9.320 

3 6 9.422 9.876 

4 8 10.254 13.622 

5 14 14.066 11.658 

6 8 12.604 11.202 

7 12 13.038 29.544 

8 30 24.366 30 

9 30 29.624 30 

10 30 29.534 30 

11 30 29.940 30 

12 30 29.750 30 

13 30 29.650 30 

14 30 26.158 28.264 

15 30 25.036 30 

16 30 29.580 30 

17 30 29.632 30 

18 30 30 30 

19 30 30 30 

20 30 29.938 30 

21 30 29.770 30 

22 30 29.722 30 

23 30 29.500 30 

24 30 27.957 23.832 

 

The expected nodal prices and their standard deviations under different wind power 

bidding strategies are shown in Table 6.5. Reduction of the expected nodal prices for 

wind power bidding strategy S2 is larger than that of S1. The increase of price 

deviation is larger for S2 than that for S1. This is because bidding wind power of S1 is 

more close to the real wind power production at this hour and resulting committed 

units and CR deviate less from the real condition. 
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Table 6.5 Expected Nodal Price 
t

e i and Standard Deviation t

e i  at Hour 15 

 

Nodes 

t

e i  ($/MWh) 
t

e i ($/MWh) 

W/O Wind S1 S2 W/O Wind S1 S2 

1 8.9093 7.6152 7.3720 10.8070 17.0130 18.8689 

2 8.3717 7.2303 7.0118 10.0852 16.2757 17.6754 

3 9.0726 7.7067 7.4628 13.8980 17.2708 19.0878 

4 9.0166 7.6831 7.4421 13.1677 17.2579 19.0128 

5 9.1026 7.7435 7.4994 13.8375 17.3747 19.1889 

6 9.1316 7.7678 7.5229 13.9991 17.4395 19.2746 

 

Fig. 6.9 shows the expected prices of node 3. The figure shows that the nodal prices 

have been reduced after the wind power penetration. For most periods, the two 

bidding strategies provide similar results. The prices for S1 and S2 at hours 14 and 15 

are different since the wind power bidding errors of S1 lead to the reduction of 

reserve margin.  

 

 

 

Fig. 6.9 Expected nodal prices at node 3 with different WPP bidding strategy 

 

Fig. 6.10 shows the NUCR of node 3 for 24 hours. It shows that the penetration of 

wind power cannot always improve nodal reliability. Reliability improvement 

depends on many factors such as wind speed, load level, wind power bidding strategy, 

units committed, CR committed and the correlation among them. For hours 7-23, the 
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integration of bidding wind power reduces the committed units and CR, and the 

NUCR is improved for hours 7-8, 15-16, 18-19, 23 but not improved for the rest. At 

hour 15, the NUCR is reduced because the wind power bid with S1 is more close to 

the real wind power production, while the NUCR is increased if wind power bids with 

S2. Therefore, integration of wind power is a very complicated issue in market 

operation due to the intermittent and uncertain nature of wind speed. 

 

 
Fig. 6.10 NUCR at node 3 with different WPP bidding strategies 

 

Fig. 6.11 shows the nodal prices at node 3 for the representative states at hour 6 

considering bidding strategy S1. The number of price spikes has reduced after wind 

power penetration. Although wind powers are also paid according to the nodal price, 

customers still benefit from reduced nodal prices due to wind power penetration. 

Similar results are obtained when wind power bidding is with S2. 
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Fig. 6.11 Nodal Price at node 3 for different outage states at hour 6 

 

6.7 Conclusions 

This chapter has investigated the impacts of CR and wind power on nodal price and 

nodal reliability in deregulated power systems. CR market model has been developed 

with participation of customers. A simultaneous market for energy and CR has been 

formulated. The wind farm’s bidding strategies have been analyzed based on short 

term wind power forecast. Hourly bidding wind power has been incorporated into the 

market clearing process. The operational reliability for each node has been evaluated 

using the NUCR. 

 

NUCR and expected nodal price at all nodes decreased to some degree with CR 

integration. Price spikes are also reduced after the integration of CR. CR is important 

to improve the economic and reliable operation of power systems. The penetration of 

wind power reduces the expected nodal prices. But the variation of nodal price 

increases due to the intermittent characteristic of wind energy and WPP bidding 

strategies. The impacts of wind power on NUCR are affected by the wind power 

bidding errors, the load level and their correlations. The results provide very useful 

information for system operators and customers to make optimal decisions in a 

deregulated power market with wind penetration. 
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Chapter 7  Conclusions and Recommendations 

7.1 Conclusions 

In this thesis, the impacts of renewable energy on the power market operation have 

been investigated in terms of system reliability, electricity price and system reserve 

deployments. New techniques that can evaluate these impacts are important for policy 

makers, system operators, renewable energy providers and market participants to 

optimize the total or individual benefits in the competitive power market operation. 

 

The background of the research work has been described in Chapter 1. The 

deregulation process of power system and existing power system structures have been 

introduced. The renewable energy application and penetration in power system have 

also been presented. 

 

The state of the art of power system economic operation and reliability evaluation 

methods has been introduced in Chapter 2, which provide the theoretical basis for the 

reliability and power market analysis. The economic dispatch is the basis for the 

optimal energy dispatch in both conventional and deregulated power systems. The 

OPF techniques implement the economic and security constraints in energy dispatch 

and are the basic techniques widely used in existing power systems to determine 

locational energy prices. The nodal price and nodal reliability are adopted in 

deregulated power systems to evaluate the locational energy cost and reliability levels. 

New evaluation techniques need to be developed for examining the impacts of 

renewable energy on locational customer energy cost and reliability. 

 

The intermittent and chronological characteristics of renewable energy sources have 

been investigated in Chapter 3, which provides the basis for research work in Chapter 

5 and 6. The time series models of wind speed and solar radiation have been 



Chapter 7 

 137  
 

developed using ARMA model. The outputs of the renewable energy conversion 

systems have been obtained. The unpredictable random variation of solar and wind 

power need to be accounted for when integrating renewable power into existing 

power market operation. 

 

The stochastic variations of renewable energy need to be balanced by the system 

reserve. In the power market, reserves are unbundled from energy and are important 

ancillary services. Therefore firstly the issue of reserve pricing and deployments has 

been investigated through co-optimized energy and reserve market in Chapter 4. In 

the proposed two-step energy and reserve market clearing process, the optimal energy 

and contingency reserves allocation have been determined. Customers’ reserve 

requirements are explicitly considered in the reserve allocation. The reserve costs and 

reliability risks of customers have also been evaluated for different reserve 

requirements. Customers who choose higher reliability levels by purchasing more 

reserve can utilize more energy at contingency states and have less load interruptions; 

however, they will pay higher prices for both the energy and reserve. The designed 

market ensures the allocation of reserve in favor of customers who have higher 

reliability requirements. 

 

Considering the random variation and chronological characteristics of solar power, a 

technique using pseudo-sequential Monte Carlo simulation is proposed in Chapter 5 

to evaluate the penetration of solar power in deregulated power systems. The solar 

power generation has been examined using the PV array. The PV array power output 

variations are examined through the probability density function in the Monte Carlo 

simulation. Two types of spinning reserves are modeled to meet the requirements of 

solar power variation and generation deficit in contingency states. To utilize solar 

power more reliably, the solar power can penetrate as additional energy and the solar 

power variation should be accounted for by enough reserves. 

 

Renewable energy sources also participate in the power market operation by bidding 
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into the energy market to optimize their benefits. The impacts of wind farms’ bidding 

strategies on nodal price and nodal reliability in deregulated power systems have been 

investigated in Chapter 6. The bidding strategies of wind farms have been analyzed 

based on the short term wind power forecasts. The energy and reserve dispatch have 

explicitly considered different wind farms’ biddings. The bidding errors of wind 

power increase the uncertainty of wind power and may impair customer reliability 

when the power output is relatively high. Participation of wind power producers as 

price-takers in the market operation reduces the energy prices. It is necessary to 

quantify the impacts of wind power penetration on reliability and energy prices for the 

economic and reliable utilization of wind power. 

 

The research work described in Chapter 4 has analyzed the reliability issues in power 

markets, which is the primary work needed for the objective of thesis to evaluate the 

impacts of renewable power on power market operation. The research works 

described in Chapters 5 and 6 have evaluated the impacts of renewable energy on 

power market operation, which is another objective of the thesis, from the viewpoint 

of reliability, reserve and energy dispatch, customer cost and energy prices. The 

techniques for analyzing impacts of renewable energy on market price and system 

reliability are useful for policy makers, system operators and market participants in 

order to make optimal decisions in power market operation with renewable energy. 

7.2 Future Work 

The micro-grid or smart grid with renewable energy penetrations are hot topics. The 

small scale distributed renewable energy generations are finding favor in many 

countries. The distributed renewable energy can be consumed by local customers 

directly. The energy storage plays an important role in balancing energy in smart grids. 

The renewable energy providers or users can make energy replacements through 

energy storage. The interactions between smart grids and power system provide 

energy and information exchanges. Customers can sell back energy to power systems 
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when load level is low and make load shifting using energy storage to profit from the 

system energy price variations. In smart grids, coordinating different renewable 

energy considering their correlations can increase the efficiency of energy utilizations. 

 

For future work considering economic and reliable operation in smart grids with 

renewable penetrations, some suggestions are as follows: 

 

1. In smart grids, correlation between different renewable sources should be 

considered in designing an optimal energy management scheme to improve 

customer reliability and energy prices. 

 

2. In order to optimize customer benefits, the energy replacements using renewable 

energy and energy storage can be considered to sell back energy when the energy 

prices are high and purchase energy when the energy prices are low. 

 

3. The reliability of smart grids can be improved through energy exchanges with the 

power system. The impacts of renewable energy variations on smart grid 

reliability should also be evaluated.  
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