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SUMMARY 

Optofluidics uses optics and fluidics synergistically to synthesize novel 

functionalities. It is a burgeoning field with important applications in areas such as 

biotechnology, chemical synthesis and analytical chemistry. This doctorate thesis 

focuses on the theoretical and experimental studies of optofluidic devices, which 

can be integrated on the lab-on-a-chip and micro/nanofluidic systems. Specifically, 

two aspects of this subject have been investigated: using liquid as the optical 

medium to manipulate the transfer of light, i.e. tunable optofluidic prism; and using 

the focused energy of light to control the fluid motion, i.e. laser induced 

micro/nano-bubbles and jets generated by two bubble interactions. 

A tunable optofluidic prism is developed based on the configuration of two 

laminar flow streams in a microfluidic system. A theoretical model including the 

hydrodynamic control and optical analysis is established. The prism shape is tuned 

by the variation of the flow rates, and the deviation angle and the position of the 

output light beam is predicted accordingly. A study with simulation on the 

geometry of the microfluidic channel is used to optimize the chip design. Then, the 

fabrication processes and experimental setups for the optofluidic prism are 

illustrated. Experimental results demonstrate the tunability of the optofluidic prism 

by varying the flow rates and refractive indices of the liquids. The apex angle of the 

prism and the deviation angle of the output light beam can be tuned continuously 

with a larger variation range than the previous methods. By precise control of the 

asymmetric prism shape, parallel light beam scanning was achieved.  In addition, 

the dispersion of light with different wavelengths has been demonstrated. The 

experimental results are also illustrated the possibility to use the optofluidic prism 
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as an on-chip refractometer. The optofluidic prism has potential applications in 

building up the on-chip optical circuits and promising for the optical detection and 

biochemical analysis. 

Study of laser induced micro/nano-bubble is focused on its dynamics in a 

confined environment: from micro to nanochannels. The theoretical analysis 

investigates the radial motion of a cylindrical vapor bubble starting from the 

Navier-Stokes equation. A Rayleigh-Plesset-type equation that accounts for the 

shear stress from channel walls and surface tension is derived. Moreover, the 

dynamics of a cylindrical gas bubble due to mass diffusion is explored. The 

theoretical models are verified in a micro/nanofluidic chip, which is designed and 

fabricated by using borosilicate glass. Experimental results demonstrate that the 

viscosity and surface tension play important roles on the bubble dynamics in the 

confined channels. With the decreasing of channel height, the bubble life time is 

prolonged. This study provides new insights in the cavitation dynamics especially 

for these practical situations in optofluidic systems where the fluid dynamics is 

severely affected by confinement. 

 The laser induced micro/nano-bubble accelerates surrounded liquid 

molecules and forms jetting flow when it is near a boundary. Here, the dynamics of 

jets is studied when a static gas bubble is impacted by a laser induced bubble. The 

theoretical analysis indicates the dependence of the jet velocity on the laser energy 

and the distance between the two bubbles. In a microchannel, the jetting process is 

sufficiently long to obtain a thorough analysis, and an empirical equation is derived. 

In a nanochannel, fast jets with a thickness of hundreds of nanometers are obtained 

within 300 ns following the cavitation event. The experimental results demonstrate 

that inertia dominated dynamics is still possible for sufficiently short times in the 
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extremely confined environment. The study of fluidic instability is emphasized, 

since it plays an important role in the bubble pinch-off and shattering during the 

micro-jetting and breakup of thin film during the nano-jetting.  

The successful implementation of the new optofluidic components improves 

the performance of the same type devices and the integration of diverse 

functionalities on a lab-on-chip system. At the same time, the development of the 

fundamental concepts and new phenomena, especially on the nanoscale, gain a 

deeper insight and opens intriguing possibilities for optofluidic applications. 
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 CHAPTER 1  

INTRODUCTION  

 

1.1 Motivation 

This PhD research topic is motivated by the potential of optofluidic 

technology in exploring new solutions and opportunities to add novel and 

sophisticated functionalities for a wide range of traditional optical components and 

integrated devices with potential applications in chemistry, biology, medicine, 

display technology and energy generation.   

Optofluidics aims at manipulating fluids and light at microscale and 

exploiting their interaction to create highly versatile systems [1]. It has attracted 

wide research interests in multi-disciplinary areas for their unique advantages. First, 

the sophisticated microfluidic networks allow several chemical analysis and 

biological diagnosis to be conducted with precise control [2]. Since the microfluidic 

network has a significant advantage in fluid handling at the micron scale, samples 

for optical analysis can be delivered, manipulated and tested within one compact 

chip [3]. For example, the optofluidic flow cytometer uses flow focusing 

technology to arrange cells, and collects the scattering and fluorescent signals as 

each cell passes the laser beam [4]. The information obtained from the optical 

signals including both physical properties (e.g. shape, size) and biochemical 
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properties (e.g. protein contents, cycle distribution) of the cells. It greatly facilitates 

the rapid and quantitative analysis of biological samples. In addition, the 

microfluidic networks allow the analysis to be conducted in parallel [5]. Second, 

optofluidics contributes tremendous effort for integrating the optical components 

that are usually reconfigurable and adjustable [6, 7]. Fluid can be used as a tunable 

part in an optofluidic device due to its mobile nature. The smooth boundaries 

formed by fluids are also favored for low-loss optical components. In addition, 

liquids with large variety of refractive indices can be used to interact with light. 

Optical properties of these components can be dynamically modified through 

variations in the refractive index. Some optofluidic components have already been 

demonstrated, such as waveguide [8], microlens [9], dye laser [10] and 

interferometer [11]. Third, the adaptation mechanisms of optofluidic components 

are often used as micro-sensors with high sensitivity. For instance, the optofluidic 

interferometer uses a fluid–air interface to provide an optical path difference, which 

can be adapted for biosensing or chemical analysis [12]. Other optofluidic sensors 

can be found in the optofluidic resonator [13], optofluidic microscope [14] and 

Bragg grating refractive-index sensors [15]. Fourth, the optofluidic systems can 

efficiently convert optical energy to mechanical, thermal or chemical energy for 

facilitating the hydrodynamic control, medical treatment and biochemical analysis 

[16]. Fluids can incorporate with a variety of optically attractive elements, such as 

gold nanoparticles, silica microspheres and cells. Optical forces are used to 

manipulate and trap particles and target cells [17]. Light can even be utilized for 

flow manipulation by optically controlling micropumps [18] or generating 

cavitation bubble [19]. Optofluidic planar reactors uses TiO2 coated micro-chamber 
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for photocatalytic water treatment which overcome the limitations of mass transfer 

and photon transfer in traditional photocatalytic reactors [20]. Finally, optofluidic 

system operates in a closed miniaturized chip for small sample volumes at low 

concentrations, which subsequently lower the costs, reduce the running time, and 

offer a safer platform for biochemical studies. The increasing portability and 

sensitivity of the optofluidic devices are also expected in the environmental 

monitoring and clinic diagnostics.  

A major challenge for the development of optofluidics is the improvement 

of control approaches, which are mainly twofold.  On one hand, fluids are exploited 

to control light through constructing versatile optical devices, making them tunable, 

reconfigurable and adaptive. It is expected to develop more types of optofluidic 

devices with larger tunability. On the other hand, light not only can offer the optical 

signal for analysis, but also is an effective method to control the fluid motion. The 

improvement in controlling optics combined with the capability to manipulate small 

amounts of fluidics can be a major step towards the implementation of optofluidic 

devices in the robust and highly automated applications. 

Optofluidic devices are attractive for their abilities in precisely adjusting the 

optical path among multiple integrated components. The most common one is 

optofluidic lens [21]. The curvatures of the lenses are fine tuned to achieve optimal 

finesse and minimal propagation losses. However, the lenses have limited ability in 

beam steering. In traditional optical systems, a prism is a critical component to 

change the optical path of a collimated light beam or perform light dispersion. 

Therefore, realizing a tunable optofluidic prism that can precisely adjust the optical 

path in an integrated on-chip system is one of the requests in the development of 
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lab-on-a-chip systems. Conventional solid prisms have a fixed geometrical shape, 

so one cannot show the continuous change of the light path with the variation of the 

refraction angle. In order to overcome this difficulty, variable-angle prisms have 

been constructed. Liquid prisms have been reported in which liquid is enclosed in a 

trough or bag [22, 23]. The refraction angle could be varied by mechanically 

changing the shape of the container. These prisms are large due to the limitation of 

the fabrication techniques. Recently, prisms have been fabricated at the microscale. 

A micro-liquid prism was fabricated by putting two transparent plates on a liquid 

droplet and encapsulating the structure with parylene [24]. Unfortunately, once the 

shape of the prism is retained by the encapsulation, the refraction angle is 

unchangeable. Another small prism consisting of two plates and a sandwiched 

liquid layer was developed to be wedge angle tunable by electrowetting [25]. 

However, the prism is not in a sealed environment, thus may face the evaporation 

problem. On-chip micro-prisms are usually fabricated by PDMS with or without 

liquid filling in the hollow prism. These prisms can be designed on the microchip 

with a high degree of monolithic integration, but the rigid geometry provides a 

hindrance in the developing route of the optofluidic systems. Recently, a tunable 

symmetrical prism based on the liquid-core liquid-cladding structure has been 

formed in a sector-shape chamber [26]. This prism is constructed by three laminar 

flows and the light deviation with single wavelength is investigated. The prism has 

a tunable apex angle with limited tuning range (20°~70°), which leads to the 

deviation angle of output light beam to be smaller than 12°. As one of the critical 

component, optofluidic prism requires better solutions to improve tunability and 

stability. For example, the prism can be designed with a larger apex angle that will 
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result in a larger deviation angle. In addition, the two-laminar-flow optofluidic 

components are more favorable in simplifying the fluidic control and make their 

performance more stable.   

Current study on optofluidic devices is still in a formative stage. Most 

researches thus far have approached optofluidics from constructing tunable optical 

components by liquids, such as optofluidic waveguide and lens [8, 9]. On the 

contrary, only few works have been done on using light to actuate liquids. For 

instance, a focused light beam with photothermal particles have been demonstrated 

to drive liquid flow moving at controlled speeds and directions [27]. Laser-induced 

cavitation bubbles have been reported for generating transient flows in confined 

regions [28-30]. In addition, an optical force can provide pumping action by 

manipulating particles dispersed in liquid [31, 32].  Among those innovative 

methods for optically driving liquid, laser-induced cavitation is the most favorable 

one due to its distinctive advantages. First, the optical energy is directly transferred 

to the liquid without other medium (e.g. particles) in the cavitation driven fluidic 

system. It is more efficient for the conversion from optical to hydrodynamic energy. 

Second, the cavitation method is more flexible in the location selection. The 

photothermal method only works at the liquid/air interface, while the optical force 

method is depending on the position of the particles or micro rotator.  Third, the 

whole cavitation process is only within tens of microseconds, which causes fast 

flow motion (the flow velocity can be as high as 100 m/s). The other methods can 

only drive the flow with a velocity below 50 µm/s. Therefore, it has tremendous 

potential to optically drive flows through generating cavitation bubbles. 
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Inspirited by the blooming of nanotechnology, the extension of microfluidic 

systems into nanofluidics becomes an attractive goal. In the context of 

biotechnology, decreasing the scales considerably increases the sensitivity and 

specificity of analytical techniques in order to meet the requirement for a wide 

range of application fields from medical diagnostics to pathogen detection [33]. 

Single cell and single molecule detection and analyses also need techniques to work 

with small volumes of sample [34-36]. In addition, nanofluidics is a way of 

increasing the density of fluidic operations on a chip, thus improving the large scale 

integration for the optofluidic devices. Nanofluidics also carries the hope that new 

properties will emerge by benefiting from the specific phenomena occurring with 

the reducing scales. Hence, there are many attractive motivations to foster 

researches on optofluidic devices towards the nanoscales. From the point of view of 

fluidic operations, nanostructures allow new fluidic functionalities to be developed, 

using the explicit benefit of the surface, such as the near-surface water, ion and 

electrolyte transport at this interface [37]. However, the surface and boundary effect 

will hinder the cavitation process. To obtain fast flows in the nanochannels is a 

critical challenge for further applications. Fundamental researches on the cavitation 

bubble dynamic and bubble caused liquid jet in the micro/nanochannels are 

necessary for creating bubble based optofluidic devices. So far, most works on 

nanobubble and nanojet are still mainly focused on simulations. It is eagerly 

expected to demonstrate the nanobubble and nanojet dynamics through 

experiments.  

Many opportunities exist across the field of optofluidics. Further researches 

on the fundamental physics are necessary to offer a solid theoretical support for the 
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sustainable development of optofluidics. Optofluidic devices obtain novel functions 

from the physical properties and further exploit new phenomena from light and 

fluid interaction. Therefore, the research of the optofludic devices can be 

approached from two sides: either light is tuned by liquid or liquid is driven by 

light. As critical components, optofluidic prism, laser-induced bubble and jets are 

chosen to be studied. 
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1.2 Objectives 

The main objective of this research is to innovate and develop novel 

optofluidic devices, which can be integrated on the lab-on-a-chip and 

micro/nanofluidic systems. Specifically, two aspects of this subject are investigated. 

First, tunable optofluidic prism uses liquid as the optical medium to manipulate the 

transfer of light. Second, the laser-induced cavitation bubble and jet use the focused 

energy of light to control the fluid motion. Both research investigations include 

theoretical analyses, chip designs, fabrication process developments and 

experimental studies. 

An optofluidic prism is developed based on the configuration of two laminar 

flows in a microfluidic system. The optofluidic prism is capable of transforming 

from a symmetric to an asymmetric prism with the assistance of a third flow. The 

prism shape is tuned by the variation of the flow rates, and the deviation angle and 

the position of the output light beam is adjusted accordingly. The theoretical models 

guide the design of the optofluidic prism, including the optical design and 

hydrodynamic control. The chip design is conducted to increase the tuning range of 

light beam and keep the stability of the flow. A soft-lithography process is 

developed for fabricating the PDMS chip. The tunability of the prism is 

demonstrated experimentally with different liquids and chambers. Some 

applications are discussed, including parallel light beam scanning, light dispersion 

and on-chip refractometer.  

Laser-induced micro/nano-bubbles are studied, which are generated by 

focusing a pulsed laser into the micro/nanochannels filled with liquid. A theoretical 
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model is derived to describe the bubble dynamics in the confined environment, 

which accounts for the wall shear stress, capillary forces, wetting properties of the 

channel, and gas diffusion. A glass fabrication process is developed for realizing 

nanofluidics on the chip. The bubble dynamics are experimentally investigated with 

different channel heights, boundary conditions and surface hydrophobicities. The 

discussions are focused on effect of the surface forces on the bubble dynamics, such 

as the maximum radius and collapse time. 

Micro/nano-jets during bubble-bubble interaction are studied as well. Liquid 

surrounded the cavitation bubble is accelerated and forms a focusing flow when it is 

near another static gas bubble.  The theoretical model is studied, which analyzes the 

dependence of the jet velocity on the laser energy and the distance between the two 

bubbles. The model is verified in a micro/nanofluidic chip, which is designed and 

fabricated by using glass. The micro/nano-jets dynamics are experimentally studied 

and compared with the theoretical analyses.  An empirical equation can be derived 

to express the relationship between the laser energy, distance and jet velocity. It 

aims to investigate whether inertia dominated dynamics is still possible for 

sufficiently short times in the extremely confined environment. Jet breakup process 

is also discussed based on the fluidic instability.  
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1.3 Major contributions  

The major contributions of this PhD thesis lie in various aspects of the 

theoretical analyses, designs, fabrications, and experiments of the optofluidic 

devices integrated with micro/nanochannels. The details are listed below: 

1) An optofluidics prism is designed, fabricated and experimented. Particularly, 

the apex angle of the prism, the output position and deviation angle of the 

light beam are studied. The parallel light beam scanning and light dispersion 

are demonstrated by using the optofluidic prism. (See Chapter 3) 

2) An on-chip refractormeter is proposed and experimented. It utilizes the 

optofluidic prism to measure the refractive index of small quantity of liquid 

by detecting the output beam position. (See Chapter 3) 

3) Fabrication process for the optofluidic system is developed using 

polydimethylsiloxane (PDMS) as the chip material. SU8 is used as the mold 

and patterned on a silicon wafer by lithography. PDMS chip can fast 

replicate the patterns from molding.  (See Chapter 3) 

4) A theoretical model is derived to describe the dynamics of a confined 

cavitation bubble. It is applicable for both microchannel and nanochannel, 

overcoming the shortages of other models which diverge from the 

experimental data when the channel dimension decreases. (See Chapter 4) 
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5) Fabrication process for the opto-nanofluidic system is developed using 

borosilicate glass as the chip material. The fabrication techniques including 

lithography, chemical etching and thermal bonding. (See Chapter 4) 

6) Nanobubbles are experimentally studied by directly optical observation. The 

nanofluidic dynamics is approached by using an extended nanochannel, 

which has only one dimension in the nanometer scale. (See Chapter 4) 

7) Nanojets in the form of ultrathin liquid sheets are obtained by creatinig 

laser-induced nanobubbles. It is demonstrated that inertia dominated 

dynamics is still possible for sufficiently short times (< 300 ns). (See 

Chapter 5) 

8) New phenomena related with the fluidic instability in a confined geometry 

are studied. Particularly, the pinch-off of microbubbles during fast 

microjetting, thin film break patterns and “soap bubbles” during the nanojets 

are discussed. (See Chapter 5) 
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1.4 Organization 

The thesis is organized into six chapters. The introduction of the thesis 

covers the motivation, objective, and major contributions as presented in this 

chapter. The motivation section explains why the PhD research is carried out. The 

objective states the main focus of this thesis, and the contribution section lists the 

innovations and important findings in both the theoretical and technological aspects. 

In Chapter 2, literatures of optofluidic technology, cavitation bubble and jet 

study are reviewed. This chapter reviews the background and state-of-art for 

optofluidic technology. The significance of tunable optofluidic devices are 

discussed as well as their applications in biochemical analysis. Optofluidic prism 

and optically driven fluid are reviewed as emphasis in the optofluidics. Then, the 

dynamics of cavitation bubble and bubble generated jet are introduced, which is the 

basic technology employed in the thesis to realize optical control over fluids. All 

such important background work provides the guidance and impetus for the 

research, and also lays the technological foundations on which the work of this 

thesis is built.  

In Chapter 3, the design, fabrication and experiments of optofluidic prism 

are presented. A hydrodynamic model has been developed to predict the tuning of 

the prisms by the variation of the flow rates. The optical analysis including the 

deviation angle and the position of the output light beam are presented accordingly. 

The chip design is aimed to provide optimum working range and avoid recirculating 

flows.  The tunability and the optical characteristics of the optofluidic prism are 
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experimentally studied and discussed. Some application cases are discussed, 

including the parallel light scanning, light dispersion and on-chip refractometer. 

In Chapter 4, the theoretical modeling, fabrication and experiments for laser-

induced micro/nano-bubbles are presented. A theoretical model of a cylindrical 

cavitation bubble in reduced scale (from several micrometers to nanometers) is 

proposed. The bubble dynamics is examined with different channel heights, 

boundary conditions and surface hydrophobicities. Experimental results are 

discussed and compared with the theoretical models. 

In Chapter 5, the theoretical analysis, fabrication and experiments for 

mciro/nanojets generated during two-bubble interaction are presented. In the jetting 

process, the emphasis is the dependence of the jet velocity on the laser energy and 

the distance between the two bubbles, and an empirical equation is derived. 

Instability induced shattered bubbles and thin film breakup pattern are discussed 

and statistically analysed. The experimental results of the micro/nanojets with novel 

instability phenomena are discussed.  

Chapter 6 concludes the major contributions of this thesis, and follows by 

the recommendations for future work. 



Chapter 2 Literature Survey 

 

 14

 

 CHAPTER 2 

LITERATURE SURVEY 

 

This chapter is divided into three parts. The first part presents an overview 

on the optofluidic technology that consists of the optofluidic analysis, tunable 

optofluidic components, optofluidic prism and optically driven fluid. The second 

part presents the bubble studies including the methods for bubble formation, bubble 

nucleation and bubble dynamics. The state-of-art for nanobubble research is 

discussed as an emphasis. The third part is focused on the study of jets, especially 

the jets generated from bubbles. The works on breakup mechanism of liquid jets 

and thin sheets are discussed as well. All these works lay the foundation for 

contributions of this thesis on the study and development of optofluidic devices 

integrated with micro/nanochannels. 
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2.1 Optofluidics 

Optofluidics refers to a class of technology that aims to manipulate light and 

fluids at the micro/nanoscale, exploiting their interaction to create highly versatile 

devices and integrated systems. The lab-on-a-chip technology has known for a 

broad success, which exploits the microfluidic systems for biomedical and chemical 

analysis. Integration of optical components into the microfluidic systems helps to 

increase portability and sensitivity, and avoid the limitation from free space optical 

elements. In some situations, the implemented components are even constructed by 

the liquids that offer remarkable flexibility and unique properties to these systems 

and cannot be found in solid equivalents. 

Optofluidics has emerged from the development of microelectromechanical 

systems (MEMS), which are conventionally fabricated in silicon based 

micromachining processes. In the early stage researches on optofluidic systems, the 

devices are all based on the MEMS fabrication techniques [38]. Recently, cheaper 

polymeric materials such as polydimethylsiloxane (PDMS) and 

polymethylmethacrylate (PMMA) have been employed in the microfluidic systems. 

PDMS is the most commonly used polymeric materials due to its attractive 

properties such as optical transparency, biocompatibility, elasticity and air 

permeability [39, 40]. PDMS chip are fabricated by soft lithography techniques that 

allow replicating the identical devices in a fast and cheap way. Glass is another 

popular microchip material due to its chemical inertness, thermal stability and 

physical robustness. The technology of glass nanochannel fabrication has been well 

established with high resolution and reproducibility. Currently, glass became the 
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ideal and most used substrate in the fabrication of nanofluidic chips [41, 42]. Paper-

based microfluidic device is a new rising techniques using pattern papers which 

have the capacity to split a single, low-volume (<40 µl) sample into multiple 

separate portions that can be assayed in parallel [43, 44]. They do not need any 

external instrumentation and power during operation. Moreover, they are portable 

and disposable. So far, the paper-based microfluidic devices have been reported for 

clinical chemistry, enzymatic, immunoassay test, but no optical detection is 

involved. With the development of fabrication technology, sophisticated optofluidic 

platforms have been achieved with a complex microfluidic network. Optofluidic 

components can even be directly fabricated from the same materials using the same 

processes, which significantly improved the compatibility, integration and 

efficiency of the system. 

 

2.1.1 Optofluidic analysis 

Optical detection methods are among the most widely used for chemical and 

biomedical analysis, which have extremely low detection limits and the capability 

to obtain tremendous information from the samples. The optical detection for 

biochemical analysis in microfluidic systems is usually based on measuring some 

parameters in a particular optical phenomenon, such as scattering, absorption, 

fluorescence and refractive index. 

Scattering pattern is a function of scattering angle at certain wavelength on a 

particular sample medium. Therefore, detailed information can be obtained from the 

angular scattering spectrum, such as the particle size, surface roughness and internal 
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structures. Scattering is probably the simplest method for cell/particle counting in a 

microchannel [45-47]. With the development of techniques and integration of 

optical components, higher resolution and frequency are expected with more 

information on cells.  

Optical absorption as a non-labeling method is widely used in the 

conventional detections. Precise measurements of the absorbance at different 

wavelengths allow the identification of a substance via absorption spectroscopy. 

Extending the physical path-length is a direct way to enhance absorption. For 

instance, a planar U-shaped or multi-reflection cell can increase the absorbance 

more than 10 times [48]. Instead of sensing through bulk flow, some special 

waveguides achieves higher sensitivity by using evanescent wave in absorption 

detection [49]. 

Fluorescence technique is commonly used for biomolecular analysis for its 

high sensitivity and capability for single molecule detection. It is feasible for 

detecting autofluorescent species, e.g. molecules or cells, and those attached to a 

fluorophore or quantum dot, such as bacteria, virus and DNA [50-53]. For example, 

encoded particles are created with a spatial fluorescent pattern including one million 

possible codes [54]. After incubation with the target, the code is read by analyzing 

the fluorescent intensity, and the target is identified.  

Refractive index based techniques is another attractive field in the chemical 

and biomedical sensing. Refractive index is a dimensionless number that describe 

how fast the light propagates through the medium. The refractive index is not only 

depending on the species, but also changed with the concentration of solute in the 
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solvent. The concentration of protein in a cell can be determined by the refractive 

index of the cell [55, 56]. The refractive index is an indicator for monitoring the cell 

status. The difference of refractive index between cancer cell and normal cell can be 

taken advantages in the diagnoses of cancer [57]. 

Optical resonators are also widely developed for measuring refractive 

indices of molecules or living cells. It can be classified into standing wave 

resonator, i.e. Fabry-Pérot (FP) resonator [58-60], and travelling wave resonator, 

i.e. ring resonator [61-63]. The resonant conditions for the light waves are affected 

by the refractive index of the medium, which can be measured from the spectra shift 

[64]. In addition to resonators, interferometers such as Mach-Zehnder 

interferometer [65-69] and Young interferometer [70, 71] are high sensitive 

waveguide devices for refractive index measurement. 

 

2.1.2 Tunable optofluidic components 

The majority functions in the optofluidic analysis system are realized by 

external optical systems. Recently, incorporating optical components on the 

microfluidic chips has been demonstrated as an efficient means to improving the 

robustness, flexibility and operator-independence of the system. In addition, it has 

potential for mass manufacture of fully integrated approaches.  

The fluid-configured optical components benefit from three key features of 

microfluidics. First, the flexible interfaces with sharp index contrast ensure the 

devices have the same function as their solid counterparts with highly adaptivity. 
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Second, the index contrast can be adjusted by changing the fluid composition. The 

range of refractive index modulation provided by microfluidics (∆n ≈ 0.5-1) is 

much higher than those offered by electro-optic (∆n ≈ 10-3) or thermal effects (∆n ≈ 

10-2) [1]. Third, fluid mobility makes the interface shape and location to be readily 

controlled at the micro scale, and the devices are reconfigurable.  

The simplest application of laminar flow is the liquid-liquid waveguide, in 

which the light is guided and confined in a liquid core with a higher refractive index 

than that of the surrounding liquid cladding [8]. The refractive-index gradients can 

be generated by changing the concentration of solutions [72], dispersing particles in 

the core stream [73], or using thermal gradients [74]. Hydrodynamic control of the 

liquid steams has been used to define the optical path. By decreasing the flow rate 

ratio of core to cladding, the width of the core decreased, consequently the 

waveguide was changed from multimode to single mode. An optical switch was 

demonstrated by pushing the core stream into different outlets [8]. The liquid 

waveguide can also be used as an optical splitter and a wavelength filter by control 

the diffusion [75]. Recently, a controllable transformation optics device is realized 

based on an optofluidic waveguide, which achieved chirped focusing of light and 

strong interference effect with analogous discrete diffraction [76]. 

Integrated microlenses are the most studied optical components. In-plane 

PDMS lenses are used to collimate light beams and increase the incident light 

intensity for optical detection in neighbouring microfluidic channels and chambers 

[77-79]. These lenses can be easily integrated on a microfluidic chip, but the 

geometries of them are permanently fixed. Liquid lenses with tunable focal length 

offer significant advantages in terms of functionality and versatility. Most out-of-
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plane lenses, i.e. manipulating light paths perpendicular to the plane of substrate, 

are designed as a liquid filling chamber covered by a thin membrane. The radius of 

curvature is controlled by the membrane deflection when a pressure is applied to the 

liquid [9, 80]. Although the out-of-plane microlenses could replace conventional 

lens in applications such as cell phones or digital cameras, the fabrication is 

complex and precise alignment is required. In-plane microlenses are more suitable 

for lab-on-a-chip applications, because they can be integrated with the microfluidic 

network on the same substrate. In plane lenses utilize the curvature formed by the 

interface between two immiscible fluids, i.e. liquid/liquid or liquid/gas. 

Dynamically reconfigurable liquid-core liquid-cladding lens are reported by using 

the curved interfaces in rectangular chamber [81, 82] or circular chamber [83]. 

Liquid lens can also achieve the curved interface between two flow streams in a 

curved channel [84, 85]. Another type of liquid microlens is demonstrated using the 

liquid waveguide structure but operated in extremely low flow rate to achieve the 

desired refractive index gradient [86, 87]. With the transversely variable refractive 

index, a liquid gradient refractive index lens is formed. Light travelling along the 

optical axis of the gradient index lens is deviated gradually toward the optical axis 

to become a focused or collimated beam. 

Optofluidic gratings attract increasing interest for its applications in filters 

and interferometers. They can be the periodic structures of liquid-solid, liquid-liquid 

or liquid-gas. A transmission grating has been constructed by an array of evenly 

spaced straight microchannels [88]. Each grating line is formed by a flowing stream 

in a microchannel. The tunability of the grating diffraction pattern can be achieved 

by dynamically modulating the refractive index of all the microflows at the same 
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time.  A diffraction grating has been constructed by uniform gas bubbles, which 

forms ordered 2D lattices by self-assembly [89]. In other reported works, 1D 

grating has been demonstrated by aligning a stream of uniform droplets into a 

microfluidic channel [90-92]. The bubble/droplet arrays are formed at a constant 

period, which can be tuned by changing the ratio of the flow rates of the two fluids. 

Besides those basic optical components for tuning the optical path, light 

sources are required to be integrated into a microfluidic system. Firstly, micro-

cavity liquid dye lasers have been fabricated, whose cavity size is comparable to the 

wavelength of spontaneous emission [93-95]. After that, various configurations 

have been explored in the optofluidic light sources. The mirroring-based laser 

demonstrates a switchable output with a highly multimode integrated waveguide, 

whose wavelength is tunable by changing the dye/solvent properties [96]. The 

distributed-feedback dye lasers are based on higher order Bragg grating embedded 

in the liquid, which displays narrowband laser by exploiting antiguiding effects and 

achieved single-mode operation [97, 98]. Another class of microfluidic light sources 

relies on liquid-liquid waveguides, which is constructed by two immiscible liquid 

streams with different indices [10, 99]. The liquid core is filled with laser dye and 

used for light emission and guiding. The laser beam size and intensity are varied by 

adjusting the flow rate, while the emission wavelength is tuned by changing the 

composition of the liquid core. Moreover, a broadband light source can be achieved 

by constructing waveguide arrays and cascades [100]. A 3D liquid waveguide dye 

laser is reported to take the advantage of centrifugal Dean flow to increase the light 

confinement [101]. The efficiency of 3D optofluidic laser is at least 3-fold higher 

than its traditional 2D equivalent. Dye laser can also be realized using droplet 
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microfluidics [102, 103]. Lasing occurs when the emitted light has a wavelength in 

which coincides with the whispering gallery mode of the droplet cavity. The fast-

switching dye lasers are based on a stream of droplets with different laser dyes, 

which are capable of switching the lasing wavelength between 580 nm to 680 nm at 

frequencies up to 3.6 kHz [104].  Optofluidic ring resonator lasers based on micro-

bubbles have been demonstrated [105]. The micro-bubbles are filled in liquid gain 

medium, which have 3-dimensional optical confinement, extremely high Q-factors, 

and versatility in handling liquids of different refractive index.     

With the development of a wide range of integrated optical elements, several 

optofluidic devices have been developed, e.g. interferometers, optical switches and 

attenuator. These optofluidic devices are essential to integrate optical detection and 

analytical techniques into the microfluidic system for biological and biomedical 

research such as on-chip spectrometer, refractometer and biomaterial concentration 

sensor. For instance, optofluidic microscope has been demonstrated, which 

successfully replace a bulky laboratory microscopic system with a compact and 

portable imaging chip [14]. The image of the sample is obtained by compiling the 

time-dependent changes of the optical transmission, when the sample flows across 

the microchannel. 
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2.1.3 Optofluidic prism 

Prism is another critical component for optic path adjustment, such as 

steering light beam and controlling dispersion. It is widely used in the optical 

analysis system. 

Liquid prism has been developed since 1938. When a rectangular trough 

containing liquid is rotated around one of its lower edges, the liquid forms a prism 

whose angle varies with the rotation [22]. The liquid prism is used to construct an 

auto-collimating microscope, which greatly increases the accuracy for the 

measurement of refractive indices. Another type of liquid prism is made of liquid or 

gas enclosed in a sector-shape bag with two transparent and stiffened side walls 

(120×80 mm) [23]. The apex angle of the prism is changed by adjusting the 

distance between the bases of the two walls. The refractive index of the prism can 

also be varied by changing the medium in the bag.   

Recently, the prism size is decreasing with the miniaturization of optical 

systems. A micro-liquid prism has been fabricated by putting two transparent plates 

on a liquid droplet and encapsulating the structure with parylene [24]. Surface 

tension is used to automatically position the two plates (400 ~1200 µm in diameter). 

Once the shape of the prism is retained by the encapsulation, the refraction angle is 

unchangeable. The prism with an apex angle of 118.5º has been verified in surface 

plasmon resonance (SPR) measurement. Another small prism consisting of two 

plates (2~4 mm in diameter) and a sandwiched liquid layer (1.5-mm high) is 

developed to be wedge angle tunable by electrowetting [25]. The wedge angle is 

increased with the applied voltage, and shows a maximum value of 13º with 100 V. 
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The prism is capable to shift the light path by 8º and the field of view by 3º. 

However, the prism cannot be kept for a long time, because it volume changes due 

to evaporation. Those micro-prisms are all out-of-plane optical components.  

On-chip micro-prisms are usually fabricated by PDMS without or with 

liquid filling in the hollow prism [106-108]. Early work demonstrates that the light 

beam was shifted before and after oil filling in prism chamber [106]. Later, the 

optofluidic prisms are used for on-chip detection. A hollow Abbe prism has been 

used for absorption detection and refractive index measurement of chemical species 

that filling in it [107]. The shift of wavelength collected by the output optical fiber 

can be used to calculate the variation of the refractive index. The total volume of the 

prism is 1.579 µL. The minimum fluorescein concentration detectable is 112.5 µM. 

By modifying the volumes and geometries, optimization of the prism performance 

has been obtained. The limit of detection is achieved as 1.83 µM for fluorescein by 

using a prism with a total deviation angle of 90º [108]. These prisms can be 

designed on the microchip with a high degree of monolithic integration, but the 

rigid geometry provides a hindrance in the developing route of the optofluidic 

systems.  

Recently, a tunable symmetrical prism based on the liquid-core liquid-

cladding structure has been formed in a sector-shape chamber [26]. This prism is 

constructed by three laminar flows and its apex angle is tuned by the flow rates. The 

chamber acts as a source-sink pair bounded within a divergent boundary with a 90º 

opening angle. As a result, the prism demonstrated a tunable apex angle always 

smaller than 90º. When the chamber is fully occupied by the core liquid (the apex 
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angle is 90º), the deviation angle achieves a maximum value of 11.4°. If the tuning 

range of the apex angle can be expanded, large deviation angle can be achieved. 

 

2.1.4 Optically driven fluid 

The previous sections demonstrate that laser plays important roles in optical 

detection and analysis, especially the applications requiring highly spatial or 

temporal coherence of light, such as the interferometers [11, 71].  The laser is 

indispensable in surface plasmonic resonance related techniques, because the 

couplings are highly wavelength-dependent and incident-angle-dependent. The 

fluorescence and scattering detections are preferred to employ laser due to 

diffraction-limited focusing. 

Besides illumination and excitation, lasers are utilized for particle 

manipulation. Recently, optical forces attract increasing attentions as a non-contact 

approach for particle trapping and separation. The optical forces are mainly 

separated into the propagation force and gradient force. When photons are absorbed 

or scattered by the particles, they impart momentum to the particles and the 

propagation force drive the particles in the direction of light propagation. On the 

contrary, particles are attracted along the gradient to the region of strongest electric 

field. Hence, the gradient force drives particles to the region of maximum optical 

intensity [109, 110]. 

Weakly focused beams combination with opposing fluid flows in 

microfluidic systems led to demonstration of optical separation and sorting [111-



Chapter 2 Literature Survey 

 

 26

113]. Tightly-focused single beam is designed for submicron particles [114, 115] 

and exploited for investigating the weak signals of individual particles or cells, such 

as scattering spectra [116] and Raman spectra [117], because of the improved noise 

reduction. Dual-beam demonstrates great advances in cell manipulation [118-120]. 

The divergent fields can not only generate a large area trap for relative large targets 

(e.g. cells), but also offers greater positional control and reduced risk of damage by 

high energy laser. Beam arrays offer larger flexibility in tuning the potential barriers 

and the interconnection of optical traps for particle sorting [121-124]. Beside 

focused beams, evanescent field was exploited to guide and trap particles and cells 

[125-127]. The evanescent approach provides convenient manipulation, improved 

stability and greater spatial localization through the near-field. However, working 

zone is restricted within a few hundred nanometers to the surface. 

Besides directly manipulating particles through optical force, the laser can 

manipulate fluids themselves through controlling pumps and mixers. Colloidal 

particles are reported to be assembled into a microfluidic channel and manipulated 

using optical forces to provide pump action [31, 32]. Rotation of a microgear [128] 

or rotors [18, 129], using optical forces have also been demonstrated. Optically 

actuated pumps have the advantages of simple reconfigurability, integration, small 

size, few constraints compared to other micropumps. 

Photothermal effect is an attractive phenomenon, which can convert optical 

energy to hydrodynamic energy for optofluidic applications [130, 131]. Using 

focused laser beams with photothermal nanoparticles (e.g. gold nanoparticle), liquid 

flows can be driven and guided in microfluidic channels to transport biomolecules 

and cells at controlled velocities and directions. When the photothermal particle 
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suspended liquid is illuminated by the laser spot near the liquid-air interface, heat is 

generated and transferred from the particles to the surrounded liquid, which 

significantly accelerates the liquid evaporation at the interface and produces vapor. 

The vapor in the cold air condenses immediately after the evaporation and droplets 

form close to the contact line. The droplets eventually merge into the bulk liquid, 

and thus the contact line is expended. It is found that the optofluidic flow speed in a 

channel with the width of 10 µm can be as high as 500 µm/s using a 20-mW, 785-

nm laser [27].  

It has been reported that light scattering by inhomogeneities in the refractive 

index of a fluid can drive a large-scale flow [132]. A liquid jet can be formed, when 

a laser beam traversing the liquid produces an interface deformation. Light 

scattering can produce an upwards body force on the liquid, which drives an 

upwards flow within the laser illuminated region. Thereafter, this flow is refilled by 

a downward flow and forms a toroidal recirculation. As a result, the interface is 

deformed by the recirculation associated with the viscous stresses.  

Laser-induced cavitation is another way to realize optical-hydrodynamic 

energy conversation. Because of the rapid expansion/collapse and flow focusing 

ability of the cavitation bubbles, the liquid can be accelerated to very high speeds. 

Laser pulses generated cavitation bubbles in a microfluidic channel are utilized to 

disrupt the laminar flow of two fluids and produce a localized mix zone, which 

enhances the rapid mixing of chemicals in the lab-on-a-chip devices [133]. A 

micropump driven by a laser-induced cavitation bubble was reported for repeatable 

and precise control of picolitre volumes [19].  The transient radial flow generated 

by the laser-induced bubble was utilized to manipulate the microsize particles [134] 
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and nanowires [135]. The cavitation are also facilitating many cell operations, such 

as cell surgery, lysis [136-139]. The detailed discussion on the laser-induced 

cavitation is presented in the following section. 
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2.2 Bubbles 

The early stage of bubble research is motivated by the problems they caused 

in the marine and hydraulic system. Researchers tried to reduce the damages caused 

by the violent collapse of cavitation bubble and investigated its dynamics with 

surrounding flows. Nowadays, bubbles occupy an important place in contemporary 

science and technology, due to their frequently appearance in the fluid systems and 

their applications in multi-disciplinary area, such as biology, chemistry, physics, 

engineering and medical field. The fascinating properties of the bubbles, such as 

nucleation, oscillation and sonoluminescence, are also attractive to researchers. 

The best known application of the cavitation bubble is ultrasonic cleaning 

[140-142]. Micro-streaming will form during the bubble collapse and flush away 

the dirt particles attached on the surface. Another frequently mentioned technique is 

sonochemistry [143, 144]. A high temperature zone is created at the center of a 

collapsing bubble, which acts as a catalyst that enhances the reaction rate to several 

orders of magnitude [145, 146]. Cavitation bubbles can be used as pumps to control 

microfluidics in miniaturized devices, i.e. lab-on-a-chip, fuel cell, etc. [147, 148]. 

New progress of bubble in medicine is related to cell operation. Bubbles are capable 

of passing through the capillaries and releasing drug and gene incorporated onto 

their surface [149]. Cavitation bubbles have been used in Lab-on-a-chip systems for 

cell stretch, lysis and membrane poration [150-152].  The deformability of red 

blood cells during a transient cavitation bubble event in microchamber has been 

recorded and analyzed, that can be used as an indicator for blood disease [153]. 
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2.2.1 Methods for bubble formation 

There are two main ways in which the bubble can be generated, depending 

on the system discussed. In an n-ary system, one or more components may be 

supersaturated and form bubbles, i.e. carbonated drinks, whereas in a unary system, 

bubbles are generated by cavitation or boiling [154]. Cavitation is the formation of 

voids in a liquid where the local pressure falls below the vapor tension of the liquid. 

Though the basic mechanics of cavitation and boiling are similar, there is essential 

difference between the thermodynamic paths that precede the formation of vapor 

[155]. Cavitation is the process of rupturing a liquid by decreasing pressure at 

constant temperature. Boiling is the process of rupturing a liquid by increasing the 

temperature at constant pressure.  

In the earlier studies, cavitation bubbles occur after a transient stretching of 

the liquid, for instance, the mechanical motion of pumps and propellers, or the 

action of an ultrasonic field, or an increase of local flow velocity. According to 

Bernoulli’s law, the local pressure decreases with increasing flow velocity. 

Cavitation occurs when the pressure drops below the vapor pressure of the liquid. 

At an ambient pressure of 1 bar and room temperature, a water velocity of 14 m/s is 

sufficient for bubble formation [156]. 

Cavitation bubble can also generated by local deposition of energy, such as 

a focused laser pulse or an electrical discharged spark. The laser-induced bubble is 

realized by optical breakdown, which is a nonlinear absorption process to form 

plasma at locations where the threshold irradiance for breakdown is surpassed [157-

161]. Whereas the spark-generated bubble is created by converting electrical energy 
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into a small volume of plasma, which has a temperature of 2×104 K, and a pressure 

of 104 atmospheres. The spark generator for creating bubbles is settled under water. 

When the gap between the electrodes is pulled down by the trigger pulse, current 

flows between the two electrodes, the plasma followed by the spark is generated 

[162-166].  

Once plasma with a high pressure inside has been created, the surrounding 

liquid is compressed and starts to flow radically outward, and the inertia of the 

external liquid will confine it. The compression wave propagates through the liquid 

and incorporates more and more liquid mass into the radial flow. The acceleration 

continues after the shockwave has passed, because the pressure within the 

expanding cavitation bubble is still high. The radial flow at the bubble wall thus 

reaches a larger velocity than the initial particle velocity behind the shock front. 

After emission of the shock wave, the pressure in the bubble quickly falls. With 

increasing bubble radius, the kinetic energy eventually distributes among a larger 

liquid mass. Therefore, the bubble wall velocity starts to decrease again after about 

10 ns, although the bubble pressure is still higher than the hydrostatic pressure and 

continues to drive the bubble expansion [167]. When the internal pressure is lower 

than the external pressure, the bubble collapses. 

 

2.2.2 Bubble nucleation 

The inception of cavitation bubble is started from nucleation. In a pure 

liquid, the thermal motions within the liquid form temporary and microscopic voids, 

which constitute the nuclei for rupture and growth to large bubbles. This is termed 
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as homogeneous nucleation. However, in practical situation, it is more common to 

find that rupture occurs near a surface, such as the solid wall of the container, or 

particles in the liquid. It is generally accepted that hydrophobic surfaces stabilize 

small bubbles. This kind of on-site rupture is heterogeneous nucleation [155]. 

Surface tension is the macroscopic expression of the intermolecular forces 

that hold molecules together and prevent the formation of large holes. The 

relationship between the liquid pressure, p, external to a bubble of radius R and the 

internal pressure pB can be expressed as 

2
Bp p

R


    ,                                                          (2.3) 

where σ is the surface tension. When the temperature T is uniform and the bubble 

only contains vapor, the internal pressure reaches the saturated vapor pressure pv 

(T). When the external liquid pressure is lower than 
2

vp
R


 , the bubble will grow 

and rupture will occur. 

Tensile strength is the maximum stress that a material can withstand while 

being stretched before breaking or rupture. The tensile strength of the liquid, ∆pc, 

can be given by  

2
c

c

p
R


   ,                                                         (2.4) 

where Rc is the maximum size of vacancy which may be created by random 

molecular motions. Supposing Rc is comparable with the intermolecular distance of 
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10-10 m, and σ is 0.05 kg/s2 (a typical surface tension), the calculated tensile strength 

is 109 kg/m s2 or 104 atm. 

The deposition of energy is critical for generating the nucleation. It consists 

of two parts: the energy stored in the surface of the bubble, and the work done by 

the liquid to achieve the displacement due to the difference between the pressure 

inside and outside of the bubble. Thus the total energy can be estimated as 

2 34
4

3t c c cE R R p     .                                       (2.5) 

Substitution of Eq. (2.4) into Eq. (2.5) yields 

 

3

2

16

3
t

c

E
p





.                                                   (2.6) 

The total deposited energy can be related to the typical kinetic energy of the 

molecules (kT, k is Boltzmann’s constant) by Gibbs number 

Gb tE

kT
 .                                                      (2.7) 

The Gibbs number is proposed as a certain probability of a nucleation event. The 

nucleation rate J takes the general form as 

 0
GbJ J e  ,                                                     (2.8) 

where Jo is a factor of proportionality and has a number of expressions. 
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2.2.3 Bubble dynamics 

Having considered the initial formation of bubbles, the next topic is the 

subsequent dynamics of bubble growth and collapse. Lord Rayleigh is the first to 

mathematically describe the bubble dynamics and lays the foundation of today’s 

research on cavitation bubbles [168]. He solved the problem of the collapse of an 

empty cavity in a large mass of liquid by only considering the inertia. Since the 

bubble is assumed to be spherical during the whole process, the dynamics is 

described by the radius as a function of time 

                                         23
0

2
RR R   ,                                             (2.9) 

where R, R and R  are the bubble radius and its time derivatives. The time required 

for complete collapse of the cavity can be estimated as 
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where Ri is the initial bubble radius. Plesset developed a more generalized equation 

which is called Rayleigh-Plesset equation and expressed as [169] 

                           23 1 2 4
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where pB is the pressure inside the bubble, p∞  is the pressure infinitely far from the 

bubble, µ is the dynamic viscosity of the liquid.  This equation is derived for 

Newtonian fluids from the Navier-Stokes equation. It describes the whole evolution 

of the bubble from onset to expansion and collapse.  
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Following researchers studied the bubble dynamics in more complex 

situations. The bubble was discussed from vaporous to gaseous [170], from static to 

travelling [169], from spherical to arbitrary shape [171-173]. Some practical effects 

were considered, such as surface tension, liquid viscosity, thermal effect, liquid 

compressibility, gas compressibility, mass diffusion [174-177].  

When a bubble is in a periodic pressure field, the bubble radius oscillates in 

response to the driving pressure with specific nonlinear phenomena [178, 179]. 

Once the pressure of an acoustic wave (as a function of time) is considered, the 

Rayleigh-Plesset equation can also describe the further oscillations after the first 

collapse.  

Another distinctive phenomenon in cavitation physics is sonoluminescence, 

which was discovered in 1934 [180]. Light emission is observed during a large 

number of bubble oscillations. After that, single-bubble sonoluminescence was 

investigated [181, 182]. At the adiabatic collapse, the gas inside the bubble is heated 

up to 1.5×104 K [183]. High temperature causes gas ionization. Subsequently, light 

emission occurs at recombination. Although the emission only last a short time (i.e. 

100-300 ps) in each oscillation cycle, energy can be focused by 12 orders of 

magnitude [184]. 

Understanding bubble-bubble and bubble-wall interaction are crucial to 

many applications, which require focus energy and flow in a small zone. When 

bubble is near a surface, the asymmetric collapse causes jetting flow and vortices 

and a sequence of shock waves [185-188].  
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The group behavior of bubble is also an attractive topic, since bubbles 

usually appear in large number, e.g. on ship propellers and in cleaning tank. The 

bubbles arrange in the form of cluster, streamer, clouds and swarms [189].  The 

bubble distributions, bubble tracks and velocity distributions have been studied 

[190-192]. 

 

2.2.4 Research on nanobubbles 

The above theories are developed from macroscopic considerations and the 

standard continuum fluid mechanics is applied. A perhaps crucial limitation for the 

continuum mechanical approaches is the assumption of local thermodynamic 

equilibrium, which assumes the macroscopic fluid variables do not change 

drastically over the molecular length and time scales. However, it is found that the 

classical hydrodynamic modeling is different to represent the bubble in the final 

stages of collapse, when it is on the nanometer scale.  

As an alternative approach, the molecular dynamics (MD) simulations are 

carried out to describe the process of bubble collapse [193]. When the simulations 

are performed for nanobubbles with radii of 1 nm and 1.5 nm, the collapse time is 

less than 10 ps and is a function of temperature [194, 195].  A focused jet is 

observed during shock-induced collapse of nanobubbles with a diameter of 6-8 nm, 

which is investigated with MD simulations based on a reactive force field [196]. 

The MD simulations can also be utilized for investigating the formation, stability 

and breakup of nanojets. Recent development in molecular simulations and 
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statistical mechanics of inhomogeneous fluids has also attracted new focuses on the 

study of bubble nucleation [197-199]. 

Although the nanobubble dynamics are studied in details through 

simulations, there are just limited ways to experimentally explore the properties of 

nanobubbles. In 1994, the existence of nanobubbles on the hydrophobic surfaces 

was firstly reported [200]. A significant development of the researches on 

nanobubbles comes after the images of surface nanobubbles being obtained by 

using the Atomic Force Microscope (AFM). Nowadays, surface nanobubbles are 

widely reported on different material surfaces with various detection mechanisms. 

Although AFM is the most used techniques, others such as rapid cryofixation/freeze 

fracture [201], optical scattering [202] and total internal reflection fluorescence 

(TIRF) [203] are used as well. Typical surface nanobubbles are spherical caps with 

heights of the order of 10 nm and diameters of the order of 100 nm, which are 

located at the liquid-solid interface. 

The most common way to produce the surface nanobubbles is the solvent 

exchange method. A solvent miscible with water and with a greater solubility of 

gases is chosen, e.g. ethanol. The substrate is immersed in ethanol and then the 

ethanol is displaced by water. Ethanol preferentially wets the hydrophobic surface 

and is not easy to be replaced. The gas will be released when the ethanol is mixed 

with water, since the solubility of gas in the aqueous phase is exceeded. Besides, the 

nanobubbles can also be generated by substrate heating [204, 205].    

Surface nanobubbles behave differently as compared with regular 

macroscopic bubbles. Their contact angle is always smaller than expected from 
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Young’s law, and depends on size [206, 207]. Surface nanobubbles are stable 

against violent decompression and have remarkable long lifetime. According to 

classical diffusion theory, a gaseous bubble with the radius of 100 nm should 

disappear in 1 µs in degassed water. However, surface nanobubbles have been 

found to exist for longer than 5 days [208]. Therefore, understanding the super 

stability becomes the research hot-spot on the surface nanobubbles. A possible 

explanation is that the diffusive outflux is stably balanced by an influx of gas at the 

contact line [209]. The most recent research points out that because gas has to 

diffuse toward the atmosphere and due to the pined contact lines, the nanobubble 

dissolve on a much longer time scale than free bubbles in an infinite liquid [210]. 

Femtosecond laser are capable to generate nanosize cavitation bubbles in 

water. When the laser pulse duration decreases, the energy required for optical 

breakdown is decreased accordingly. As a result, the shock wave emission and 

cavitation bubble expansion are both greatly reduced [211]. Bubbles produced by 

longer laser pulses, i.e. nanoseconds and picoseconds laser, are usually tens or 

hundreds of micrometers large [167]. Ultrashort laser pulses are assumed to form 

nanometer size cavitation bubbles by combining the heat and thermoelastic tensile 

stress [212]. Early investigations demonstrate the dynamics of bubbles produced by 

femtosecond laser pulses with the maximum radii of 45-100 µm, when the energy is 

6-10 times above threshold [211, 213]. Recently, works have been done to 

determine the maximum bubble radius as a function of laser pulse energy for near-

UV, visible and IR wavelengths [214]. Scattering of a probe laser beam is used to 

determine the bubble oscillation time, thus deduce the maximum bubble radius. At 
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threshold, the maximum bubble radius is smaller than the diffraction-limited focus 

radius and ranging from 190 nm to 320 nm. 

As an alternative way, a strong local heating can create transient 

nanobubbles around the nanoparticles. Pulsed laser excitation causes a strong 

nonequilibrium heating of the particle, and subsequently the water shell close to the 

particle surface. The surface temperature of the particle can easily surpass the 

boiling point of water. It is suggested that the strong curvature of the interface 

inhibits vapor formation. For instance, gold nanoparticles with a diameter of 9 nm 

have been excited by femtosecond laser and produced nanobubbles that have the 

maximum radius of 20 nm and life time within 1 ns [215]. The threshold for the 

formation of the nanometer-sized vapor bubbles is around 85% of the critical 

temperature of water [216]. The laser fluence threshold for bubble formation is not 

only dependent on the nanoparticle size, but also on the nanoparticle aggregation 

state [217]. The presence of gold nanoparticles increases local absorption, thereby 

can strongly reduce the power and energy necessary to achieve the same bubbles 

without nanoparticles. Larger bubble can be generated for higher power or longer 

pulse duration. The life time of nanobubble is found to be a function of nanoparticle 

size, aggregation state and laser fluence, ranging from sub-ns to several hundred ns 

[218].  

The femtosecond laser-induced nanobubbles with/without nanoparticles are 

small and unstable. They are difficult to be directly detected using microscope or 

CCD camera due to diffraction limit. X-ray scattering is the mostly used technique 

to investigate the nanobubbles, which can derive a temporal figure of the structural 

and thermal dynamics of the nanobubbles, nanoparticles and adjacent medium. In 
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these works, the bubble dynamics is still described by Rayleigh-Plesset equation 

using continuum thermodynamics.  

Recently, nanobubbles are generated in water-filled hydrophilic 

nanochannels due to evaporation [219]. These nanochannels are etched on a silica 

substrate with a length of 120 µm and width of 4 µm, and their depth ranges from 

20 nm to 120 nm. The nucleation of the nanobubbles is due to the evaporation-

induced negative pressure up to -7 MPa. Because this kind of nanobubbles just has 

one dimensional on the nanoscales, their behaviors are investigated directly through 

the microscope system. The vapor bubbles exhibit unusual motion as well as 

translational stability and symmetry, due to the competition between evaporation-

induced hydraulic flow and thermocapillary-driven flow. 
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2.3 Jets 

A jet is a steam of matter having a more or less columnar shape, which 

occurs from the large scale structure of the universe to subatomic length scales 

[220]. It has wide applications in manufacturing, agricultural irrigation, military 

technology, jet engine and ink-jet printing for decades. Nowadays, jets on small 

scale have attracted attention for their potential applications in medical diagnostics, 

DNA sampling and nuclear fission. However, the thorough understanding of the 

dynamics and well control of the parameters still remains a significant challenge. In 

addition to the basic study of the jet behaviour, there are many works focused on the 

jet breakup process with the stability analysis.  

 

2.3.1 Jets from bubbles 

Jets originate from many different sources, such as liquid burst from nozzle, 

impact of drops with liquid pools, impact of a liquid container, and violent 

eruptions. In this thesis, jet produced by cavitation bubbles is the focal topic. The 

jets typically arise when a bubble collapse in a liquid of anisotropic pressure. At the 

end of the collapse stage, the bubble surface develops a fast liquid jet directing 

inwards against the local pressure gradient. Two widely investigated categories are 

the collapse of a cavitation bubble near a boundary and the shock wave caused 

compression of a gas bubble [157, 221]. 

In the early works, the liquid jets were recorded during the asymmetric 

collapse of an initially spherical vapour bubble near a rigid boundary [222]. The 
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high-speed liquid jet is directed towards the boundary. The jet formation depends 

on the motion of the liquid around the cavitation bubble. When a cavitation bubble 

exists near a boundary, the excluded liquid finally converges on a point and results 

in the deformation of bubble surface near the point, leading to the jet formation. 

Later studies suggested that the physical properties of the boundary determined the 

direction of the movement of the jet [223]. 

A number of experimental and theoretical studies have been focused on 

vapor bubble motion near a solid boundary. The bubble migrates towards the 

boundary with jet forming later in the collapse phase. With sufficiently short 

distance from the boundary, the jet may strike the boundary after piercing the 

opposing side of the bubble. There are various works on estimating the liquid jet 

velocity during bubble collapse. To record the jet development directly, large 

bubbles (i.e. bubble with a maximum radius of 2 mm) and prolonged collapse is 

obtained by reducing the collapse pressure. A maximum velocity of 90-120 m/s is 

calculated by measuring the tip velocity during the protrusion [224, 225]. The 

discrepancy between measurements reveals that the bubble-boundary interaction 

during bubble expansion is significantly affecting the subsequent motion [226].  

Precise experiments are carried out for studying the bubble behavior as the distance 

from the bubble to the solid wall surface and the wall shape are changed. The jet 

strikes the boundary directly only when bubble attaches to the boundary during 

expansion. With large separation, the bubble becomes toroidal and moves toward 

the boundary during shrinking. It is reported that the penetration of liquid jet on the 

concave wall surface may generate extreme high pressure by the shock focusing 

[227, 228].  There are few investigations on the bubble behavior between two solid 
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parallel walls. The formation of dumpbell and cone-shaped bubbles are observed 

when the gap between two parallel walls is shortened [229]. However, the current 

analytical approach cannot be applied to the bubble motion in the narrow space. 

The bubble behavior is totally different when it is near a free surface, 

although jet is also observed during bubble collapse [230-232]. The free surface 

provides a constant-pressure boundary in the near vicinity of a pulsating vapour 

bubble. At large separations and in the absence of buoyance, the bubble moves 

away from the free surface during collapse and the jet threads the bubble in the 

direction of bubble migration. The free surface develops a pronounced spike 

moving away from the bubble when the bubble starts to involute [233]. Studies 

shows that when the distance between the bubble and the free surface decreases, the 

liquid jet in the bubble is narrowing and the free-surface spike continues to elongate 

during collapse [234]. 

A few studies have been conducted on flexible boundaries [235-237]. It is 

expected that a response between those of the two extreme conditions, i.e. a rigid 

boundary and a free surface, can be obtained. Such conditions are often occurred in 

biomaterials, and the fluidic physics can be very complex. An elastic restoring force 

can inject momentum back into the liquid. The elasticity of the boundary can be 

modeled through a pressure term at the interface. The jet direction is found 

depending on the elasticity as well as the distance of the bubble from the boundary 

and the density ratio [236]. The normalized jet volume is independent of the liquid 

density and viscosity, but related to the pressure gradient [238]. These researches 

are helpful for jets used in biotechnologies. Some bio-applications require a jet 

towards the tissue or cell, while others are trying to prevent the jets from causing 
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damage. Because of the similarity to human tissue and cells, some studies focus on 

the bubble growth and collapse near an elastic material. For instance, the cavitation 

bubble behavior and bubble-shock wave interaction near a gelatin surface are 

studied to examine the tissue damage mechanism [239]. Jets with tens of m/s are 

generated and a penetration depth of a few millimeters is achieved. 

In recent years, the considered bubbles are much smaller than those in early 

researches (i.e. several millimetres in radius). It has been reported that bubbles of 

the size of a few microns can form a liquid jet in the direction of the propagation 

shock wave [240]. With increasing bubble radius, the averaged jet velocity 

increases linearly from 20 to 150 m/s. At a later stage, the jet breaks up and releases 

micro-sized bubbles. The jets from interaction of multiple bubbles are investigated 

as well [241, 242]. The fast expansion of a cavitation bubble causes anisotropic 

compression of an existing stable bubble with a penetrating jet. During the 

expansion stage of the impacted bubble, the nonuniform surrounding flow field 

induces a transverse inward jetting, which further interacts with the axial jet and 

lead to fragmentation into small bubbles. Although the bubbles are generated in a 

10-µm high liquid gap, their maximum radius reaches 350 µm [241].  Microjets are 

also observed from the interaction of tandem microbubbles which are generated by 

laser in a 25-µm liquid layer [243]. Antiphase and coupled oscillation of the tandem 

microbubbles (a maximum diameter of 50 µm) lead to the formation of alternating, 

directional microjets with a maximum velocity of 10 m/s. Cells placed on the axis 

of the tandem microbubble are deformed by jet impact, and highly localized 

membrane poration is demonstrated.  Recently, a fast liquid microjet from single 

bubble collapse is utilized for membrane poration of a suspension cell [152]. The 
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cell is trapped by a converging structure within a microfluidic chip. The strength of 

the bubble induces strain and the flow is a function of the location and the size of 

the cavitation bubble (the maximum diameter is approximately 100 µm). 

 

2.3.2 Jet breakup 

The earliest study on the behavior of jets is related to the formation of drops. 

It was thought that a drop falling from the tap was due to the gravity. Until the 

crucial roles of the mean curvature was exhibited, the surface tension was found to 

be the governing role in driving the breakup [244]. Surface tension drives the liquid 

towards a state with smaller surface area, which results in a decreasing jet radius. 

Faster breakup occurs at greater surface tension. In the early 19th century, a 

stroboscopic technique was developed, which allowed the breakup of jet being 

recorded [245]. It is noted that the breakup occurs spontaneously, independent of 

any external force or the jet direction. 

The initial growth of the instability is exponential, in which the breakup 

length of the jet can be estimated by linear theory [246]. Near the breakup, the 

processes are always described by the balances between surface tension, viscous 

and inertial forces [247]. When the neck of the jet reduces to micro scales, the 

thermal noise drives the radius of neck to zero [248, 249].  

The linear theory for jet breakup starts from the random initial perturbations, 

which are unstable when its wavelength is greater than a critical value. The 

disturbance amplitude is eventually dominated by the most unstable mode with the 
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wavelength of λopt [246]. For inviscid jet dynamics, the optimal wavelength is given 

as λopt = 9.01 h0, where h0 is the initial radius of the fluid column [246, 250]. For 

viscous fluids, the jet behaviour is under the action of interfacial surface tension as 

well as viscous forces. If a long fluid cylinder of viscosity µ’ is in an infinite mass 

of another viscous fluid of viscosity of µ, the optimal wavelength λopt increases as 

the ratio µ’/ µ tends to infinity or to zero [251]. 

The above mentioned models have not introduced any factors from the 

outside. However, the practical experiments is unavoidable affected by the 

environmental conditions, such as the turbulence in the bulk liquid or perturbation 

at the nozzle [252, 253]. With the increasing of the perturbations, non-linear effects 

eventually dominate the breakup process. The dynamics of the non-linear jet are 

revealed in increasingly sophisticated experiments [254, 255]. The formation of 

satellite drops, minimum thread radius and drop shape are studied. 

 The liquid jets are commonly linked with atomization. During the 

interpenetration process between two phases, a strong shear destabilizes the central 

liquid jet, which further fragments into a more or less uniform spray. The 

development of capillary instabilities can be altered by an extensional motion of the 

jet. For example, the stretching plays as a damping role for a viscous elongating 

cylinder [256]. In addition, jet can also subject to axial compression, which blows 

up the cross-section of jet in a short time. Consquently, the blow-up forms a radial 

sheet with finite extent due to surface tension [257]. The rim of thin sheet will 

breakup into small droplet and this part will be discussed in the next section.  
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Most of the researches focus on the liquid jet forming in a gaseous 

environment and its breakup process. However, the same concept and similar 

phenomena should be applied to the opposite situation of hollow (or gas) ligament 

forming in a continuous liquid phase. The fundamental instability works well on the 

elongated void structures. For instance, the rippling of the air cavity entrained by a 

rapidly moving solid object in liquid is experimentally observed [258]. The cavity 

ripples induce a spectacularly periodic breakup. Breaking waves in the open ocean 

entrain air bubbles, and the bubble formation mechanisms and size distribution are 

studied [259]. For larger bubbles (>1 mm), the turbulent fragmentation determines 

bubble size. Smaller bubbles are created by jet and drop impact on the wave face 

[260]. 

 

2.3.3 Breakup of liquid sheet 

The transition from a macroscopic liquid volume to a group of dispersed 

smaller drops often involves a transient stage, which changes the liquid into a thin 

sheet. The disintegration of thin sheet usually starts from the destabilization of its 

edges. A liquid sheet can be formed through a fan spray nozzle [261], air-blast 

[262], or in the collision of two identical jets [263]. The early works focused on the 

sheet shape and its spatial extension [264-267]. Then the instability of a plane sheet 

of a constant thickness in the presence of ambient gas was analyzed [268-270]. 

They considered the instability with respect to the classical temporal growing single 

Fourier component of the disturbance. For small Weber number, the sheet is smooth 

with a radial extension; while for a large Weber number (e.g. above 1000), the sheet 
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demonstrates a flag-like motion that caused by shear [271]. The quantitative study 

of the drop-formation process was recently addressed [263]. The sheet fragments 

are usually caused by the destabilization of its thick rim, which are ejected at the tip 

of the ligaments. The capillary instability at the early stages of a ligament sets its 

section corrugations. The drop size is a function of both the Weber number and the 

collision angle in the case of sheet from two jets impacting each other.  

The destabilization of liquid sheet starts from the shear instability, also 

called Kelvin-Helmholtz instability [272]. When there is velocity shear in a single 

continuous fluid, or a velocity difference across the interface between two fluids, 

the shear stability will work on the liquid and gives the liquid a flag-like motion. 

Subsequently, Rayleigh-Taylor instability is triggered at the rim of the sheet, which 

results in fragmentation. Rayleigh and Taylor reveals the instability of an interface 

between two media with density difference, subjects to a constant acceleration 

normal to the interface, and thus a layer is sandwiched between the two phases of 

different densities [273, 274]. These situations are always unstable in the absence of 

surface tension. Later work extended the analysis incorporating surface tension 

[274-276]. When the layer is much thinner than the capillary length, the 

amplification rate slows down and the selected mode shifts to larger length scales, 

which is caused by the coupling between the two interfaces of the layer [277]. 

Moreover, the destabilization of thin film can also be induced by a sudden 

acceleration [278]. The film modulates its thickness and is eventually break up by 

hole nucleation. Subsequently, the holes grow in radius and connect to each other, 

resulting in a web of liquid ligaments, which is unstable and breaks into droplets. 
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Similar patterns were observed on the dewetting of thin liquid film (< 100 nm) on 

solid substrates [279, 280].   
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2.4 Summary  

Based on the literature survey presented, microfluidic systems are promising 

for automated and parallel processing in chemistry, biology and medicine by 

integrating entire laboratories in the miniaturized fluidic workstations. Optofluidics 

combines the merits of both fluids and optics, and generates novel functions for 

improving the microfluidic systems. For instance, fluids can be utilized to realize 

tunable optofluidic components such as liquid waveguide and optofluidic lens. 

Whereas light does not only facilitate the detection and analysis in the microfluidic 

systems, but can also manipulate the fluids by optical force and photothermal effect 

et al. Laser-induced cavitation bubble is a remarkable method to generate transient 

flow for microfluidic control. Although the bubble dynamics for macroscopic 

conditions are extensively studied, there is still little known about bubbles in an 

extremely small scale, i.e. nanobubbles. Jets can be generated by asymmetric 

expansion and collapse of bubbles, which plays a key role in most of bubble related 

applications. Hence nanojet becomes an attractive topic accompanied with complex 

nonlinear phenomena. With the current development of optofluidics, the research 

can be extended to further innovate optofluidic components and study their 

dynamics theoretically, especially highly flexible prisms, laser-induced 

micro/nanobubbles and their respective resulting jets. 
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 CHAPTER 3 

TUNABLE OPTOFLUIDIC PRISM 

 

This chapter presents a tunable optofluidic prism based on the configuration 

of two laminar flow streams with different refractive indices in a triangular chamber. 

A hydrodynamic model has been developed to predict the tuning of the prisms by 

the variation of the flow rates. The chamber is designed to provide an optimum 

working range and avoid recirculating flows. Then, the fabrication processes and 

experimental setups for the optofluidic prism are illustrated. Optical analysis 

including the deviation angle and the position of the output light beam are presented 

accordingly. The experimental results prove the tunability of the optofluidic prism 

including the hydrodynamic and optical parts. Finally, the potential applications are 

discussed such as the parallel light scanning, light dispersion and on-chip 

refractometer.  
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3.1 Design of the tunable optofluidic prism 

 

A tunable optofluidic prism is designed to be realized by two laminar flow 

streams with different refractive indices as shown in Fig. 3.1. The two laminar flow 

streams are injected into a triangular chamber. The inlet and outlet are connected to 

the two base corner of the chamber, separately. The inner flow stream is the main 

part of the prism, while the outer flow stream is used to adjust the prism shape. 

Controlling the flow rates of the two flow streams allows the tuning of the apex 

(b) 

Triangular chamber 

Inner flow (Q1) 

Outer flow (Q2) 

Beam-tracing 
chamber 

Dye in 

Dye out 

Optical fiber 
Control flow (Q3) 

Light beam 

Lens 

(c) (d) 

Q3 = 0 Q3 > 0 Q3 > 0 

(a)

Figure 3.1 (a) Schematics of the optofluidic prism. The shape is tuned by the ratio 

of two flow rates: (b) symmetric prism, (c) right-shifting asymmetric prism, and 

(d) left-shifting asymmetric prism. 
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angle of the optofluidic prism, and consequently changes the deviation angle of the 

incident light beam. In addition, a third channel is connected on the vertex of the 

triangular chamber, which is used to inject the control flow. The same solutions are 

filled in the outer flow stream and control flow stream. With the help of the control 

flow stream, the shape of the prism can be changed between symmetrically and 

asymmetrically as shown in Fig. 3.1 (b)-(d).  

The incident light is directed to a single mode optical fiber that is parallel to 

the base of the prism. A convex lens is placed between the fiber and prism, which 

allows collimated light beams to be injected into the prism. On the other side of the 

prism, a semicircular chamber is set close to it and filled with fluorescent dye 

solution. The dye can be excited by the incident light and used for tracing the output 

light beams. 

This section presents the theoretical model of the hydrodynamic control,  

optical deviation of the optofluidic prism and dispesion effect. Thereafter, the 

prism chamber is designed based on these physical models. 

 

3.1.1 Hydrodynamic control of the prism 

The position of the interface between two flow streams in a microchannel 

can be estimated according to the convective-diffusive transport theory [281, 282].  

The model consists of two streams in a microchannel as show in Fig. 3.2. For a flat 

channel ( h w ), the interface position of the two streams can be estimated based 

on 
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the mass conservation as 

   1

2 2

1 1

1

1

w
Qw
Q

 


 
 

                                                    (3.1) 

where w1 is the width of the inner flow, w is the width of the channel. η1 and η2 are 

the viscosities of the inner and outer liquids, respectively. Q1 and Q2 are the flow 

rates of the inner and outer flows, respectively. 

The hydrodynamic model for an optofluidic prism is shown in Fig. 3.3. The 

interface of the two flow streams in the chamber is theoretically a straight line from 

the inlet to the vertex of the chamber and the distribution of the flow flux is 

proportional to the width ratio of the flow streams. Therefore, a function of the base 

angle β1 dealing with the ratio between Q1 and Q2 can be derived as 

z*

y*

0 γ
flow I flow II 

Figure 3.2: (a) Schematic of two laminar flows in a microchannel. (b) 

Dimensionless model of two streams for estimating the velocity distribution 

inside the channel. 
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where α is the apex angle of the triangular chamber. In this design, a control flow, 

which consists of the same liquid as the outer flow with the flow rate, Q3, is 

introduced to control the shape of the prism. Therefore, the other base angle β2 is 

not merely the function of Q1 and Q2, the effect of Q3 should be considered. The 

value of Q3 is defined as positive when the control flow is injected into the chamber; 

otherwise, the value of Q3 is negative. Thus the base angle β2 can be expressed as 

2
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 .                                     (3.3) 

Figure 3.3: Hydrodynamic model of the optofluidic prism. 
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The apex angle of the prism can be written as 

   1 2180      .                                      (3.4) 

The shape of the prism can be changed under different flow conditions as 

shown in Fig. 3.1. When the flow rate Q3 is zero, the prism is symmetric about 

the axis of the chamber as shown in Fig. 3.1 (a). The apex angle of the prism 

increases with the flow rate ratio of Q2 to Q1. When the flow rates Q1 and Q2 are 

kept constant, the apex angle of the prism increases with the flow rate Q3 and the 

shape of the prism appears asymmetrical. As shown in Fig. 3.4, the base angle β1 

is fixed when the flow rates Q1 and Q2 are constant. The shift of the vertex of the 

-100 -50 0 50 100
20

30

40

100

120

130

 

 
A

n
g

le
 (

d
e

g
)

Q
3
 (l/min)

 Apex angle 
 base angle 

1

 base angle 
2

110

Figure 3.4: Vertex of the prism shifts as a function of the flow rate Q3 while Q1 
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prism is caused by the difference between the base angle β1 and β2. When the 

flow rate Q3 is positive, the base angle β2 is smaller than β1, and consequently 

the vertex of the prism is on the left side of the chamber as shown in Fig. 3.1(b). 

On the contrary, when the flow rate Q3 is negative, the base angle β2 is larger 

than β1, and consequently the vertex of the prism is on the right side of the 

chamber as shown in Fig. 3.1 (c). 

 

3.1.2 Optical deviation of the prism 

 

When the optofluidic prism is formed in the microchamber, the 

propagating direction of the light beam is changed after it passes through the 

prism. Assuming a light beam is horizontally incident on the prism as shown in 

B (‐L, 0)  C (L, 0)O (0, 0)

G
FED 

A

y 

α 

δ 

 

i2i4i3

i1 

β1 

Figure 3.5: Optical model of the optofluidic prism. 

incident light 
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Fig. 3.5, the total deviation angle of a light beam can be calculated based on 

Snell’s law. The structure can be simply divided into two surfaces A’B and A’C. 

The total deviation angle is expressed as 

1 3 2 4( ) ( )i i i i     ,                                     (3.5) 

and 
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 
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 
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                                     (3.6) 

where n = n1/n2, n1 and n2 are the refractive index of the inner and outer fluid, 

respectively. When the prism is symmetric, from Eqs. (3.5) and (3.6), the total 

deviation angle can be expressed as 

 2 2

1 1 1arcsin sin( ) sin ( ) cos( ) sin( )i n i i         .             (3.7) 

The variation of the output light beam position (point G) can also be estimated 

from geometrical optics. 

The variation of the light beam width for the symmetric prism is discussed 

here. The model of the asymmetric prism can be analyzed using the similar method. 

Supposing the light beam has a width of win before entering the prism, the width of 

the beam becomes wout after it passes through the prism as shown in Fig. 3.6. Due to 

the continuity of the light beam on the interfaces, the relationship between win and 

wout can be easily determined as 
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1 3cos cos
pin

ww

i i
  ,                                                (3.8) 

and 

2 4cos cos
pout

ww

i i
  .                                               (3.9) 

Combining Eqs. (3.8) and (3.9), one can remove wp, which is the width of beam 

when the light is propagating in the prism. Using the Snell’s law, the angle i2, i3 and 

i4 can be described by i1. Then the beam width ratio of the symmetric prism can be 

expressed as 
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Figure 3.6: Illustration of the width variation of a light beam when it passes 

through a prism. 
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where 2
3 1

1

arcsin sin
 

  
 

n
i i

n
. When the light beam is horizontally incident on the 

prism, i1 is equal to 
2


. The beam expansion factor is only affected by the apex 

angle and refractive index of the prism. 

 

3.1.3 Dispersion effect 

In optics, dispersion is the phenomenon in which the phase velocity of a 

wave depends on its frequency, or alternatively when the group velocity depends on 

the frequency [283]. There are generally two sources of dispersion: material 

dispersion and waveguide dispersion. Material dispersion comes from a frequency-

dependent response of a material to waves. For example, the separation of colors 

occurs in a prism. Waveguide dispersion happens when the speed of a wave in a 

waveguide depends on its frequency for geometric reasons. For example, the waves 

propagate through a photonic crystal. 

Material dispersion can be used to construct spectrometers and 

spectroradiometers. Sometimes a diffraction grating is used in place of the prism for 

studying optical spectra, because they allow more accurate discrimination of 

wavelengths. However, a prism refracts the light into a single spectrum, whereas the 

diffraction grating divides the available light into several spectra. Because of this, 

slit images formed using a prism are generally brighter than those formed using a 

grating. Spectral lines that are too dim to be seen with a grating can often be seen 

using a prism. Therefore, dispersion is important for the study of the optofluidic 
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 prism. 

As discussed in the last section, the deviation angle of the light beam 

passing through the prism is varied with the refractive index of the prism. However, 

the refractive index is some function of the light wavelength. For visible light, the 

refractive indices of most transparent materials (e.g. glass, water) increase with 

decreasing wavelength.  Figure 3.7 shows the refractive indices of water (nH2O) and 

ethylene glycol (nEG) [284, 285] at different wavelengths (λ). In general, the 

dispersion is more obvious with larger value of 
n





. Supposing an optofluidic 

prism is constructed by water and ethylene glycol flow streams, the effective 

Figure 3.7: Refractive indices of ethylene glycol, water and an optofluidic prism 

constructed by the two fluids at different wavelengths. 
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 refractive index of the prism (neff) can be calculated as shown in Fig. 3.7. When the 

wavelength (λ) of the incident light is changed from 300 to 800 nm, the effective 

refractive index of the prism is decreased from 1.166 to 1.065. The wavelength 

dependent refractive index can be used to study the dispersion of the prism.   

Figure 3.8 plots the relation between the deviation angle and the 

wavelength of light with different apex angles. When the apex angle is fixed, the 

deviation angle is increased with the decreasing wavelength. Larger apex angle 

causes larger deviation difference between lights with varied wavelengths. For 

example, when the apex angle is 90°, the deviation angle difference between 400 

and 600 nm is 5.2°. When the apex angle is 110°, the deviation angle difference 
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Figure 3.8: Relationship between the deviation angle and the wavelength of light 
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between 400 and 600 nm is increased to 12.9°. It means that large apex angle 

facilitates light seperation with different wavelengths.   

Thus the dispersion can be varied by changing the prism shape. In addition, 

the optofluidic prism can modify the output beam position. Therefore, a tunable 

optofluidic prism can provide better wavelength selection. The experimental results 

of the dispersion effect will be discussed in the later section. 

 

3.1.4 Design of the triangular chamber 

In order to form an optofluidic prism with optimum optical precision and 

tuning range, the structure of the chamber has to be optimized.  Because the 

optofluidic prism is constructed by two laminar flow streams, the stability of the 

flows is important on the performance of the optofluidic prism. Here, COMSOL 

MultiphysicsTM is used to simulate the fluid behavior with different geometrical 

designs of different chambers. 

The prism shape is studied by simulating the flows of the streams in 

chambers with different apex angles as shown in Fig. 3.9. Based on the simulation 

results, a smaller apex angle of the chamber allows a larger variation in the apex 

angle of the prism. For example, within the same range of flow rate ratio (Q2/Q1 = 

0~5), the tuning range of the apex angle is 50º for the chamber with 110º apex 

angle, while it can be 100º for the chamber with 50º apex angle. However, 

recirculation zones caused by the turbulence flow occur at the vertex of chamber 

when the chamber angle is smaller than 90° as shown in Fig. 3.10. This induces the 
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top of the optofluidic prism becomes much flatter and reduces the effective working 

length on the prism. In order to meet the balance between the two requirements, the 

chambers with apex angle of 70° and 90° are chosen in the experiments. 

The influence of width of the inlet is investigated based on the simulation 

results in the chamber with apex angle of 90°. The inlet width and the length of the 

base are in a ratio of 1:22 or 1:8. For an optofluidic component, smooth and clear 

interface between the flows is critical. Figure 3.11 shows that the narrow inlets 

facilitate the diffusion between the flows. That means too narrow inlets are not good 

for realizing an optofluidic prism. Here, we also discussed the relationship between 

the inlet width and the working length which refers to the straight line part of the 

Figure 3.9: Relationship between the apex angle of the prism and the flow rate ratio

with different chamber shapes. 
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 interface from the inlet to the vertex of the prism. As shown in Fig. 3.12, the 

working length is shorter for chamber with wider inlets. After making a trade-off 

between the diffusion and working length, the ratio of the inlet width to the length 

of the base of the chamber is chosen to be 1:18. 

The shape of the prism is based on the laminar flow concept, which is 

greatly depends on the channel size. As the chamber size increases, the diffusion 

between the two flows increases. However, the working distance and the length of 

optical path decreases as the chamber size decreases. Consequently, the tuning 

range of the optofluidic prism is reduced. For completely recording the 

Figure 3.10: Simulation results of the flow streams with different chamber shapes.

The streamlines represent the velocity field with different colors.  
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Figure 3.11: Simulation results of the diffusion with different ratios of width of 

inlet to the length of the base of the triangular chamber. The solutions with 

concentration of 0 and 1 mol/m3 are injected into the chamber, respectively. The 

color map represents the concentration distribution. 
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Figure 3.12: Simulation results of the flow streams with different ratios of width of 

inlet to the length of the base of the triangular chamber. The line with arrows 

shows the effective working length for each chamber when the height of the prism 

is fixed. The streamlines represent the velocity field with different colors. 
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 experimental data, the size of the field of view in the microscope system is also 

need to be considered.  Finally, the optimal design is decided on Lb = 3600 µm and 

winlet = 200 µm. 
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3.2 Fabrication processes and experimental setups 

3.2.1 Polymer soft lithography fabrication flow 

The fabrication of the optofluidic chip is based on the polymer soft 

lithography fabrication technique. The fabrication process flow consists of 

patterning, developing, molding and bonding as shown in Fig. 3.13. 

Polydimethysiloxane (PDMS) is the most promising material for microfluidic chip 

because it is biocompatible, inexpensive, easy to fabricate and applicable for mass 

replication.   

The design layout of the optofluidic chip is drawn using a computer-aided 

design (CAD) program (L-Edit 12.0). A dark field clear feature chrome mask is 

commercially fabricated on a piece of sodalime glass based on the CAD drawing. In 

order to fabricate the master for molding, a 6-inch silicon wafer is cleaned by 

acetone, isopropyl alcohol (IPA) and DI water, then dried in oven. A layer of SU-8 

photoresist (MicroChem, SU-8 50) is spun coated on the wafer at 1800 rpm for 30 s 

(Spin coater: CEE, 200). Next, the wafer coated with the photoresis is soft baked at 

65 oC for 6 min and 95 oC for 20 min to evaporate the solvent and densify the film 

of the SU-8 layer. After exposed to UV light for 20 s under the soda lime glass 

mask (Mask aligner: OAI, J500-IR/VIS), the wafer is baked at 65 oC for 1 min and 

95 oC for 5 min. Then, it is developed by sinking in the SU-8 developer 

(MicroChem) for 6 min. The substrate is rinsed with IPA and DI water, and dried 

with nitrogen. Finally, the wafer is hard baked at 120 oC in an oven for 10 min to 

further cross-link the SU-8 layer. Thus, the master is fabricated.  
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Figure 3.13: Fabrication process flow of PDMS chip. 
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Replica molding is an efficient method for the duplication of the structure on 

a mold. A prepolyer of the PDMS elastomer is prepared from the Sylgard 184 

silicone elastomer kit (Dow Corning) by mixing the polymer base with the curing 

agent at a ratio of 10:1 by weight. The pre-cured PDMS is degassed in the vacuum 

desiccator for 30 min. Then, the mixture is poured on the master and degassed for 

another 15 min. After curing at 75oC for 1 h, the PDMS is peeled off from the 

master.  

The final step is to bond the PDMS replica on another PDMS substrate to 

complete a sealed microfluidic channel. A flat layer of PDMS is coated on a glass 

slide and cured. A through hole is punched at each inlets and outlets of the PDMS 

replica with a 0.75-mm diameter puncher (Harris Uni-core, 0.75). The two pieces of 

PDMS are both oxidized by plasma treatment with a handheld corona treater 

((Electro-Technic Products, BD-20AC) for 3 mins. The treated surfaces of the two 

PDMS substrates bond spontaneously when they contact with each other. For a 

stronger bond, the PDMS chip is put aside to anneal overnight. An irreversible 

bonding is formed. 

 

3.2.2 Optofluidic prism fabrication  

The microfluidic chip is fabricated using PDMS following the steps in 

the previous section. The base of the chamber has a width of 3600 µm, the inlets 

and outlets have a width of 200 µm. The height of the channel is approximately 

100 µm to accommodate the optical fiber insertion into the device as the light 
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source. PDMS lens is built between the fiber insertion channel and the 

optofluidic prism chamber to collimate the light beam. A semicircular chamber 

is fabricated on the right side of the prism chamber for output light beam tracing 

as shown in Fig. 3.14.  

 

3.2.3 Preparation of fluids 

Benzyl alcohol (n = 1.540, viscosity η = 5.47 mPa s at 25°C) and DI water 

(n = 1.332, viscosity η = 0.89 mPa s at 25°C) are used as the inner liquid. A mixture 

(viscosity η ≈ 8 mPa s at 25°C) of 80% ethylene glycol and 20% DI water with an 

effective refractive index, which matches to the refractive index of PDMS (n = 

Fiber & lens 
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Figure 3.14: Photograph of the optofluidic prism. 
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1.412) is used as outer liquid. Matching the refractive index of the cladding to that 

of PDMS reduces the scattering of light on the microchannel wall. The light 

deviation is observed using the combination of inner-outer liquids due to the 

sufficiently large contrast in refractive indices.  The mixture of ethylene glycol and 

DI water (n = 1.412)  containing 0.2 mM rhodamine 6G and 0.03 mM fluorescent 

red 646 is injected into the beam tracing chamber to visualize the optical path. The 

rhodamine 6G and 0.03 mM fluorescent red 646 are excited by the 488-nm and 

633-nm laser, respectively. In order to image the shape of the optofluidic prism 

easily, rhodamine 6G is doped in the inner liquid and fluorescent image is captured.  

 

3.2.4 Experimental setup 

Figure 3.15 shows the experimental setup of the optofluidic prism. The 

prepared liquids are kept in 20-ml syringes, which are driven by the syringe pumps 

(NE-1000, New Era Pump System Inc.). The input light from an argon ion laser 

(Stellar-PRO, Modu-Laser) is coupled into the optofluidic prism using a single-

mode optical fiber (NA = 0.22). The intensity of output light is detected by a 

spectrometer (HR4000, Ocean Optics Inc.). The image acquisition is performed 

using a microscope (Nikon Eclipse TE2000-E) and a CCD camera (Nikon DS-5M). 

The Xe lamp and filters mounted on the microscope can offer the excitation light 

source for fluorescent image. 
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Figure 3.15: Experimental setup of the optofluidic prism. 
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3.3 Experimental results and discussions  

3.3.1 Control of the prism shape 

In order to verify the theory in predicting the relationship between the 

flow rates and the apex angle of the optofluidic prism, the chamber with 70° 

apex angle is used. The fluorescent dye dissolved in the inner flow, which is 

benzyl alcohol, is excited and appeared red. The outer flow filled with the 

ethylene glycol solution (n = 1.412) appears black on the image. The interface 

between the dark and red region is clearly observed. 

In the case of a symmetric prism, the flow rate of the control flow is zero. 

The flow rate of the outer flow is fixed at 10 µl/min while the flow rate of the 

inner flow varied from 10 to 180 µl/min to tune the apex angle of the optofluidic 

prism as shown in Fig. 3.15. The apex angle is changed from 135° to 75° 

accordingly. When the flow rate of the inner flow increases, the interface of the 

two liquids approaches the sidewalls of the chamber, and subsequently the apex 

angle becomes smaller. The relationship between the flow rates and the apex 

angle of the prism is analytically estimated by using Eqs. (3.2) – (3.4) and 

depicted as the solid line in the Fig. 3.15, which agrees well with the theoretical 

prediction. Without the effect of the control flow, a symmetric shape is 

maintained during the whole flow rate changing process. However, the prism 

shape is not perfect with the top of the interface being an arc-shape as noted in 

the simulation results. To avoid the effect of this deviation on the light 
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 propagation, the light insertion is positioned nearer to the lower part of the 

optofluidic prism. 

Asymmetric shapes of the prisms are achieved with the assistance of the 

control flow. Figure 3.17 shows the shape of the prism obtained as a function of the 

flow rate of the control flow. The flow rate of the inner flow is fixed at 120 µl/min, 

while the flow rate of the outer flow is chosen as 10 and 70 µl/min, respectively. 

The flow rate of the control flow is varied from -60 to 90 µl/min. When the flow 

rates of the inner and the outer flows are both fixed, the apex angle of the prism is 

increased with the flow rate of the control flow. Different from the case of a 

Figure 3.16: Relationship between the apex angle of the prism and the flow rate Q1

when Q2 is fixed at 10 ml/min. 
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 symmetric prism, the vertex of the prism is no longer fixed in the central line of the 

chamber. It moves from the right to the left side with the increasing flow rate of 

control outer flow as shown in Fig. 3.17. The base angle β1 of the prism is not 

changed by the control flow when the flow rates of the outer and the inner flows are 

fixed. The base angle β2 is varying with the flow rate of the control flow and causes 

the change of the prism shape. When the control flow is flowing out from the 

chamber (Q3 < 0), the volume of flow emerging to the original outlet decreases. 

Subsequently, the flow rate of the outer flow at the outlet side of the chamber is 

decreased. According to Eqs. (3.2) and (3.3), the base angle β2 is larger than β1. 
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Figure 3.17: Relationship between the apex angle of the prism and the flow rate Q3

when Q2 is maintained at 120 µl/min and Q1 is maintained at 10 µl/min (solid line) 

and 70 µl/min (dash line). 
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Hence the vertex of the prism is on the outlet side of the chamber and the right-

shifting prism is formed. On the contrary, when the control flow is flowing into the 

chamber (Q3 > 0), the flow rate of the outer flow is increased at the outlet side of 

the chamber. Therefore, the base angle β2 is smaller than β1. Hence the vertex of the 

prism is on the inlet side of the chamber and a left-shifting prism is formed. For 

example, when the flow rates of the outer flow and the control flow are 10 and 60 

µl/min, the base angles β1 and β2 are measured as 48o and 27o, respectively. The 

formed left-shifting prism had an apex angle of 105o. On contrary, when the flow 

rates of the outer flow and the control flow are 70 and -60 µl/min, the base angles β1 

and β2 are measured as 27o and 48o, respectively. The formed right-shifting prism 

has an apex angle of 105o. Therefore, prisms with same apex angle but different 

shapes can be achieved by tuning the control flow. The tunable optofluidic prism is 

achieved through the change of shape by controlling the flow rates. 

In order to study the stability of the prism, the experiments are repeated for 

10 times and 5 experimental data in 30-s interval are measured in each run. The 

standard deviation of apex angles of the prism is varied from 0.66° to 1.08°. 

However, when the inner flow is replaced with DI water, the standard deviation is 

varied from 1.11° to 1.95°. Therefore, the prism made of benzyl alcohol is more 

stable than that made of DI water. Such difference is caused by the Reynolds 

number mismatch between the inner and outer flow. For the case of a symmetric 

prism, the flow rate of outer flow is fixed at 10 µl/min with Reynolds number of 

0.23. When the inner flow is benzyl alcohol, the Reynolds number is changed from 

0.64 to 5.73 when the flow rate varies from 20 to 180 µl/min. On the other hand, 

when the inner flow is DI water, the Reynolds number is changed from 14.98 to 
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67.42 when the flow rate varies from 80 to 360 µl/min. Since the difference of 

Reynolds number between the outer mixture and inner DI water flow is much 

larger, the prism shape is more unstable for the prism constructed by DI water. 

 

3.3.2 Tunable deviation angle of output light 

To demonstrate the tunability of the optical path of the optofluidic prism, the 

beam-tracing experiments for the symmetric prisms are studied. Figure 3.18 and 

3.19 show the variation in the deviation angle of the output beam in different flow 

conditions. The light beam is horizontally incident on the prism. The light path 

within the beam-tracing chamber shows a green color due to the excited fluorescent 

dye.  The sign of deviation angle is positive (negative) when the output light beam 

is refracted downwards (upwards). The chambers with 70° and 90° apex angle are 

both used in the experiments to study the effects of the chamber shape on the prism 

shape and the tunable deviation angle of the output light. The outer flow is the 

ethylene glycol solution (n = 1.412) at the flow rate of 10 µl/min. The inner flow is 

DI water or benzyl alcohol at the flow rate varying from 20 to 400 µl/min. Using 

two types of inner fluids is aimed to expand the tuning range of the deviation angle.  

When the refractive index of the inner flow is higher than that of the outer 

flow (e.g. benzyl alcohol as the inner fluid), the output light beam is refracted 

downwards as shown in Fig. 3.18. The apex angles of the prisms and the deviation 
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angles of the output light beams are plotted as a function of the flow rate of the 

inner flow which is benzyl alcohol. When the flow rate of the inner flow is varied 

from 20 to 180 µl/min, the apex angle of the prism in 70° chamber is changed from 

116.5° to 78°, while the one in 90° chamber is changed from 128° to 97°. Although 

the apex angle of the prism keeps decreasing when the flow rate increases beyond 

180 µl/min, the decrease rate becomes much slower. Moreover, the apex angle of 

the prism will not be smaller than that of its chamber. In addition, when the apex 

angle of the prism increases, the height of the prism is decreased. Considering the 
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Figure 3.18: Relationship between the deviation angle, apex angle and the flow 

rate Q1 with chambers of 70° (solid line) and 90° (dash line).  The inner liquid is 

benzyl alcohol (n = 1.540). 
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fixed position of the fiber, only the prisms with apex angle smaller than 130° are 

studied. The corresponding deviation angles are varied from 21° to 8.5° for 70° 

chamber, and 22° to 11.5° for 90° chamber.  

When the refractive index of the inner flow is lower than that of the outer 

flow (e.g. DI water as the outer fluid), the output light beam is refracted upwards 

as shown in Fig. 3.19. The apex angle of the prism constructed using DI water is 

larger than that using benzyl alcohol with the same flow rates because the 

viscosity of DI water is much lower than that of benzyl alcohol. When the flow 

rate of the inner flow reaches 200 µl/min, the apex angle of the prism is only 
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Figure 3.19: Relationship between the deviation angle, apex angle and the flow 

rate Q1 with chambers of 70° (solid line) and 90° (dash line).  The inner liquid is 

DI water (n = 1.332). 
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103° for 70° chamber and 116° for 90° chamber. In order to expand the tuning 

range of the deviation angle, the flow rate of the inner flow is changed from 40 

to 360 µl/min. The deviation angles are varied from -12° to -6.5° for 70° 

chamber and -13.5° to -8° for 90° chamber.  

The variation of the deviation angle follows the variation of the shape of the 

prism as expected from geometrical optics: a prism with larger apex angle generates 

a larger deviation angle. In addition, the experimental results also agrees well with 

the theoretical prediction such that chamber with smaller apex angle can achieve 

larger tuning range of the prism apex angle. However, the tuning range of the 

deviation angle is not expanded much in the chamber with smaller apex angle. The 

distinguished differences exist in the working zone. The chosen of the chamber 

shape should be based on the specific request of the output light. For the benzyl 

alcohol and 70° chamber system, the working zone of the deviation angle is 21° to 

8.5°. If the requested deviation angle is 7°, the chamber will be designed with 

smaller apex angle (e.g. 50°) or a liquid with lower refractive index should be 

chosen. By using the existing design and chosen liquids, the deviation angle can be 

tuned from -13.5° to 22°. It is possible to achieve a larger deviation angle using 

other outer and inner liquids with higher refractive index contrast. 

The width of the light beam is changed after passing through the prism. In 

the experiments, the width of the beam entering the prism is approximately 50 µm. 

The width of the beam exiting the prism is changed from 12 to 50 µm with the 

tunable prism shape and refractive index.   

The changes can be described by the beam expansion factor (M), which is 
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the ratio of the width of beam exiting the prism (wout) to the width of beam entering 

the prism (win).  According to Eq. (3.10), the beam expansion factor depends on the 

incident angle, prism shape and refractive index. Figure 3.20 shows the beam 

expansion factor varies as a function of the flow rate Q1 while the flow rate Q2 is 

fixed as 10 µl/min.  The experimental results (square) agree well with the calculated 

results (solid line) estimated from Eq. (3.10). This relationship between the beam 

expansion factor and the flow rate is not linear. The changing rate slows down when 

Q1 is larger than the 80 µl/min. As shown in Fig. 3.20, the width of the output light 

beam is always shorter than that of the input light beam, i.e. M < 1.  Similar results 

are obtained using water as the inner flow. 
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Figure 3.20: Relationship between the beam expansion factor and the flow rate Q1

with chamber of 90°. The inner liquid is benzyl alcohol (n = 1.540). 
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3.3.3 Parallel light scanning with constant deviation angle 

 

For the symmetric prism, when the ratio of the flow rates between the 

inner flow and the outer flow is changed, the deviation angle of the output light 

beam is changed accordingly, so as the position of the output light beam (point 

G in Fig. 3.4). It is hard to control the output position and the propagating 

direction of the light beam concurrently without changing the properties of the 

liquids. This limitation will be overcome by asymmetric design of the prism, 

which offers more precise and flexible control over the optical path. For 

example, Figure 3.21 shows that the same deviation angle can be obtained by 

using different combination of flow rate Q2 and Q3.  That means one deviation 

Figure 3.21: Deviation angle as a function of the flow rate Q2 and Q3 while the 

flow rate Q1 is fixed at 10 µl/min. 
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angle is corresponding to several different positions of the output light beam. 

In the experiment, the flow rate of inner flow (Q1) is kept constant at 100 

µl/min. The flow rates of the outer flow (Q2) and the control flow (Q3) are 

adjusted synchronously, while keeping the deviation angle constant at 10°. The 

relationship between Q2 and Q3 is plotted as dashed line in Fig. 3.22. The 

calculated output positions are changed along with the flow rates and plotted as 

a function of Q2 in a solid line. Several typical combinations of Q2 and Q3 are 

experimented, which can generate the refracted light beam with a deviation 

angle of 10°. The light beams are observed to be parallel shifted down with a 
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Figure 3.22: Light scanning controlled by Q2 and Q3, when Q1 is kept at 100 μl/min.

The output light position (solid line) and Q3 (dashed line) are both plotted as the

functions of Q2. 
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deviation angle of 10° when Q2 is increased. The position of the output light is 

measured from the images captured from CCD camera and plotted as a function 

of Q2. The results show a tuning range of approximately 60 µm. A larger tuning 

range is possible by further optimizing the refractive indices and the chamber 

geometries. 

In order to demonstrate its potential in adjusting the alignment of the 

optical path between two components, an optical fiber is fixed while parallel 

light scanning is performed. Theoretically, the optical fiber is aligned to receive 

light with a deviation angle of 10° at the optimal position (Q2 = 10.5 µl/min). In 

the experiment, parallel light scanning is performed and the detected intensity is 
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Figure 3.23: Adjustment of the detected light intensity by tuning the output position.
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plotted in term of Q2 as shown in Fig. 3.23. The maximum value of the light 

intensity is not at the predicted position, but in the condition when the 

asymmetric prism is formed (Q2 = 9.5 µl/min, Q3 = 1.7 µl/min). The light 

intensity is increased by 65.7% as compared to the theoretically predicted 

position. This shows the importance of optical path alignment in integrated 

micro-optical circuits and also the strength of the developed optofluidic prism. 

To the best of our knowledge, such precise position control of the light beam 

without changing its propagation direction has never been previously 

demonstrated in the lab-on-a-chip system. The potential applications for the 

optical-based lab-on-a-chip such as localized or parallel scanning fluorescent 

excitation can take great advantages over the tunable optofluidic prism.  

 

3.3.4 Light dispersion 

The dispersion of light by glass prisms is used to construct spectrometers 

and spectroradiometers. Compared with the solid optical components for generating 

light dispersion, the optofluidic prism provides better flexibility. For example, in 

order to select a single wavelength light, a fix prism must use additional 

components such as rotating lens. Whereas the tunable optofluidic prism can change 

the deviation angle and output position of light by just changing the flow rates. To 

demonstrate the optical dispersion caused by the optofluidic prism, the argon ion 

laser (488 nm) and He-Ne laser (633 nm) are used as the light sources. The light 

beams are visualized by rhodamine 6G and fluorescent red 646, respectively. The 

refractive index of the optofluidic prism increases with shortening wavelength. As a 
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consequence, when the shape of the prism is fixed, the 488-nm light achieves a 

larger deviation angle as compared to 633-nm light. When the apex angle is 

increased, the difference between the two wavelength lights becomes larger. The 

deviation angle is varied by changing the apex angle of the prism as shown in Fig. 

3.24. When the apex angle of the prism is 86° (Fig. 3.24 (a)), the red and green light 
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beams are mixed and appear as a bright yellow beam. By increasing the apex angle 

of the prism to 103°, the two-color light beams become distinguishable (Fig. 3.24 

(b)). However, the yellow light beam is sandwiched by the red and green light 

beams, which shows that the two-color beams are still partially overlapped. The 

difference between the deviation angles of the two light beams is less than 0.5°. 

When the apex angle reaches 116°, the red and green light beams are separated 

clearly (Fig. 3.24 (c)). The difference between the deviation angles of two light 

beams is identified as 2.5°. This shows that the optofluidic prism is promising to 

separate light with different wavelengths and can be applied for the on-chip 

spectrometers.  

 

3.3.5 On-chip refractometer 

In the previous demonstrated experiments, the output beam is mainly 

controlled by changing the flow rates of the fluid steams in the optofluidic chip. 

Besides, the optofluidic prism is also sensitive to the refractive indices of the flows. 

This property can be used to build an on-chip refractometer as shown in Fig 3.25. 

The triangular chamber is filled with only one fluid. That means the prism shape is 

fixed and the deviation angle of the light beam depends the refractive index of the 

fluid. The chamber with apex angle of 70° is used in this experiment. As the chip  

is fabricated by PDMS, the reference refractive index (n2) is 1.412. The tested 

samples are mixture solution of benzyl alcohol and water whose refractive index 

(n1) is changed from 1.332 to 1.540 by varying the mixing ratio. The deviation 

angle of the output beam shifts with the change of refractive index. The output 
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light position can be calculated accordingly. Because the light beam can be 

traced in the nearby chamber filling with fluorescent dye, the easily identified 

light beam position can be used to deduce the refractive index of the investigated 

sample in the prism chamber. Adding markers on the chip can facilitate the 

usage of the on-chip refractometer. 

Figure 3.26 shows the output light position changes with the refractive index 

of the investigated sample. It is an overlaying image which combines the 

experimental results with four different solutions (n1 = 1.359, 1.412, 1.477 and 

1.540).  The experimental results are compared with the simulation results as 

marked on the beam-tracing chamber in Fig. 3.26. It demonstrates that the output 

light position agrees well with the estimated one that is calculated from the 

theoretical model based on Eqs. (3.5)-(3.7).  

Figure 3.25: Schematics of the on-chip refractometer. 
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Figure 3.27 shows the normalized output light intensity profile shifts with 

the refractive index of the sample. The light beam profile is obtained along the line 

FF’ as shown in Fig. 3.26. The peak position of the light beam is plotted as a 

function of the refractive index of the solution. The point x = 0 is set at the position 

when the deviation angle of the light beam is zero. That means the refractive index 

of the sample is the same as PDMS (n1= n2 = 1.412). When the refractive index is 

changed from 1.358 to 1.540, the light beam is shifted by 320 µm. 

Figure 3.28 shows the position of light beam as a function of the refractive 

index. The relationship between the two parameters is linear. By using solution with 

standard refractive index, the experimental data can be used to calibrate the position 

of markers in the on-chip refractometer. CCD detector (Nikon DS-5M) with a 

Figure 3.26: Photography of the on-chip refractometer filled by samples with

different refractive indices. 
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Figure 3.28: Position of light beam is plot as a function of the refractive index. 
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resolution of 0.339 µm/pixel can obtain a sensitivity of 2×10-4 RIU/pixel. Moreover, 

the needed investigated sample volume is only 0.35 µl. This on-chip refractometer 

which is based on the optofluidic prism, offers a new way to do on-chip analysis. It 

just needs a little quantity of sample and can be easily integrated on lab-on-a-chip 

systems.  
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3.4 Summary  

This chapter introduces a tunable optofluidic prism via two laminar flows  to 

the microfluidic system. The triangular chamber for the prism configuration has 

been designed to maintain a stable prism shape and achieve large variation in the 

apex angle of prism. A simple theoretical model has been used to predict the apex 

angle of the prism, the deviation angle and the position of the output light beam. 

The tunability of the optofluidic prism has been experimentally proved. By precise 

control of the asymmetric prism shape, parallel light beam scanning is achieved. In 

addition, the dispersion of light with different wavelengths has been demonstrated. 

The experimental results also illustrate the possibility to use the optofluidic prism as 

an on-chip refractometer. The optofluidic prism has potential applications in 

building up on-chip optical circuits and promising for optical detection and 

biochemical analysis. 

The innovation of the tunable optofluidic prism is summarized as follow, 

a) This is the first effort demonstrated to design a prism with two flows in a 

microfluidic chip. The apex angle of the prism and the deviation angle of the 

output light beam can be tuned continuosly with a larger variation range than 

the previous methods. The apex angle of the prism was tuned from 75° to 

135°. The deviation angle of the output light beam can be tuned by the prism 

from -13.5° to 22°. 

b) One of the new features of this optofluidic prism is its capability to 

transform from symmetric to asymmetric prism with the assistance of a third 
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flow. Parallel light beam scanning is achieved with a constant deviation 

angle of 10° and tuning range of 60 µm using the asymmetric prism. The 

maximum intensity obtained by the asymmetric prism is increased by 65.7% 

compared to that of the symmetric prism. 

c) Light dispersion is experimentally demonstrated using 488-nm and 633-nm 

laser beams. The two laser beams become distinguishable with a deviation 

angle difference of 2.5° when the apex angle of the prism reaches 116°. 

d) The optofluidic prism is used to measure the refractive index of a small 

quantity of liquid by detecting the output beam position. Based on the 

experimental condition, a sensitivity of 2×10-4 RIU/pixel is achieved. 
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 CHAPTER 4 

LASER-INDUCED MICRO/NANO-BUBBLE 

 

This chapter presents the study of micro/nano-bubbles created by focusing a 

pulsed laser into an optofluidic chip filled with a light-absorbing liquid. The 

resulting bubbles are two-dimensional and sandwiched between the channel walls at 

the top and bottom. A viscous two-dimensional Rayleigh-Plesset-type model is 

derived, which accounts for the effect of shear stresses from the channel wall. In 

addition, the dynamic of a two-dimensional gas bubble due to mass diffusion is 

explored. Glass chips for both microbubble and nanobubble are designed and 

fabricated. The bubble dynamics is examined with different channel heights, 

boundary conditions and surface hydrophobicities. The experimental results are 

discussed and compared with the theoretical models, which demonstrate that the 

viscosity and surface tension play important roles on bubble dynamics in the 

confined channels.  
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4.1 Theoretical modeling  

4.1.1 2D viscous Rayleigh-Plesset-type model  

 

The incompressible flow around a cylindrical bubble of radius R is in a 

confined channel of height h. The flow is described in cylindrical coordinates and 

assumed to be axisymmetric with respect to the z axis (see Fig. 4.1). The translation 

of the bubble is ignored but its radial motion is considered. The momentum 

conservation for incompressible flow can be expressed as 

  21
p

t





      

u

u u u  ,                                            (4.1) 

where u is the velocity vector, ρ is the density, p is the pressure, and  is the 

kinematic viscosity ( = µ/ρ; μ is dynamic viscosity). Let U be the characteristic 

Figure 4.1: Schematic of a cylindrical bubble of radius R confined in a channel of

height h.  

Liquid 
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velocity such as bubble wall velocity Ṙ. For flows with low Reynolds numbers (as 

in nanochannels), the pressure is normalized by ρU/h. Therefore, the 

dimensionless form of Eq. (4.1) is given by 

 
*

* * * * * *2 *
*

Re p
t


     


u

u u u  ,                                    (4.2) 

where the asterisk denotes dimensionless variables and Re is the Reynolds number 

(Re = Uh/). In the limit of Re → 0, the momentum equation can be simplified as  

21
p

t





    

u

u ,                                                 (4.3) 

which is the so-called Stokes equation. Liquid flow in nanochannels is also 

expected to behave as such Stokes (or Hele-Shaw-type) flow, provided that 

boundary layers (BLs) at the channel walls develop entirely across the channel 

height. But even under such small confinement, there exists finite time until the BLs 

are fully developed. This suggests that the Navier-Stokes Eq. (4.1), not the Stokes 

Eq. (4.3), needs to be considered in order to resolve the entire evolution of the 

unsteady flow. In what follows, the radial motion of a cylindrical bubble in 

nanochannels is investigated, starting from the Navier-Stokes equation. The goal is 

to derive the Rayleigh-Plesset-type equation that accounts for drag forces at channel 

walls. For simplicity, the flow is assumed to be axisymmetric (∂/∂θ = 0) with no 

swirl (uθ = 0) and aligned with the radial axis (uz = 0). That is, the nonzero velocity 

component is the radial velocity ur (r, z, t) only. In this case, the continuity equation 

is written as 
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 1
0rru

r r


   


u .                                        (4.4) 

It follows that the velocity has the form 

                                                
 ,

r

G z t
u

r
  .                                              (4.5) 

According to Hele-Shaw analyses, the depth-averaged velocity is defined as 

   
/ 2

/ 2

1
, , ,

h

r rh
u r t u r z t dz

h 
  .                                         (4.6) 

It can also be written as 

     / 2

/ 2

1
, ,

h

r h

F t
u r t G z t dz

hr r
  .                                      (4.7) 

With the boundary condition at the bubble wall (i.e.  ,ru R t R  ), it is easy to find 

that F(t) = RṘ and then 

 ,r

RR
u r t

r



 .                                                    (4.8) 

Similarly, the depth-averaged velocity squared can be given by 

 
2 2

2
2

,r

R R
u r t

r



.                                                   (4.9) 

The Navier-Stokes equation dealing with the radial components can be expressed as 

2

2 2

1r r r r r
r

u u u u up
u r

t r r r r r z r
 

                           
 ,               (4.10) 
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where ( , )p p r t  from the z momentum equation. With the aid of Eq. (4.5), the 

above equation is further simplified as 

2 2

2
r r ru u up

t r r z
 
  

       
.                                     (4.11) 

Integrating this over the channel height, it is obtained as 

2 2 wr ru u p

t r r h


  

       
 ,                                       (4.12) 

where τw is the shear stress at the channel wall 

/ 2

r
w

z h

u

z
 







.                                                (4.13) 

Substitution of Eqs. (4.8) and (4.9) into Eq. (4.12) yields 

 2 2 2
3

2 wp
RR R R R

r r r h

  
    


   .                               (4.14) 

Integrating the above equation in the radial direction from R∞ to R, it is finally 

expressed as 

     2 2
2

2

2
ln 1

2

R

wR

p R p RR R R
RR R dr

R R h


  



 

 
     

 


  ,           (4.15) 

where p(R) is the bubble wall pressure at the liquid side. To avoid the logarithmic 

singularity, finite value of R∞ is selected for which the velocity is effectively zero 

(i.e. R<< R∞< ∞). 
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The last step is to explicitly specify the wall shear stress in Eq. (4.15). The 

velocity profile is assumed as Poiseuille-type with no-slip surfaces at the channel 

walls,  

  2
2,

2 4r

f r t h
u z


 

  
 

,                                             (4.16) 

where the function f has the units of pressure gradients. The depth-averaged 

velocity is therefore given by    2, 12ru f r t h   . Based on the mass 

conservation 

  2,
2 2

12

f r t h
RhR rh 


 

   
 

  ,                                      (4.17) 

the function f can be written as 

  2

12
,

RR
f r t

rh


 


.                                                 (4.18) 

Hence, the velocity profile is given by 

2
3 2

1
2r

RR z
u

r h

     
   


.                                              (4.19) 

The corresponding shear stress Eq. (4.13) at the channel wall is obtained as 

6
w

RR

hr

  


.                                                     (4.20) 

Substitution of this shear stress into Eq. (4.15) finally leads to  
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   2 2
2

2 2
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p R p RR R R
RR R RR

h R R






 

        
   

   .                   (4.21) 

The third term inside the parentheses on the left-hand side arises from drag 

forces at the channel walls, which will come into play particularly in extended 

nanochannels. It should be noted that the viscous Rayleigh-Plesset-type Eq. (4.21) 

approaches the invisid version in the limit of infinite channel height (h → ∞). Now 

that normal stress associated with liquid viscosity may be negligible compared to 

the channel wall stress Eq. (4.20). The bubble wall pressure is expressed as 

 
2

0
0

1 2cos
v g v g

R
p R p p p p p

R R h

             
  

 ,                (4.22) 

where pv is the vapor pressure, pg is the partial pressure of noncondensable gases 

with polytropic index κ, pg0 is the initial partial pressure of noncondensable gases 

when the bubble radius is R0, and ∆p denotes the Laplace pressure that depends on 

the surface tension σ and the contact angle θ. Here, it is assumed that the mass of 

gases in the bubble is unchanged. 

It is noted that the assumption of fully developed BLs (in deriving the 

Rayleigh-Plesset model) needs to be relaxed to account for the inertial 

collapse/growth of bubbles in the initial stage when the BLs is under development 

and viscous effects on the bubble dynamics are less important. To do so, the viscous 

Rayleigh-Plesset model (4.21) is corrected as 

     2 2
2

2 2

12
ln 1

2

p R p RR R R
RR R RR

h R R

 




 

        
   

   ,         (4.23) 
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where ϕ is the correction factor that depends on the BL thickness δ*, normalized by 

the channel height. Since the BL thickness at the top and bottom of the channel is 

approximated by 2 t , the dimensionless BL thickness may be given by 

 * 4 t

h

  .                                                      (4.24) 

To regulate the viscous contribution, the correction factor can be defined as a step 

function 

 
*

*

*

0 if 0 1,

1 if

__ _

__ _ 1,


 



   


                                         (4.25) 

or through a linearly increasing function 

 
* *

*

*

if 0 1,

1 if

_ _

__ _ 1.

 
 



   


                                           (4.26) 

Both viscous corrections, Eqs. (4.25) and (4.26), lead to visually indistinguishable 

results. 

It is found that the viscous correction for water has an effect for channels 

larger than several micrometers, while for the extended nanochannels it has little 

effect. This suggests that boundary layer growth in extended nanochannels is 

considerably faster than the bubble collapse time. Therefore, for predicting the 

dynamics in extended nanochannels, the assumption of a fully developed boundary 

layer is reasonable, while the viscous correction Eq. (4.25) is suitable for 

microchannels. 
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4.1.2 Mass diffusion on bubble surface 

While the collapse time of vapor bubbles in nanochannels is at most on the 

order of milliseconds, the overall collapse time in our experiment is on the order of 

seconds. The discrepancy leads to the conjecture that the bubble also contains 

noncondensable gases whose mass diffusion may be sufficiently slow to account for 

the experimental observation. The gas contents can possibly come from mass 

diffusion during the expansion phase of laser-induced bubbles or air trapped on 

channel surfaces. 

Analyses of the dissolution of spherical bubbles are found in the work of 

Epstein and Plesset [286]. Here, their analyses are extended to two-dimensional, 

cylindrical gas bubbles that are fixed in space (no translation). Even when the liquid 

is saturated with gases, the bubble can dissolve into the liquid. To be specific, the 

Laplace pressure creates higher gas concentrations at the bubble wall according to 

Henry’s law, and then the mass flux follows Fick’s law. For cylindrical bubbles in 

channels, the Laplace pressure is  

1 2cos
p

R h

     
 

.                                            (4.27) 

Hence, for cases with hydrophilic channel walls (θ < 90°), the overpressure in the 

gas phase is always positive so that bubble dissolution will be observed. 

     If one ignores convection induced by the radial motion of shrinking 

cylindrical bubbles, the mass diffusion obeys 
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c D c
r

t r r r

        
,                                                       (4.28) 

where c is the mass concentration of the gas and D is the diffusion coefficient. The 

concentration field is assumed initially to be uniform with c(r, 0) = ci for r > R. The 

concentration at the bubble wall obeys Henry’s law 

   , s gc R t c p ,                                                (4.29) 

where cs is the concentration at saturation and pg is the gas pressure (pg ≈ p0 + ∆p; p0 

is the ambient pressure or one atmosphere ). The concentration at the far field is  

 lim , ir
c r t c


 .                                                  (4.30) 

The corresponding concentration fields is describled as [287, 288]  
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  

  ,    (4.31) 

where J0 and Y0 are the Bessel functions of the first and second kinds, respectively. 

The mass flux at the bubble wall is then given by 

   
   
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   
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

   
  ,                  (4.32) 

Hence, the rate of change in the mass of bubble contents is written as 

 ,g gm A R m    ,                                               (4.33) 
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where A is the area of the gas-liquid interfaces and approximated by 

 2 cosRh    . The mass conservation also requires 

   ,g g gm A R p R   ,                                              (4.34) 

where ρg is the gas density within the bubble. For isothermal gases, 

0 0g g g gp p  . With Eqs. (4.29) and (4.30), the evolution of the bubble 

dissolution can be expressed as 

 
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2 2 20
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( )
i s g

g g

D tc c pD d
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 
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 


 .                           (4.35) 
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4.2 Fabrication processes and experimental setups 

4.2.1 Glass chip fabrication process flow 

The micro/nanochannel is fabricated in a 25 × 45× 0.07 mm borosilicate 

glass (Pyrex 7740) using standard photolithography and wet chemical etching 

processes as shown in Fig. 4.2. Because of its low coefficient of thermal expansion, 

the borosilicate glass is useful in high temperature application and suitable for 

thermal bonding.  

The design layout of the optofluidic chip is drawn a computer-aided design 

(CAD) program (L-Edit 12.0). A dark field clear feature chrome mask is 

commercially fabricated on a piece of sodalime glass based on the drawing. For the 

microchannel and nanochannel combined chip, the masks for microchannel and 

nanochannel are separated and share the same marks for alignment. 

The glass plate is bathed in acetone and sonicated for 20 min. After that, the 

glass is rinsed by DI water and dried with nitrogen. It is baked on a hot plate at 

105ºC for 5 min before the spin coating. A thin layer of photoresist (AZ9260) is 

spun coated on the wafer at 2000 rpm for 60 s (spin coater: CEE, 200). The resist 

coated glass is soft baked on the hot plate at 105ºC for 3 min. After that, it is 

exposed to UV light for 80 s under the soda lime glass mask (mask aligner: Karl 

Suss MJB4). The exposed glass is put into AZ developer for 2 min to develop the 

pattern, and rinsed by DI water and dried with nitrogen gas. Then, the glass is hard 

baked at 105 oC for 60 min. 
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Figure 4.2: Fabrication process flow of glass chip. 
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The structure on the glass is etched by HF/HCl solution. The wet etching of 

glasses is mainly performed in HF solutions. The etching depth increases with the 

etching time and the concentration of HF. Adding HCl could improve the quality of 

the etching process and make the etched surface much smoother [22]. For the 

etching of microchannel and nanochannel, different compositions of HF/HCl 

solution are used. Microchannels with the height of 3 to 10 µm are etched by using 

an HF/HCl/H2O ratio of 10:6:10 (volumetric ratio). Nanochannels with the height of 

100 to 900 nm are etched by using an HF/HCl/H2O ratio of 1:6:10. The etching time 

is always controlled within 5 min. After the patterned glass being etched, the 

photoresist is removed by acetone and the glass is rinsed by IPA and water. When 

the nanochannels and microchannels are designed on the same chip, the 

microchannels are etched first. Then the cleaned glass with microchannels is coated 

by the photoresist again. The nanochannels are fabricated following the standard 

lithography and etching steps. 

Inlets and outlets are drilled by an ultrasonic driller (Drill Master, SOM-121) 

after the etching process, followed by bonding. The etched glass substrate and 

another cover glass are cleaned in a fresh Piranha solution (H2SO4(%):H2O2(%) = 

3:1) for 45 min, then rinsed 5 times by DI water in an ultrasonic bath for 1 min 

each. The two pieces of glass are carefully aligned and clung to each other by 

pressing by hands. The two glass plates are hold tightly after the intimate contact. 

Strong bonding is performed by fusing the two glass plates in a furnace at 625ºC for 

2 hours with a ramp rate of 5 ºC min-1. A sealed micro/nanofluidic chip can be 

formed after the bonding. 
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4.2.2 Surface treatment of the glass channel 

The optofluidic chips for bubble experiments are made of Pyrex 

(borosilicate glass), which had a hydrophilic surface. A silanization treatment with 

1H,1H,2H,2H- perfluorodecyltrichlorosilane (FDTS, C10H4C13F17Si, 97%, Gelest 

Inc., USA) can make the surface becomes hydrophobic [289]. The organosilane 

molecules absorb onto the surface of the wafer and a Si-Cl group of each 

organosilane reacts with a surface of OH group to form Si-O-Si bonds. The 

remaining Si-Cl bonds on each molecule react with neighboring organosilane 

molecules in the presence of trace preadsorbed water molecules to form a network 

of Si-O-Si bonds over the surface. The presence of a long hydrocarbon chain and 

fluorine atoms in the organosilane compound causes the treated surface to repel 

water and makes the surface hydrophobic. The FDTS treated surface is stable and 

can withstand for a long time, high temperature and different chemical treatments 

[290]. 

DI water is pumped into the channels and flushed for 15 min, then clean 

nitrogen gas is blown into the channels for drying. Next, the channels are pretreated 

by isopropyl alcohol (IPA) and 30% H2O2 for 15 min each and then dried by 

nitrogen. A solution of isooctane containing 2 v/v% FDTS is pumped into the 

channels for 15 min and dried by nitrogen. After that, the channels are rinsed by 

fresh isooctane solvent, ethanol and IPA for 10 min each, and dried by nitrogen 

after being rinsed by each solution. Finally, the glass chip is annealed in an oven at 

100ºC for 30 min. 
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In order to characterize the surface modification results, the contact angle is 

measured. A water droplet is gently placed on the glass surface, and a photograph of 

the side view of the droplet is taken using a CCD camera as shown in Fig. 4.3. 

Without any surface treatment, the hydrophilic borosilicate glass has a contact angle 

of 9°. A silanization treatment with FDTS creates a hydrophobic surface with a 

contact angle of 90°. 

 

4.2.3 Experimental setup 

Figure 4.4 shows the experimental setup which consists of a pulsed 

Nd:YAG laser (Orion, New Wave Research, Fremont, 532-nm, pulse duration 

approximately 6 ns), a digital delay generator (model 575, BNC, USA), an inverted 

microscope (IX-71, Olympus, Japan) and a high speed camera (SA-1.1, Photron, 

Figure 4.3: Photograph of the water droplet on a glass substrate (a) before the

surface treatment and (b) after the surface treatment. 

(a) (b) 

 (b) hydrophilic hydrophobic 

contact angle 

glass 

air 

water droplet 
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USA). The laser beam is expanded by the lenses L1 (f = -30 mm) and L2 (f = 400 

mm), and reflected from mirrors into the microscope. The bubble is generated by 

focusing the laser pulse with the microscope objective (Olympus, water immersion, 

20×, NA = 0.5).  The energy of the laser pulse is controlled by delaying the interval 

between the flash lamp and the Q-switch trigger. The micro/nano-structured 

channel is filled with blue ink (Maxtec Inc., Hongkong), which strongly absorbs the 

green light and yields a good contrast for the bright field illumination. High-speed 
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Figure 4.4: Schematics of the experimental setup for laser-induced bubbles. 
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recording is done at framing rates between 450 000 – 675 000 frame/s with the 

lowest possible exposure time of 370 ns. 
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4.3 Experimental results of microbubble 

 

In this section, the microbubble dynamics are investigated on three different 

boundary conditions as shown in Fig. 4.5. The bubble is generated by the pulsed 
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(a) 

(b) 

(c) 

Figure 4.5: Schematic of the laser-induced microbubble on different boundary

conditions: (a) 1D confined channel, (b) 2D confined channel, and (c) near an

elastic surface. 
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laser in the channel with a height of several micrometers. When the channel length 

(L) and width (W) are much larger than the bubble size (e.g. L = W = 1 mm), the 

microbubble is only confined in the z direction. In other words, the microbubble is 

in a 1D confined channel as shown in Fig. 4.5 (a). When the channel width is 

comparable with the bubble size and the channel length is still sufficiently long, the 

boundaries on the y and z direction will affect the bubble dynamics as shown in Fig. 

4.5 (b). It is called 2D confined channel. When the bubble is generated close to a 

gas/liquid interface which is an elastic surface, the bubble dynamics will be affected 

on the x direction as shown in Fig. 4.5 (c). The details are discussed in the following 

sections.  

 

4.3.1 Microbubble in a 1D confined channel 

Figure 4.6 shows the microbubble evolution in an 8-µm high, 1-mm wide 

and 3-mm long microchannel. Sudden absorption of the pulsed laser energy 

vaporizes the liquid. The hot vapor expands rapidly and reaches the maximum size 

of the microbubble in 2 µs. When the temperature of the vapor decreases, its 

pressure eventually drops to a level lower than that of the outside liquid. The 

unbalanced pressure between the inside and outside of the bubble causes the 

collapse, which is finished within 6 µs. The dynamics are undisturbed by other 

boundaries due to the large distance between the bubble and side walls. Therefore, 

the radial evolution of the microbubble is symmetrical. Since the microbubble 

radius (the maximum value is 22.5 µm) is much larger than the channel height, it 
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shows a cylindrical shape as confined by the top and bottom channel walls. Planar 

bubble dynamics can be described as [291] 

 

 2 21
log

2

R p
RR R R

R 

      ,                                    (4.35) 

where R is the bubble radius, ρ is the liquid density, p is the pressure in the liquid 

far from the bubble, and R∞ is the distance at which the velocity in the fluid has 

dropped to zero. Here R∞ is identified as half of the channel width, since the bubble 

is generated at the center of the channel. Figure 4.7 shows the measured bubble 

radius agrees well with the calculated dynamics from Eq. (4.35). The experimental 

results are also compared with the Rayleigh equation [168] , which can be 

expressed as 

23

2

p
RR R


   .                                                  (4.36)  

Figure 4.6: Photographs of microbubble evolution in a 1D confined channel.  
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As depicted by the dashed line in Fig.4.7, the 3D bubble model predicts a much 

faster collapse than that observed in the experiments.   

In both models described in Eqs. (4.34) and (4.35), the viscosity is 

neglected. The time scale for the diffusive growth of the viscous boundary layer can 

be given by 

2 /t y  ,                                                  (4.37) 

Figure 4.7: Comparison of the measured bubble radii (square) and the model 

predictions for the 3D Rayleigh collapse (dashed line) and 2D inviscid Rayleigh 

type collapse (solid line). The dash-dot line is used to illustrate the bubble 

expansion tendency. 
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where y is the distance that the vorticity can grow from the wall into the channel, ν 

is the kinematic viscosity of the liquid. It roughly takes 16 µs for the boundary layer 

to grow to the center of an 8-µm height channel with ν = 10-6 m2/s. In Fig. 4.7, the 

bubble life time is 7 µs approximately, thus y is estimated as 2.6 µm that is far from 

the center of the channel. Therefore, the measured bubble dynamics shows good 

agreement with the inviscid model.  

However, the dynamics for larger bubbles can no longer be described with a 

simple inertia driven model, i.e. Eq. (4.35). Figure 4.8 shows that the good 

agreement between the 2D inviscid model and experimental results is eventually 

Figure 4.8: Comparison of the bubble dynamics for different sized bubbles with a 

2D inviscid (solid line) and 3D Rayleigh model (dashed line). 
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lost when the bubble radius becomes larger and larger. This is due to the fact that 

the larger bubble has a longer life time, which gives more time for the boundary 

layer to diffuse from the channel wall and affects the inflow. Another reason is that 

the larger bubble is generated with a higher laser energy, which can bring more 

noncondensable gas into the bubble. The collapse process of the microbubble can 

be hindered by the effects of viscosity or increased gas pressure. 

The 2D viscous Rayleigh-Plesset-type model derived in section 4.1 has 

considered the viscosity as well as the noncondensable gas pressure. Figure 4.9 

shows the microbubble radius changes as a function of time when the bubble 

Figure 4.9: Simulation results for 2D viscous Rayleigh-Plesset-type model with 

different viscosities in a microchannel (h = 8 µm).
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content is vapor only. The simulation is based on Eq. (4.21) while the bubble 

pressure p(R) is set as zero. As shown in Fig. 4.9, the collapse rate slows down with 

increasing viscosity. When the viscosity is increased from 0 to 1.5×10-6 m2/s, the 

collapse time is increased from 7.8 to 12.7 µs. That means the viscous force hinders 

the bubble collapse. The collapse dynamics can also be altered by including 

noncondensable gases into the microbubble. Figure 4.10 shows the effect of 

including polytropic gases (κ = 1.0) within the microbubble. The viscosity is 

ignored here. When the initial partial pressure of gases (pg0) is quite small, i.e. pg0 < 

5 KPa, the bubble collapse is almost the same as a pure vapour bubble. As the gas 

amount increases, the overall decay rate is hindered by compression of the gases. It 

Figure 4.10: Simulation results for 2D viscous Rayleigh-Plesset-type model with 

different gas pressure in a microchannel (h = 8 µm). 
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is noted that the simulations show an oscillation after the initial collapse when pg0 is 

larger than 20 KPa (see Fig. 4.10). However, it is not observable in the experiments 

as shown in Fig.4.11.  

Figure 4.11 shows the simulated and experimented bubble collapse with 

different channel heights. In the simulation, the viscosity is set as 1×10-6 m2/s, and 

the initial gas pressure is 15 KPa. With the decrease of channel height, the bubble 

collapse time is prolonged. For instance, when a bubble with the radius of 30 µm is 

in the 10-µm microchannel, its collapse time is 6 µs; when the bubble is in the 4-µm 
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Figure 4.11: Bubble dynamics for 2D viscous Rayleigh-Plesset-type model with 

simulation results in different channel heights: 10 µm (solid), 8 µm (dash), 6 µm 

(dot), 4 µm (dash dot) and 2 µm (dash dot dot), and experiments results in 8 µm 

and 4 µm channel. 
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microchannel, it collapse time is longer than 15 µs. In addition, the bubble 

oscillation occurs with the noncondensable gas, which is especially obvious in the 

8-µm and 6-µm microchannel. The oscillation is not observed in the 10-µm channel 

due to the larger volume of the bubble, which makes the gas pressure being ignored.  

The oscillation is gradually damped with decreasing channel height as in the 2-µm 

channel as shown in Fig. 4.11. The experimental results in the 8-µm and 4-µm 

channels show the same collapse tendency with the simulation results. However, no 

oscillation is observed. The oscillation is possibly affected by the drag force due to 

the wall shear stress. It is expected that in smaller scale confinements, such as the 

nanochannels, the surface forces are going to play a more important role in the 

bubble dynamics. 

In addition, different contact angles have been considered in the simulation. 

A contact angle of 0º and 90º is used to represent hydrophilic and hydrophobic 

surface, respectively.  However, the simulation results do not show any difference 

in the bubbles dynamics. As a result, the effect of surface hydrophobicity on 

microbubbles dynamics can be ignored.  

 

4.3.2 Microbubble in a 2D confined channel 

In the previous section, the bubble is only confined in the z direction 

(channel height h), the microchannel width and length are sufficiently large to 

ignore the boundary effect in the x-y plane. In the following parts, the bubble 

dynamics is investigated in a rectangular microchannel, which offers confinement 

in the y and z direction.  
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Bubbles in a 2D confined channel have received increasingly attentions due 

to their application in the medical fields, such as cavitation therapy in vessels [292]. 

In this type of microchannel, the largely expanding bubble is ellipsoidal and the 

motion remains nearly one-dimensional [293]. However, the experiments have not 

shown a stretch of the bubble in this project. On the contrary, the bubble expansion 

is impeded along the channel.  

Figure 4.12 shows the bubble evolution in a 2D confined microchannel with 

the height of 4 µm. The photographs are taken by the high speed camera from the 

top of channel. The experimental condition is shown in Fig. 4.5 (b), with W = 140 

µm and L = 3 mm. The vapor microbubble appears soon after the laser shooting (t = 

Figure 4.12: Sequential snapshots of a microbubble in the microchannel with the 

height of 4 µm and the width of 140 µm.  
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0). It expands spherically and reaches its maximum radius within 370 ns as shown 

in Fig. 4.12 (a). Instead of growing along the channel, the microbubble constricts in 

this direction as shown in Fig. 4.12 (b)-(e). This is because the liquid is pushed 

towards the channel wall and reflected during the microbubble expansion, which 

causes the transport of vortices to the microbubble boundary along x axis. That 

makes the microbubble boundary to move towards the center of the microbubble as 

shown in Fig. 4.12 (e). When the effect of the vortices fades, the microbubble 

shows an oval shape (Fig. 4.12 (f)). It is noted that the collapse of the microbubble 

in the 2D confined microchannel is asymmetric. The distance between the right and 

left edges of the microbubble (Lx) is decreased faster than the distance between the 

upper and lower edges of the microbubble (Ly) due to the vortices at the beginning 

as indicated in Fig.4.12 (d). The decrease of Lx slows down after 3.3 µs. The 

decrease rate of Lx catches up that of Ly until the microbubble becomes a round-

shape again as shown in Fig. 4.12 (h)-(l).  

Time evolutions of Lx and Ly are shown in Fig. 4.13. Lx decreases faster than 

Ly in the first 2 µs and stay constant until Lx eventually reaches the same value as 

Ly. Since that, the bubble collapses symmetrically. This process is affected by the 

surface tension. At t = 2 µs, the surfaces on the right and left edges of the bubble are 

almost flat, while radii of curvature on the upper and lower edges are much smaller. 

It results in higher Laplace pressure on the upper/lower edge and causes 

asymmetrical collapse. For comparison, another microbubble is created in a 1D 

confined microchannel with the same height and laser energy. Figure 4.14 plots out 

the radial evolution of the 1D confined microbubble (R0). The 1D confined 

microbubble reaches its maximum radius in 2 µs, which is twice as large as the 
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maximum radius of the 2D confined microbubble. However, the microbubble life 

times are almost the same. The collapse time of the 2D confined microbubble is 

much longer than the expected one from Eq. (4.21). It indicates that the 

confinement along the y axis also hinders the bubble collapse rate. 

Figure 4.14 shows the volume evolution of the microbubble in the 2D 

microchannel at different laser energies. The bubble size is increased with the laser 

energy. The initial expansion is always stopped within the first 370 ns. Thereafter, 

the bubble volume decreases fast due to the vortices from the channel walls. The 

Figure 4.13: Distances between the right and left edges (Lx), and upper and lower 

edges (Ly) of the bubble in the 2D confined microchannel are depicted as a 

function of time, and compared with the radial revolution of a 1D confined bubble 

(R0).  
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collapse slows down after a turnover at 1.2 µs approximately. Lager bubble volume 

results in longer collapse time. It takes 12 and 34 µs to collapse at laser energies of 

1.7 and 14 µJ, respectively. In addition, the laser energy also has great influence on 

the collapse rate of the microbubble. The collapse rate can be divided into two 

phases as shown in Fig. 4.14. The collapse is affected by the vortices from channel 

walls in phase I, while the collapse is dominated by inertia in phase II. When the 

laser energy is increased from 1.7 to 14 µJ, the collapse rate in phase I is increased 

from 1×10-3 to 2×10-3 µm3/s. However, the collapse rate is not changed with the 

laser energy in phase II, and almost fixed at 7.5×10-5 µm3/s approximately. It is 

because higher laser energy will accelerate more flows to compress the microbubble 

in phase I, while the collapse is not affected by the laser in phase II.  

Figure 4.14: Volume evolution of the 2D confined microbubble at laser energies of 

1.7, 5.8 and 14 µJ. 
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4.3.3 Microbubble near an elastic surface 

The two previous sections have demonstrated that the microbubble 

dynamics are prominently affected by the restricted solid boundaries. Next, a 

microbubble is generated near an elastic surface in a 2D confined microchannel, 

and its dynamics are studied in details.  

The experiments are done in the same microchannel as in Section 4.3.2. A 

long gas bubble is trapped inside the microchannel while a cavitation bubble is 

generated by the laser on a nearby location as shown in Fig. 4.5 (c). The gas/liquid 

interface can be considered as an elastic surface, which significantly affects the 

dynamics of the laser-induced bubble.  Figure 4.15 shows the evolution of the laser-

induced bubble, which is on the left side of the static gas bubble. The distance 

between the laser spot and the adjacent gas/liquid surface (D) is 85 µm. The bubble 

Figure 4.15: Sequential snapshots of a bubble in a tube microchannel with a 

distance of 85 µm away from a gas/liquid surface.  

0.2 µs 

0.4 µs 

0  

1.5 µs 

3.3 µs 

0.6 µs  

3.3 µs 

3.3 µs 

3.3 µs

Ll Lr 
2Ly

(a) 

(b) 

(c)  

(d) 

(e) 

(f) 

(g) 

(h) 

(i)

20 µm 



Chapter 4 Laser-Induced Micro/Nano-Bubble 

 

 127

grows and reaches its maximum radius at about 1.5 µs. It is obviously expanding 

towards the elastic surface, i.e. the gas/liquid interface. Figure 4.16 shows the 

evolution of the length between the laser spot and each edge as indicated in Fig. 

4.15 (d). The plotted data are normalized by the maximum value of Ly. Here, Lymax = 

23.5 µm. Although the bubble growth on the y axis is still symmetrical, the 

evolutions of the left and right parts of the bubble are much different. Ll has a 

vigorous expansion and recession process, while Lr is decreasing gradually. When 

the microbubble reaches it maximum size, Ll is 2.7 times longer than Lr. This 

asymmetrical expansion is due to the low inertia value of the surface. A rigid 

boundary and a free surface are the examples with different inertia for the extreme 

limits. Whereas a rigid boundary may be regarded as the infinite-inertia limit for a 

Figure 4.16: Evolution of the length between the laser spot and the bubble edges.  
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boundary, a free surface (i.e. interface between the sea and air) corresponds to the 

exact opposite, being the zero-inertia limit. As a consequence, fluid motion is 

directed towards the surface with low inertia during the growth, inducing net cavity 

migration towards the elastic surface. 

Figure 4.17 shows the maximum length of Ll and Lr changes as a function of 

the distance D with different laser energies E. When the laser energy E is increased, 

Ll and Lr are both increased. When the distance D is increased, Ll is rapidly 

decreased, but Lr is not varied. In other words, the distortion of the microbubble 

becomes larger when the distance between the microbubble and the elastic surface 

is shorter. For example, when D is changed from 128 to 64 µm, the difference 

Figure 4.17: Maximum length of Ll and Lr with different distances when E = 5.2 

and 3.4 µJ. 
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between Ll and Lr is increased from 5.4 to 20.8 µm, with E = 5.2 µJ. In some 

situations, the existence of another bubble may compress the expansion of the 

cavitation bubble. Increasing D can increase the maximum volume of the bubble. 

However, in this experiment, the expansion of the cavitation bubble has already 

been compressed by the side channel walls in the microchannel as discussed in 

Section 4.3.2. When another bubble serving as an elastic surface is nearby, the 

bubble will be expanded towards it. According to Bernoulli’s principle, high fluid 

velocity creates a low pressure zone. Since the fluid particle is set into motion by 

the impulse pressure due to laser shooting, the fluid velocity is related to the laser 

energy E and distance D from the laser spot. Decreasing D or increasing E can 

increase the fluid velocity, thus decrease the pressure gradient. Therefore, greater 

elongation of the bubble can be achieved at shorter distance D and higher energy E 

as shown in Fig. 4.17. 

Figure 4.18 shows the volume evolution of the microbubble near an elastic 

surface with different laser energies at D = 64±3 µm. With higher laser energy, the 

bubble has larger maximum volume and longer life time as expected. When the 

laser energy E is increased from 1.3 to 5.0 µJ, the maximum volume of the 

microbubble is increased from 5.2×103 to 7.3×103 µm3, and the collapse time is 

increased from 14 to 20 µs. Figure 4.19 shows the volume evolution of the 

microbubble near an elastic surface with different distances at E = 5±0.4 µJ. 

Although the volume of the microbubble is also varied with the distance D, it does 

not affect the collapse time. When the distance D is decreased from 128 to 64 µm, 

the maximum volume of the microbubble is increased from 4×103 to 7.5×103 µm3. 
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Figure 4.18: Volume evolution of the microbubble near an elastic surface with 

different laser energies at D = 64±3 µm.

Figure 4.19: Volume evolution of the microbubble near an elastic surface with 

different distances at E = 5±0.4 µJ.
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However, the collapse time is almost the same, i.e. 20 µs. It indicates that a fast 

compression is followed by the expansion.  

As discussed for bubble collapse near a free surface, there should be a jet 

that moves in the opposite direction to the growing free-surface spike [186]. 

Although no liquid jet is observed, the movement of the fluid can still be indicated 

from the evolution of the bubble volume. As shown in Fig. 4.19, although the 

bubble maximum volume increases with decreasing distance D, the collapse time is 

almost the same. It means that the bubble collapses faster with shorter distance D. 

Besides inertia, there must be other force to accelerate the bubble collapse [186]. It 

can also be explained as the energy transfer and oscillation. 

Unlike other reported works, vigorous compression and reexpansion of the 

caviation bubble is not observed during the rebound period of the elastic surface. It 

means that the pressure is damped rapidly in the microchannel as well as the energy 

in this oscillating system. When the microbubble grows, the initial kinetic energy 

gradually changes to the potential energy. The residual kinetic energy in the fluid 

depends on the initial location of the microbubble from the elastic surface. There is 

a steep rise in the residual kinetic energy as the distance decreases. Further analysis 

on the microbubble may give a picture about the energy transfer between the 

microbubble and fluids.  
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4.4 Experimental results of nanobubble 

 

Figure 4.20: (a) Schematics of the laser-induced nanobubble in the micro-

nanofluidic channel. Side view of the nanobubble in the (b) hydrophilic and (c)

hydrophobic channel. 
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In this section, the nanobubble dynamics are investigated in nanochannels 

with the height (h) of 300 to 900 nm. The experiments are conducted in a micro-

nanofluidic chip as shown in Fig. 4.20 (a). The liquid is injected through 

microchannels into the nanochannel whose length (L) is 3 mm and width (W) is 1 

mm. The bubble is generated in the centre of the nanochannel. The discussions are 

focused on the effect of the channel height and surface wetting condition (Fig. 4.20 

(b)-(c)). 

 

4.4.1 Effect of channel height 

Figure 4.21 compares the dynamics of bubbles generated in channels with 

heights of 8 µm and 700 nm at the same laser energy in the lateral center of the 

channel. Linear absorption of the laser energy leads to the explosive vaporization of 

the liquid and the rapid expansion of a bubble centered around the focal spot. The 

bubble is constrained into an approximately cylindrical shape by the top and bottom 

surfaces of the channel. After expansion, the pressure imbalance between the inside 

and outside of the bubble causes it to collapse. Although the laser energy for both 

cases in Fig. 4.21 is very similar, a much smaller bubble radius is obtained in the 

nanochannel than that in the microchannel. This is likely caused by the fact that 

much less liquid is available for vaporization in the nanochannel as well as the 

largely different viscous pressure head in both channels. While the expansion phase 

is resolved with two frames for the microchannel, the bubble reaches its maximum 

size within less than 0.4 μs. The comparable collapse times with rather different 

maximum bubble radii indicates that the collapse is strongly hindered by the 
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confinement. It is also noteworthy that even after the vapor-bubble-type collapse 

(the so-called Rayleigh collapse), a residual bubble remains for some longer time 

(here depicted after 15 ms). As discussed further below this is a slowly diffusing 

gas bubble. Due to the small channel height, even minute gas bubbles remain 

visible. A model to account for the fast dynamics is first discussed and then the 

dissolution of the bubble is modeled. 

  Due to the taller channels, previous studies ignore viscosity and surface 

tension on the bubble dynamics. However, the duration, δt, for a boundary layer to 

Figure 4.21: Cavitation bubble evolution in (a) micochannel (h = 8 µm) and (b) 

nanochannel (h = 700 nm). 
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grow in the vertical direction, z, can be approximated with δt  ≈ z2 / ν. Thus the 

boundary layer reaches the center of the nanochannel within less than a 

microsecond for all nanochannels studied in this work. 

Figure 4.22 demonstrates the importance of the viscosity on the bubble 

dynamics in the extended nanochannel. The measured (circles) and calculated (solid 

line) bubble dynamics including viscous effects, Eq. (4.21), shows a good 

agreement. In contrast, the inviscid model (dashed line), Eq. (4.35), predicts a much 

faster shrinkage in the nanochannel, but is still applicable in the microchannel 

Figure 4.22: Comparing the radial dynamics of a bubble in nanochannel with h =

700 nm (circle) and microchannel with h = 8 µm (hollow square) with a viscid 2D

model (solid line) and inviscid 2D model (dashed line). Left axis is for the bubble in

nanochannel and right one is for the bubble in microchannel. 
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 (square symbols). Moreover, the initial collapse of a vapor bubbles with an initial 

radius of about 5 μm in the extended nanochannels with heights between 300 nm 

and 700 nm is examined in Fig. 4.23. It is clearly seen that the rate of bubble 

collapse slows down in the thinner channel due to an increase in the wall shear 

stress. The same trend is also well predicted by the viscous Rayleigh-Plesset-type 

model. 
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Figure 4.23: Dynamics of cavitation bubble in nanochannels of variable heights: 

700 nm (circle), 500 nm (triangle) and 300 nm (square). 
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4.4.2 Effect of surface hydrophilicity 

Both for the diffusion dominated shrinkage of the remaining gas bubble as 

well as for the inertial bubble dynamics, the contact angle θ is important. To 

demonstrate this feature of extended nanochannels, the inertial collapse time and the 

succeeding diffusion governed shrinkage are compared for hydrophilic and 

hydrophobic channels. The last term in Eq. (4.22) serves as a constant driving 

pressure accelerating the collapse. This speeds up the bubble collapse in the 

hydrophilic channels. Fig. 4.24 depicts the inertial collapse time of bubbles of 

different maximum radii in an extended nanochannel of height h = 800 nm. The 

Figure 4.24: Collapse time as a function of the maximum radius of bubble in the

hydrophilic (square) and hydrophobic (circle) nanochannels. The lines show the 

predicted effective viscosities as 0.4 × 10−6 m2/s (solid line), 0.5 × 10−6 m2/s 

(dashed line) and 0.6 × 10−6 m2/ s  (dashed-dotted line). 
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slopes for the hydrophobic and hydrophilic cases are markedly different; and as 

expected, bubbles in the hydrophilic channel collapse in a 1/3 of the time as 

compared to those in a hydrophobic channel (9 μs as compared to 29 μs for a 13-μm 

radius bubble). Interestingly, for the same laser energy, much larger bubbles can be 

generated in hydrophobic channels. It is speculated that the rapid expansion process 

a three phase contact line is formed, whereas a thin water film remains on the 

surface in the hydrophilic case. Yet, the temporal and spatial resolutions of the 

current equipment cannot test this hypothesis. The dynamics are also compared with 

the model and a reasonable agreement is found. The initial partial pressure of the 

gas is unknown and the viscous Rayleigh model is integrated by neglecting for an 

empty void. Further, some heating of the liquid is expected due to the laser pulse 

and the illumination. To account for the temperature dependent viscosity, the results 

for the range from  = 0.4 × 10-6 to 0.6 × 10-6 m2 /s are shown.  

Next, the gross bubble dynamics are compared including the slow diffusion 

of the bubble, Eq. (4.34), see Fig. 4.25. The fast inertial dynamics for the 

hydrophobic and hydrophilic surfaces agrees nicely with the model. The experiment 

shows that the bubble lifetime of the remaining bubble in the hydrophobic channel 

is about thirty times longer than that in the hydrophilic channel, i.e. 1.2 s and 40 ms, 

respectively. Note that the assumption of 2D concentration fields is valid only for 

cylindrical bubbles (θ = 90°), thus in the hydrophobic channels where a good 

agreement is obtained. Hydrophilic channels cause a height dependent 

concentration field due to the small contact angle and can therefore not be described 

with Eq. (4.34). This may explain the difference between the model and the 

hydrophilic channel experiments.  
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Here, a static contact angle is used as a representative value in the 

calculations for the moving contact line, because the (advancing) dynamic contact 

angle, which is larger than the static one, is unknown in the experiment. The 

difference between the static and dynamic contact angles (i.e. contact angle 

hysteresis) depends on the roughness of material surfaces and the velocity of 

moving contact lines [23]. For bubble dissolution driven by mass diffusion, the 

bubble collapse rate is sufficiently slow to expect negligible hysteresis effect. 

However, the vapor collapse rate is rather fast so that such effect may come into 

10-6 10-5 10-4 10-3 10-2 10-1 100
0

6

12

18
 

 

 hydrophilic

R
 (
m

)

t (s)

10-6 10-5 10-4 10-3 10-2 10-1 100
0

3

6

9

 

 

hydrophobic
R

 (
m

)

Figure 4.25: Comparison of the bubble dynamics in the hydrophilic and 

hydrophobic nanochannels together with the model predictions. 
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play. However, the surface roughness of the channel created by wet etching is at 

most 5 nm, which is much smaller than the channel dimensions. It is thus expected 

that calculation errors due to the variation of the contact angle are less than or 

comparable to those from the uncertainty in liquid viscosity. In Fig. 4.26, the effect 

of increasing the contact angle by 10º is examined. While very little effect is seen 

for the hydrophilic case, the variation gives rise to 30% error in predicting the 

collapse time of the vapor bubbles for hydrophobic surfaces.  

Figure 4.26: Simulation of the collapse time as a function of the maximum radius 

for varying contact angles in an 800-nm high extended nanochannel and viscosity 

of ν = 0.5 × 10-6 m2/ s. 
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4.5 Summary  

This chapter focuses on the study of bubble dynamics in a confined 

environment: from microscale to nanoscale, and from 1D to 2D confinement. The 

theoretical analysis investigates the radial motion of a cylindrical vapor bubble 

starting from the Navier-Stokes equation. A Rayleigh-Plesset-type equation that 

accounts for the shear stress from channel walls and surface tension is derived. 

Moreover, the dynamics of a cylindrical gas bubble due to mass diffusion is 

explored. The theoretical models are verified in a micro/nanofluidic chip, which is 

designed and fabricated by using borosilicate glass. Experimental results 

demonstrate that the viscosity and surface tension play important roles on the 

bubble dynamics in the confined channels. With the decreasing of channel height, 

the bubble life time is prolonged. This study provides new insights in the cavitation 

dynamics especially for these practical situations where the fluid dynamics is 

severely affected by confinement. 

The innovation of the study on the bubble dynamics in micro/nanochannels 

is summarized as follow, 

a) A theoretical model is derived to describe the dynamics of a confined 

cavitation bubble. This model considers the channel height as a critical 

factor, and including the effects of the surface tension and viscosity. 

Therefore, it is applicable for both microchannel and nanochannel, 

overcoming the shortages of other models, which diverge from the 

experimental data when the channel dimension decreases. 
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b) Different boundary conditions are experimentally realized on the 

microbubbles. These experiments do not only verify the applicability of the 

theoretical model for the 1D confined microbubble, but also demonstrate the 

bubble behavior under 2D confinement with/without an elastic surface 

nearby. 

c) The nanofluidic dynamics is approaching by using an extended nanochannel 

which has only one dimension in the nanometer scale, i.e. hundreds 

nanometer height. It lowers the request for the fabrication techniques. In 

addition, the cavitation bubble created in the extended nanochannel reaches 

lateral extension of several micrometers that is sufficiently large to observe 

with standard high-speed photography. Previous studies on nanobubbles 

seldom use this kind of direct observation methods. 
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 CHAPTER 5 

JETS PENETRATION BY TWO BUBBLE 

INTERACTION 

 

This chapter presents the dynamics of micro/nano-jet that is generated when 

a static gas bubble is impacted by a laser-induced cavitation bubble in a 

micro/nanochannel. In the microbubble interaction, the whole process of the 

microjet is theoretically and experimentally studied, which includes the flow 

focusing, jet penetration and retraction. High shear stress causes rupture of the gas 

bubble during the jetting in the confined environment. The breakup mechanism of 

the pinched-off microbubbles is analyzed based on the Plateau-Rayleigh instability. 

Based on the experimental results of the nanobubble interaction, it shows that the 

fast jetting process is in a much shorter time than that occurs in the microbubble 

interaction. The nanojet is in the shape of a thin sheet that is much thinner than the 

channel height. New phenomena with the rupture of the thin liquid sheet are 

experimentally presented and discussed. 
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5.1 Theoretical modeling 

In this chapter, the liquid jet dynamics are studied with the transient bubble-

bubble interaction in a confined channel whose height is changed from microscale 

to nanoscale. The dynamics are highly depending on the dimension of the thin film. 

 

5.1.1 Cavitation induced jet 

The asymmetric collapse of a cavitation bubble near a rigid boundary is 

always accompanied with a high-speed liquid jet directed towards the boundary 

[187, 226]. On the contrary, the jet is directed away from a free surface [294]. It has 

been demonstrated that the movement of the liquid jet depends on the physical 

properties of the boundary condition and that the energy is transferred from the 

bubble to liquid. In this section, the jet is analyzed using an impulse pressure 

description, and the jet velocity and the control parameters are studied.   

Laser induced pressure wave 

Optical breakdown leads to a plasma formation by the absorption of a 

focused laser pulse in the liquid. The plasma formation is accompanied with the 

generation of shock wave and cavitation bubble expansion. In order to characterize 

the shock wave propagation, the pressure amplitude at the shock front is 

investigated.  
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For incompressible and irrotational flow, the velocity vector in the function 

of a potential ϕ can be described as 

u  ,                                                         (5.1) 

which satisfies the Laplace equation 

2 0  .                                                       (5.2) 

The velocity potential for the motion of the liquid with spherical symmetry can be 

expressed as 

2R R

r
 


.                                                       (5.3) 

where R is the bubble radius, r is the distance from bubble center. The pressure in 

the liquid found from the Bernoulli equation is  

2
0

1

2
P P

t

 
    


,                                           (5.4) 

Figure 5.1: Schematic illustration of the jet formation induced by a laser bubble

micro/nanochannel.  
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where ρ is the liquid density, and P0 is the hydrostatic pressure. In far field, the 

quadratic term is negligible. The shock wave pressure can be expressed as  

P
t

 
 


.                                                       (5.5) 

From Eqs. (5.3) and (3.5), it is found that the pressure amplitude decreases 

inversely with the distance, and can be stated as 

1
P

r
 .                                                           (5.6) 

As discussed in Ref [16], the energy dissipated by the shock wave at points beyond 

a surface must be equal to the work done in the displacement of this surface by the 

shock wave. The work done on a surface having a radius r0 before the arrival of the 

shock front at time t(r0) is given by 

0

2
0( )

4
t r

W r Pudt


  .                                                                    (5.7) 

The liquid particle velocity u can be expressed as 

0P P
u

c


 ,                                                  (5.8) 

where c is the speed of sound in the liquid. The shock wave energy can be estimated 

from Eqs. (5.7) and (5.8) as 

0

2
20

( )

4
sw t r

r
E W P dt

c





   ,                                                         (5.9) 

when the hydrostatic pressure P0 is neglected. It is known that most of the injected 

laser energy serves to heat the liquid while the remains is dissipated by the emitted 

pressure wave, and the shock wave energy is proportional to the laser energy E 
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[295]. The relationship between the laser energy and pressure difference can be 

expressed as 

1

2P E  .                                                     (5.10) 

Flow focusing 

The pressure wave travels for a distance D and reflects on the surface of the 

gas bubble. The reflections of the pressure wave on the gas/liquid interface result in 

a pressure gradient ∆P between the cavitation bubble and the surface of the gas 

bubble as shown in Fig. 5.2. When the liquid is set into motion, the curved surface 

converges the liquid towards the center of the curvature. With the impulsive 

pressure shown in Fig. 5.2, each fluid particle is supposed to acquires a velocity U0 

before reaching the gas bubble surface. The fluid particles move towards the center 

of the curvature with the velocity of Un, which is expressed as  

 0
ˆ ˆnU U j n  ,                                                              (5.11) 

where ĵ  is the unit vector in the x direction, and n̂  is the normal unit vector which 

is perpendicular to the tangent line on the bubble surface. Figure 5.3 illustrates the 

distribution that is considered as an equal momentum distribution within the liquid. 

The bubble surface evolution is only considering the displacement in x direction. 

After ∆t, the point (
ix , iy ) on the bubble surface moves to (

ix x  , iy ). The 

displacement can be expressed as 

 0
ˆ ˆnx U t U j n t       .                                                   (5.12) 

It demonstrates that the flow is focused on the axial of the bubble in the x-direction. 

However, it is hard to estimate the accurate axial jet velocity in a simple simulation  
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Figure 5.2: Schematic of flow focusing on the target bubble surface that is impacted

by the pressure wave generated from the laser-induced bubble.  
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Figure 5.3: Simulation of shape change of the target bubble due to the flow

focusing. The bubble surface is concaved from point A to B. 
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without considering the tangential components of the flow. 

Jet penetration 

In the case of jetting caused by the reflection of a shock wave from the 

gas/liquid interface, the velocity of the liquid jet Ujo is twice the liquid velocity Up 

caused by the shock wave. From the conservation of momentum, the pressure wave 

strength can be estimated as 

1

2 joP cU  ,                                             (5.13) 

where c is the speed of sound in the liquid. 

When only considering the dependency of the jet velocity on the pressure 

wave strength, the jet velocity in a function of energy E and travel distance D of the 

shock wave can be described as 

 
1

2

0 0
th

j

E E
U C

D


 ,                                           (5.14) 

where C0 is a constant factor, and Eth is the energy threshold.   

Jet retraction  

When the jet reaches its maximum length, the retracting process begins as 

shown in Fig. 5.4. While the initial jet penetrating process is dominated by inertia, 

the jet retracting process is controlled by the viscosity and surface tension force. 

The velocity distribution of the flow is supposed to be parabolic with the maximum 

velocity Um at the center and can be described as 
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 
2

2
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4
mU h

U z z
h

 
  

 
 ,                                   (5.15) 

where h is the channel height. The shear velocity is  

2

8
m

dU z
U

dz h
  .                                               (5.16) 

The viscous force is expressed as  

1 1

2

4 m

h
z

UdU
F A A

dz h  


  ,                                    (5.17) 

Figure 5.4: Schematic geometry of the liquid jet, which is the zoom-in view of the

framed part in the inset. 

 U0    
U

xliquid jet 

W 

L 

h 

w 

liquid jet 

A2 

A1/2 

x 

y 

x 

z 
y



Chapter 5 Jet Penetration by Two Bubble Interaction 

 

 151

where A1 is the area of jet contacted with the channel wall. Suppose W is the width 

of the liquid jet and L is the jet length, then 

1A LW .                                                   (5.18) 

The surface tension force is expressed as 

2 2
1 2

1 1 2 2
F A A

R R h w  
         

  
 ,                                (5.19) 

where A2 is the surface area of the jet tip and can be approximately expressed as 

2A hw .                                                        (5.20) 

By balancing the viscous force and surface tension force Fµ = Fσ, the jet retracting 

velocity can be deduced from Eqs. (5.15) and (5.17) as 

2 1 1

2r m

h w
h w

U U
LW

 



  
    .                                      (5.21) 

When the jet is moving, the advanced contact angle could be 90º. In that case, the 

surface tension force is 

22A
F

w


 .                                                    (5.22) 

Then, the jet retracting velocity can be simplified as 

                        
2

2r

h
U

LW

 


 .                                                  (5.23)    
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5.1.2 Transient plane Poiseuille flow 

As discussed in the flow focusing section, the displacement of the gas/liquid 

interface is different in the vertical direction due to the high shear stress near the 

channel wall. A very small fraction of the liquid receiving the initial impulse and 

focusing into the jet is in contact with the wall, and therefore its motion is not 

significantly affected by the pressure wave. The velocity profile in the channel is 

discussed here. 

In the case of rectilinear flow along the x axis, the y and z components of the 

equation of motion are satisfied by the pressure distribution as 

0( ) ( )y zp t x g y g z p      ,                                   (5.24) 

where p x    is the streamwise pressure gradient. The x component of the 

equation of motion provides an unsteady conduction equation for the streamwise 

velocity component ux, 

2 2

2 2
( )x x x

x

u u u
t g

t y z
   

   
       

.                           (5.25) 

Time-dependent pressure-driven (Poiseuille) flow is in a channel confined 

between two parallel walls located at z = 0 and h. The unidirectional flow is due to 

the application of a constant pressure gradient. After separation of variables and 

using Fourier expansions, the velocity profile is obtained as [296] 

 
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2
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
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  
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The velocity vanishes at the initial instant, t = 0. At long times, it recovers the 

Hagen-Poiseuille parabolic profile. 

Figure 5.5 shows the simulation result of the velocity profile in a 

microchannel with the height of 4 µm. The source of the impulsive pressure is 100 

µm away and the pressure gradient is 15 MPa. The liquid in the microchannel is 

water (ρ=1×10-3 kg/m3, ν =1×10-6 m2/s).  The flow velocity is almost the same 

except a small part of flow near the channel wall. Due to the non-slip boundary 

condition, the velocity is zero on the channel wall, and increases to 90% of the 

maximum velocity when the flow is 240 nm away from the wall as shown in Fig. 

5.5. That means the plane pressure wave assumption is applicable in most part of 

the channel. However, a thin layer near the channel has a relative low velocity. It 

Figure 5.5: Velocity profile of Poiseuille flow in a microchannel. 
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makes the acceleration of the interface to be affected by the velocity profile. When 

the gas in the center of the channel is moved with the velocity of umax, the gas close 

to the channel wall is almost static. Therefore, a thin layer of gas with the thickness 

of hundreds nanometer is attached to the channel wall.  

 

5.1.3 Jet break up and instability 

The deformation of the existing gas bubble is amplified by the Richtmyer-

Meshkov instability, which arises when a shock wave interacts with an interface 

separating two different fluids. The basic mechanism for the amplification of  

perturbations at the interface is baroclinic vorticity generation resulting from the 

misalignment of the pressure gradient of the shock and the local density gradient 

across the interface [297]. Therefore, a thin layer of gas attached to the channel wall 

is pinched off from the main part of the gas bubble.  

 When surface tension changes the remained gas layer into a thin cylinder, it 

subsequently breaks up into small bubbles due to Rayleigh-Plateau instability. 

Figure 5.6 shows the cylindrical column which is comprised of the fluid of density ρ 

and bound by surface tension σ. The stability of the column is broken by random 

perturbations, which are resolved into sinusoidal components. When the effect of 

the surrounding fluid is neglected, the wavelength of the varicosity corresponding to 

the mode of maximum instability is found to be [246] 

                  4.51 2a   ,                                                      (5.27) 
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where a is the radius of the cylinder. However, the viscosity (µ) is not negligible in 

practical situations. The classical stability analysis of Tomotika [256] for a viscous 

cylinder jet predicts that the unstable mode with the largest growth rate corresponds 

to  

2
0.47

a


 ,                                                      (5.28) 

for µi/ µo=0.02, assuming the cylinder is air (µi = 1.78 × 10-5 Pa s) and surrounded 

by water (µ0= 1 × 10-3 Pa s). The maximum instability is given by  

6.68 2a   .                                                    (5.29) 

The characteristic break up time scale can be estimate as [298] 

Figure 5.6:  Schematics of the cylindrical column in (a) steady state and (b)

perturbed state.  
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3

breakup

a
t




 ,                                                  (5.30) 

where ρ is the density of the cylinder and σ is the surface tension. When a = 1 µm, 

tbreakup is 120 ns, which means that the breakup process is too fast to be recorded by 

the current high speed camera (exposure limitation is 370 ns). 
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5.2 Experimental results of microjet 

 

The microjet is generated in a microchannel with the height of 4 µm, and the 

width of 140 µm. The fabrication processes and experimental setup are the same as 

discussed in Chapter 4.  

Figure 5.7: Sequential snapshots showing the interaction between a laser-induced 

cavitation bubble and a nearby gas bubble.  
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Figure 5.7 shows the dynamical evolution of an initially stationary bubble 

(B1) perturbed by a nearby laser-induced bubble (B2) at E = 4.1 µJ and D = 85 µm. 

The laser bubble reaches its maximum volume at 1.5 µs and collapses in 20 µs. It 

expands towards the target bubble due to the easier displacement of the flow fields 

near a gas/liquid interface. This boundary can be regarded as the zero-inertia limit. 

Boundary on the opposite direction is far enough (i.e. 1 mm) for not perturbing the 

flow motion. The maximum volume of the bubble (150×103 µm3) near the 

gas/liquid interface is much larger than the single bubble expansion with the same 

energy (~2.5×103 µm3) as discussed in chapter 4. At the same time as the laser 

bubble expansion, a strong pressure gradient causes the gas bubble to deform 

leftward as shown in Fig. 5.7 (c). An axial liquid jet is formed and starts to retract 

just after the laser bubble reaching its maximum volume as shown in Fig. 5.7 (d). 

During this two bubble interaction, a part of the gas bubble is pinched off from the 

main body (Fig. 5.7 (e)), and forms small bubbles in front of the jet (Fig. 5.7 f)). 

The jetting process, laser bubble revolution and shattered bubbles are discussed in 

details separately. 

 

5.2.1 Jetting process 

The whole jetting process is divided into three parts: flow focusing, jet 

penetration and retraction as shown in Fig. 5.8. When the laser bubble expands, a 

pressure wave is propagating towards the target bubble, and the flow is focused by 

the bubble surface as shown in Fig.5.8 (a)-(d). When the bubble surface becomes 

almost flat, the flow focusing leads the liquids to be converged to the axial of the 
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bubble as shown in Fig.5.8 (e). The jet keeps penetrating into the target bubble and 

reaches its maximum length at 3.2 µs approximately (Fig. 5.8 (j)). Thereafter, the 

jet slowly retracts and the bubble returns into the elliptical shape as shown in Fig. 

5.8 (k)-(o). 

Figure 5.8 (a)-(e) show the simulated bubble shapes (blue lines), which are 

only considering the x-axis component of the liquid velocity (as described in Eq. 

(5.12)). In a thin channel, the fluid velocity in the center of the channel is larger 

Figure 5.8: Sequential snapshots showing evolution of the target bubble when a

cavitation bubble is generated nearby at t = 0.  
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than that near the channel wall due to the high shear stress. It makes the bubble 

surface displacement to be different along z direction. Here, two curves are 

simulated at z = 0 and z = h/2, which are corresponding to the bubble surface 

deformation in the center of the channel and near the channel wall, respectively. 

The simulated result agrees well with the real bubble deformation in the initial 0.4 

µs. When the interface becomes almost flat, the tangential components of the flow 

focus on the center and form a jet with high velocity.  

Figure 5.9 shows the temporal evolution of the jet velocity and jet length 

which is the distance between the original position of the bubble surface and the jet 

tip. The velocity acceleration is not observed in the experiments. That means the 
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the definition of the parameter. 
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flow focusing has not increased the velocity but just concentrated the liquid 

particles. The initial jet velocity depends on the pressure wave strength. The initial 

jet velocity is 35 m/s approximately as shown in Fig. 5.9. The relative high 

Reynolds number (~130) indicates the initial jet penetrating process is dominated by 

inertia. The thickness of the boundary layer gradually increases with decreasing 

flow velocity. From 2 /t y  (δt is the boundary diffusion time, y is the thickness 

of boundary layer, the kinematic viscosity ν = 1×10-6 m2/s), the boundary layer is 

estimated to reach the center of the channel in the initial 2 µs. That means the 

viscosity and surface tension become important after 2 µs. When the jet reaches its 

maximum length around 3 µs, the surface tension begins to drive the jet to retract. 

The jet velocity increases to 2.5 m/s in 1 µs in the retracting process, The 

corresponding Capillary number is 0.03 and Weber number is 0.3. That means the  

jet retracting process is dominant by surface tension force. The retracting velocity is 

estimated as 2 m/s approximately by putting the experimental parameters into the 

Eq. (5.23). It demonstrates that the jet retraction mainly controlled by the surface 

tension and viscous force. Figure 5.9 shows the velocity slowly decreases after the 

first 1 µs, because the surface tension force gradually decreases when the jet tip 

becomes smooth and wider.  

The strength of the jet impact is increased by increasing the energy or 

decreasing the distance between the two bubbles. The former increases the pressure 

and the velocity of the laser-induced flow front, and the total duration for the 

expansion stage of laser bubble. The latter increases the initial impact. Figure 5.10 

demonstrates the transient stages at 3.3 µs with the same distance D = 90 ± 3 µm, 

when the laser energy E is 1.7, 3.6, 5.4 and 6.5 µJ, respectively. When the energy is 
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1.7 µJ, a weak axial jet only forms a nipple on the right edge of the target bubble. 

The average penetration of the jet into the target bubble increases with the laser 

energy. The jet length increases from 25 to 64 µm when the energy is changed from 

1.7 to 6.5 µJ. Figure 5.11 shows the transient stages at 3.3 µs with fixed laser 

energy E = 6.0 ± 0.4 µJ, when the distance D is 158, 130, 90 and 55 µm, 

respectively. The results show that the jet penetration increases with the decreasing 

distance D. In addition, the jet impact is more vigorous at shorter distance as shown 

in Fig. 5.11 (a).   

Figure 5.12 shows the jet velocity as a function of laser energy E for 

different distance D. The plotted jet velocity is the slope of jet length versus time 

curve in the first 1 µs. It can be considered as the initial jet velocity Uj0. The jet 

velocity is increased with the laser energy, and the increase rate is higher with a 

shorter distance D. For instance, when the laser energy is increased from 3 to 6 µJ, 

the jet velocity is increased from 14 to 23 m/s at D = 128 µm, while from 72 to 115 

19.7

36.2

Figure 5.10: Photographs of the microjets with varied laser energies E: (a) 1.7 µJ,

(b) 3.6 µJ, (c) 5.4 µJ and (d) 6.5 µJ, when D = 90 ± 3 µm at t = 3.3 µs.  

(b) 

(c)

(d) 20 µm

(a) 
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m/s at D = 32 µm. The corresponding increase rates are 3 and 14 m/s·µJ, 

respectively.  

As discussed previously, the jet penetrating velocity only depends on the 

pressure wave strength. Considering the Eq. (5.14), the dependency of the jet 

velocity on the energy can be expressed as  

 
1

2
0 ( )j thU f D E E .                                            (5.32) 

The factor f(D) embodies the dependence on the distance D. Eth is determined as 1 

µJ from Fig. 5.12.  The value of f(D) for a certain distance D can be obtained from 

the fitting curve.  

0.3 

Figure 5.11: Photographs of the microjets with varied distances D: (a) 55 µm, (b) 

90 µm, (c) 130 µm and (d) 158 µm, when E = 6.0 ± 0.4 µJ at t = 3.3 µs. 

(b)

(a) 
.

(c)

(d) 20 µm 
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Figure 5.12: Jet velocity as a function of the laser energy with different distances. 

Figure 5.13: Jet velocity as a function of the distance with different laser energies. 
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Figure 5.13 shows that the jet velocity is inversely proportional to the 

distance under certain laser energy. When the distance is increased from 32 to 128 

µm, the jet velocity is decreased from 76 to 18 m/s at E = 3.6 µJ, and 108 to 25 m/s 

at E = 6.4 µJ. The relationship between the jet velocity and the distance can be 

described as 

0

( )
j

g E
U

D
  .                                                    (5.33) 

C0 in Eq. (5.14) can be expressed as 

 
0 1

2

i
i i

i th

g
C f D

E E
  .                                          (5.34) 

A group of fi (Di) and gi (Ei) are obtained from the fitting data in Fig. 5.12 and Fig. 

5.13. Based on Eq (5.34), C0 is calculated as 1.475 ± 0.12 kg/s. Therefore, the jet 

can be reproducible and controllable by using the empirical equation, which can be 

described as 

 
1

2

0

1
1.475j

E
U

D


 .                                          (5.35) 

 

5.2.2 Shattered bubbles 

The most interesting part of our experiments is the shattered bubbles. This 

phenomenon is not reported in other bubble interactions in the bulk liquid or 

channel with larger diameter. Figure 5.13 demonstrates the typical consequence 

snapshots of the fragmentation of the front part of the target bubble with different 
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Figure 5.14: Typical sequence snapshots with (a) E = 4.9±0.5 µJ, (b) E = 6.0±0.5 

µJ and (c) E = 7.1± 0.5 µJ, when D = 64±3 µm.  
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laser energies. The beginnings are similar for the three consequences. However, 

when the laser energy is increased from 4.9 to 7.1 µJ, the number of shattered 

bubbles is increased from 2 to 4, as shown in Fig.5.14 (a) and (c). The pressure 

wave generated by the laser bubble pushes the target bubble surface towards its 

center. A thin layer of gas is attached to the channel wall due to the shear stress 

from the wall, as shown in the frame of 0.3 µs, Fig. 5.14. The thin layer is pinched 

off from the target bubble and constricted into curved gas cylinder from 0.6 to 1.2 

µs. At about 1.5 µs, tiny perturbations caused instability waves appear. With further 

evolution of the instability, the neck between each two segments breaks up and the 

gas cylinder is shattered into small bubbles as shown in the frame of 2.1 to 6.9 µs. 

In this process, classical hydrodynamic instability caused breakup competes with a 

shrinkage mechanism in order to reduce the surface energy. The breakup of the 

curved cylindrical gas does not like a falling stream which can be considered as 

infinite long [246], or a liquid toroid whose wavelength of the instability must be 

commensurate with the tube’s circumference [24, 25]. The curved gas cylinder is 

affect by the connecting points with the main part of B1. From the frame of 1.2 µs in 

Fig. 14 (c), it is seen that the cylindrical gas is separated into four segments. 

However, the segment number reduces to two due to the boundary condition 

affected by the ends of the curved cylinder. Although the wavelength of instability 

depends on the radius of the cylindrical, the wavelength can be changed resulting 

from environmental perturbation (i.e. nozzle of jets) [252].  

It is astonished that the two segments finally are divided into four small 

bubbles as shown in Fig. 5.14 (c). A reasonable explanation is that there are two 

layers of remaining gas attached to the top and bottom channel wall respectively 
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and each layer is divided into two bubbles as shown in the frame of 3.6 µs, Fig. 5.14 

(c). If the two layers do not break up, each cylinder shrinks into one bubble, as 

depicted in Fig. 5.15 (a), and the final number of the shattered bubbles should be 

two. If one layer of gas breaks into two bubbles while another layer turn into one 

bubble, the final bubble number is three as shown in Fig. 5.15 (b). Based on the 

Figure 5.15: Sketch for breaking up of the gas cylinders with different numbers of 

shattered bubble. 

(a) 

(b) 

(c) 
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double layer assumption, the thickness of each gas layer can be estimated by 

assuming the volume of the shattered bubbles to be the same as the ruptured gas. 

The average thickness of the gas layer is 200 nm at 0.3 µs in Fig.14. It agrees with 

the measured value by taking advantage of the relationship between the thickness of 

the gas layer and the gray value in the figures.  

In Fig. 5.14, the number of the shattered bubbles is two, three and four, and 

the corresponding average laser energy is 4.9, 6 and 7.1 µJ, respectively. It 

illustrates that the fragmentation number of the shattered bubbles is associated with 

the laser energy. For lower laser energy, the shrinkage of the cylinder width is slow 

and its length keeps shortened as the connecting points between the main part and 
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Figure 5.16: Histogram of the number of shattered bubbles for different energies 

with D = 64±3 µm. 
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the cylinder are pushed to the axis. For such short cylinder, only the shrinkage of 

the cylinder causes the subsequent shape transformation. Figure 5.16 depicts the 

statistical results for the fragmentation number of the shattered bubbles with varied 

laser energy and fixed distance D = 64 µm. Those data are collected from 250 

groups of experiments. When the laser energy is lower than 1 µJ, the shattered 

bubble is seldom observed. Even if one bubble is remained after the impact, it is 

quite small and diffuses into the liquid quickly. With the increasing energy, the 

probability for a higher number of shattered bubbles increases. In most case, the 

pinched-off part will be shattered into 2 or 3 bubbles. The probability is as high as 

91% when the laser energy is between 3 to 7 µJ. However, the appearance of 4 

bubbles is dominant (P = 87%) as the laser energy is higher than 7 µJ. Since the 

surface tension takes over after the jet reaches its maximum length, the connecting 

points between the main part of gas bubble and the thin thread are pushed towards 

the axis. At the same time, the cylinder gradually becomes shorter. With higher 

laser energy, the jetting process is longer and the thread is longer when the break up 

happens. That makes the thread to be broken into more bubbles when the laser 

energy is higher.  

The classical stability analysis of Tomotika for a viscous cylinder jet 

predicts that the unstable mode with the largest growth rate corresponds to (2π/λ)a = 

0.47 for µi/µo=0.02, (µi = 1.78×10-5 Pa s, µo = 0.89×10-3 Pa s) [256]. The radius of 

the gas cylinder a is about 1 µm, the estimated wavelength λ is 13 µm. The 

measured wavelength is 11 µm. In these experiments, the thread length is no longer 

than 42 µm. Therefore, it is hard to observe shattered pattern with more than 4 

bubbles. 
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5.3 Experimental results of nanojet 

5.3.1 Jetting process  

Recent molecular dynamics simulations report that even stable nanometer sized gas 

bubbles jet when they are impacted by a sufficiently strong shock wave [196]. In 

confined nanochannels, it is expected that for timescales shorter than the vortex 

diffusion time of approximately t < h2/ν, inertial dominated dynamics prevails, 

which is necessary for flow focusing. Thus, fast jetting may occur within 0.3 μs for 

h = 550 nm and ν = 10−6 m2s−1. Here, the pressure transient from the explosive 

vaporization induced by the laser pulse is used to generate nanojet. The laser is 

focused very close to a gas/liquid interface in the nanochannel. Figure 5.17 shows 

the liquid jetting into the gas phase for a stand-off distance of 10 μm. At t = 0, the 

gas/liquid interface is rapidly accelerated towards the left (within the 370 ns 

exposure time of the camera), which gives a lower estimate of the jet velocity of 30 

Figure 5.17: Photographs of nanojet in a nanochannel (h = 550 nm). 
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m/s. A triangular shape on the gas side is formed at t = 2 μs as shown in Fig. 5.17 

(c). Two sides of the triangular are formed by two connected liquid columns. The 

dynamics after t = 2 μs is relatively slow. The gas/liquid interface moves outwards 

due to the collapse of the nanobubble, as shown in Fig. 5.17 (c)-(f).  As a result, the 

liquid columns lost their connection with the outside pool and contract into a 

droplet as shown in Fig. 5.17 (i).  

 These “stationary” liquid columns are formed from the breakup of the 

liquid nanojet. Figure 5.18 presents a sketch of the dynamics leading to these 

structures: First, a thin triangular liquid jet sheet is formed (Fig. 5.18 (a)). The 

extensional flow, vortices, and/or capillary forces may cause a thinning of the film, 

which eventually ruptures and leaves two liquid columns on its edges as shown in 

Fig. 5.18 (b)-(d). This process happens within 370 ns, and is not resolved due to the 

limitation of the imaging system. Surface tension further minimizes the surface area, 

Figure 5.18: Sketches for the typical evolution of the thin liquid film generated in 

the nanojetting process. 
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thus the liquid columns slowly retracts (Fig. 5.18 (e)). Finally, the liquid columns 

forms a droplet trapped in the gas phase (Fig. 5.18 (f)). 

In Fig. 5.17 (i), the droplet volume is estimated as 18 femtoliter by using the 

measured diameter and the channel height of 550 nm. Assuming the conservation of 

mass and comparing the jet area in Fig. 5.17 (b) and the droplet volume in Fig. 5.17 

(i), a homogeneous jet with thickness of 160 ± 30 nm is estimated, which is 

considerably thinner than the 550-nm thick confinement. Although the nanojet is 

much milder due to the viscous effect, it offers more precise control over the jetting 

location with high speed velocity. 

The nanojet velocity is also sensitive to the laser energy and the distance. 

Figure 5.19 shows the nanojet velocity as a function of the distances between the 

laser focus and bubble surface when the laser energy is 6 µJ.  The power of the 

nanojet attenuates faster with increasing distance. The jet velocity decreases from 

32 to 3 m/s while the distance is only reduced by 6 µm as shown in Fig. 5.19. 

Figure 5.20 shows the nanojet velocity as a function of laser energy when D is 9 

and 13 µm. The experimental results indicate that the laser power has a much 

greater effect when the distance is shorter. When the laser energy changes from 7.5 

µJ to 11.5 µJ, the jet velocity is increased by 140% for D = 9 µm, while by 40% for 

D = 13 µm. No obvious effect can be observed when the distance is increased to 20 

µm. 
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Figure 5.19: Nanojet velocity as a function of the distance between the laser focus 

and bubble surface when the laser energy is 6 µJ. 
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Figure 5.20: Nanojet velocity as a function of the laser energy with different 

distances between the laser focus and bubble surface.
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5.3.2 Breaking pattern and surface instability 

 

In the previous section, the thin liquid jet is trapped in the gas phase and 

contracts into a droplet. Moreover, the thinning of the liquid film can lead to more 

complex breakup scenario. Figure 5.21 (a) shows the liquid columns break up and 

contract into three droplets. In some case, a satellite droplet in the centre of the film 

is formed as shown in Fig. 5.21 (b). It is likely that the larger opening angle of the 

triangular jet affects the film drainage, resulting in four distinct and symmetrically 

placed droplets. When the jet is longer, the liquid columns will break into more 

droplets.  

Figure 5.21: Photographs showing different breakup patterns of the nanojets. 

2 µs 20 µs 500 µs 

2 µs 20 µs 500 µs 

2 µs 20 µs 500 µs 

2 µs 20 µs 500 µs 

(b) 

(a)

(c) 

(d) 

λn

x’ x 

10 µm



Chapter 5 Jet Penetration by Two Bubble Interaction 

 

 176

Figure 5.21 (c) demonstrates a clearer case to illustrate the breakup of the 

nanojet due to instability. The thin film breaking pattern is symmetrical along the xx’ 

axis. However, the droplet size decreases towards the jet penetrating direction as 

shown in the 3rd frame of Fig. 5.21 (c). These droplets are developed from liquid 

plugs on the contour of the original thin liquid film. It is interesting to find that the 

plugs can be divided into four parts, and the horizontal distance between each 

breaking position is the same, i.e. λn. In addition, the curves of the plugs are not 

continuous. From the current evidence, it is reasonable to deduce that the drainage 

is followed by the breakup of the thin film.  

As a result of a shear instability properties with the surrounding medium, a 

thin liquid sheet destabilizes when the Weber number 2
0 /hWe U h  is larger than 

2 [299]. From the previous section, the thickness of the liquid sheet h is estimated 

as 200 nm, and the jet velocity U0 is 86 m/s (supposing the jet penetrating time is 

300 ns). Thus, the Weber number is approximately 20. This condition implies that 

the liquid sheet is unstable. By balancing the destabilizing pressure and the 

curvature restoration constraint due to capillarity, the wavelength can be expressed 

as 

2
0aU




 ,                                                (5.35) 

where ρa is the density of the surrounding gas. The measured wavelength λn is 6.5 

µm approximately as shown in the first frame of Fig. 5.21 (c). From Eq. (5.35), the 

jet velocity should be 96 m/s. This value confirms our hypothesis that the fast 
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jetting occurs when t < 300 ns. The sheet disintegration happens when the 

amplitude of the undulation keeps increasing. It breaks at the troughs.  

At the same time, the rim of the liquid sheet is recessing due to the Laplace-

Young force that is inversely proportional to the radius of curvature of the rim 

(~h/2). Then the rim agglomerates liquid during its recession. Consequently, the 

films that feed the rims drain and the rims progressively contracts into liquid plugs. 

The whole process is finished within 2 µs. Then, it takes approximately 200 µs for 

the surface tension to further modify the liquid plugs into spherical shape droplets. 

In Figure 5.21 (a)-(c), the liquid sheet is immediately cut off from the main 

part of the liquid by the gas/liquid interface. However, in some cases, the liquid 

columns are always connected with the liquid pool. Thus, the connected liquid 

columns would recess into the main parts and left one droplets in the gas phase as 

shown in Fig. 5.21 (d).  

 

5.3.3 “Soap bubble” in nanochannels  

A soap bubble is a thin film of water enclosing air that forms a hollow 

sphere. The film usually consists of a thin sheet of water being sandwiched between 

two layers of soap molecules. One end of each soap molecule is hydrophilic, and 

another is hydrophobic. Liquid films can also be produced from highly viscous 

liquids (e.g. silicone oil, molten glass) in the absence of surfactant, which are called 

“bare films” [300]. This section presents air bubbles collected in the gas phase 
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during the jetting in a nanochannel. The liquid film separating the bubble from the 

bulk air is not protected by a surfactant and with low viscosity coefficient. 

Figure 5.22 shows a typical case for the “soap bubble” generated in a 550-

nm nanochannel.  The jetting process is similar to the one analyzed in section 5.4.1, 

which also results in a trapped droplet in the gas phase. However, there is a thin 

layer of liquid, which is trapped near the interface between gas and liquid as marked 

in dot line in Fig. 5.22 (c). This thin layer is formed due to the instable drainage of 

the jetting film. The liquid layer connects with the outer pool, and a small quantity 

of gas is enclosed by the liquids. Hence, a “soap bubble” is attached to the 

gas/liquid interface as shown in Fig. 5.22 (d). The surface tension pushes the bubble 

into the pool before the bubble wall breaks as shown in Fig.5.22 (e)-(g). Not as the 

gas bubble, when the droplet moves towards the interface, the gas layer between the 

droplet and the bulk liquid becomes thinner and finally breaks up as shown in Fig. 

Figure 5.22: Photographs showing a soap bubble formed in the gas phase 

accompanied with the nanojet. Dot line highlights the thin liquid layer that forms 

the soap bubble. 
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5.22 (h)-(j). The different behavior near the interface can be used to identify the 

trapped matter as gas or liquid (i.e. bubble or droplet). The bubble is attached to the 

interface until it slowly collapses due to mass diffusion as shown in Fig. 5.22 (i).   

 Sometimes the thin liquid layer does not connect with the outer pool as 

shown in Fig. 5.23 (c). The thin layer connects with the trapped liquid column, and 

a certain volume of gas is enclosed by the liquids. In this closed film, the fluid will 

redistribute to minimize the surface area (Fig. 5.23 (c)-(e)). Hence, a symmetric 

cylinder bubble is eventually formed as shown in Fig. 5.23 (e). Because the liquid 

that constitutes the bubble wall is more than that in the previously discussed case, 

the bubble wall is much thicker. When the “thick soap bubble” touches the 

gas/liquid interface, the liquid wall integrates into the pool as shown in Fig. 5.23 

(f)-(g). Consequently, the bubble is released and transported from the gas phase to 

the liquid phase as shown in Fig. 5.23 (h). 

Figure 5.23: Photographs showing a soap bubble formed with thick wall

accompanied with the nanojet. Dot line highlights the thin liquid layer that is 

critical for forming the soap bubble.  
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Figure 5.24 shows the schematic of a soap bubble in the nanochannel. In the 

experiments, the thickness of the bubble wall (δ) is 0.5~2 µm approximately, the 

radius of the soap bubble (R) is changed from 2 to 5 µm. The longevity of a soap 

bubble is limited by the rupture of the thin layer of water which constitutes its 

surface. For a traditional soap bubble, the soapy film is very thin, i.e. δ is 

comparable with the visible light wavelength. The rupture of the film could be 

caused by the gravity, evaporation or dirt. In the nanochannel, the gravity and 

evaporation can be ignored. When the bubble reaches its minimal surface, the 

pressure is equal inside and outside the bubble. That makes the bubble in a very 

stable state. The only problem is that the bubble is closed to the gas/liquid interface. 

The bubble gradually migrates towards the interface due to Bjerknes force. When 

the liquid bubble wall touches the interface, the pressure balance of the bubble 

surface is broken.  Although the liquid wall of the bubble is ruptured, the gas bubble 

is still surrounded by liquid. As a result, it is changed from a “soap bubble” into a 

gas bubble immersed in liquid.  

Figure 5.24: Schematics of the soap bubble in a nanochannel. 
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The constricted geometry of the nanochannel offers an opportunity to study 

the “soap bubble” constituted by bare wall and low viscosity liquid. However, the 

mechanism of the formation of the critical thin liquid layer is not well understood. 

More work will be done on this part in the future. 
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5.5 Summary  

This chapter focuses on the theoretical analysis and experiments of jets in 

the micro/nanochannel. The jet is generated when a laser-induced cavitation bubble 

is formed near another gas bubble. The experiments are done in channels with 

heights of several micrometer and hundreds of nanometer. In a microchannel, the 

jetting process is sufficiently long to obtain a thorough analysis. An empirical 

equation is derived to describe the dependence of the jet velocity on the laser energy 

and the distance between the two bubbles. Moreover, the instability induced 

shattered bubbles are statistically analyzed. They are formed from the thin gas 

layers, which are ruptured from the gas bubble due to the shear stress. In a 

nanochannel, the fast jets are obtained within hundreds of nanoseconds. The nanojet 

is in the shape of a thin sheet, which has the thickness of 200 nm approximately. 

The breakup patterns of the thin liquid sheet are discussed. In addition, “soap 

bubbles” are generated during the jetting process. 

The innovation of the study on jets during two bubble interaction is 

summarized as follow, 

e) Jets in a confined channel is studied with the high speed camera and digital 

trigger controller, which make the time step between each frame as short as 

0.2 µs. Therefore, the jetting process can be studied in details. 

f) Pinch-off of microbubbles from the accelerated bubble wall is observed. 

This new phenomenon is not reported before. It calls attention to the fluidic 

instability in a confined geometry. 
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g) This is the first effort to experimentally illustrate the nanojets. It is 

demonstrated that inertia dominated dynamics is still possible for sufficient 

short times. Fast liquid jets with a thickness of 160 nm can be observed 

within 300 ns following the cavitation event. 

h) A “soap bubble” accompanied with the nanojet is demonstrated. The bubble 

is constituted by a layer of low viscosity liquid without surfactant. The 

confined channel keeps the bubble wall in the stable state, which makes the 

surfactant to be not necessary for the formation of a soap bubble in the 

nanochannel. 
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CHAPTER 6 

CONCLUSIONS  

6.1 Conclusions 

Different optofluidic devices which can be integrated on the lab-on-a-chip 

and micro/nanofluidic systems have been theoretically and experimentally 

investigated, i.e. optofluidic prism, laser-induced micro/nanobuble and micro/nano 

liquid jets. Various aspects, including theoretical studies, system designs, 

fabrication technologies and experimental characterizations have been presented. 

The contents cover mainly the innovation of on-chip optical devices constructed by 

fluids with high degrees of tunability, and exploration of the optical manipulation 

on fluidic flows through the laser-induced cavitation. The major conclusions drawn 

are listed here. 

The optofluidic prism is studied theoretically, fabricated and experimented. 

A simple theoretical model has been used to predict the apex angle of the prism, the 

deviation angle and the position of the output light beam. The tunability of the 

optofluidic prism has been experimentally proved. In addition, the dispersion of 

light with different wavelengths has been demonstrated. The experiment results also 

illustrate the possibility to use the optofluidic prism as an on-chip refractometer. 
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(i) This is the first effort demonstrated to design a prism with two flows in a 

microfluidic chip. This apex angle of the prism and the deviation angle of 

the output light beam can be tuned continuously with a larger variation 

range than the previous methods. The apex angle of the prism was tuned 

from 75° to 135°. The deviation angle of the output light beam can be 

tuned by the prism from -13.5° to 22°. 

(ii) One of the new features of this optofluidic prism is its capability to 

transform from symmetric to asymmetric prism with the assistance of a 

third flow. Parallel light beam scanning is achieved with a constant 

deviation angle of 10° and tuning range of 60 µm using the asymmetric 

prism. The maximum intensity obtained by the asymmetric prism was 

increased by 65.7% compared to that of the symmetric prism. 

(iii) Light dispersion is experimentally demonstrated using 488-nm and 633-nm 

laser beams. The two laser beams become distinguishable with a deviation 

angle difference of 2.5° when the apex angle of the prism reaches 116°. 

(iv) The optofluidic prism is used to measure the refractive index of small 

quantity of liquid by detecting the output beam position. Based on our 

experimental condition, a sensitivity of 2×10-4 RIU/pixel is estimated. 

Single micro/nanobubble created by focusing a pulsed laser into a 

micro/nanochannel filled with a light-absorbing liquid is studied theoretically and 

experimentally. A viscous Rayleigh-Plesset-type model of a cylindrical cavitation 

bubble is proposed. Glass chip fabrication technology is developed for generating 
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the micro/nanobubbles. The bubble dynamics is examined with different channel 

heights, boundary condition and surface hydrophobicities.  

(i) This is the first effort to derive a theoretical model for describing the 

dynamics of a cylindered cavitation nanobubble. This model considers the 

channel height as a critical factor, and including the effects of the surface 

tension and viscosity. Therefore, it is applicable for both microchannel and 

nanochannel, overcoming the shortages of other models which diverge 

from the experimental data when the channel dimension decreases. 

(ii) Different boundary conditions are experimentally realized on the 

microbubbles. These experiments not only verify the applicability of the 

theoretical model for the 1D confined microbubble, but also demonstrates 

the bubble behavior under 2D confinement without/with an elastic surface 

nearby. 

(iii) The nanofluidic dynamics is approached by using an extended 

nanochannel, which has only one dimension in the nanometer scale, i.e. 

hundreds nanometer height. It lowers the request for the fabrication 

techniques. In addition, the cavitation bubble created in the extended 

nanochannel reaches lateral extension of several micrometers that is 

sufficiently large to observe with standard high-speed photography. 

Previous studies on nanobubbles seldom use this kind of direct observation 

methods. 

Micro/nanojets generated during two bubble interaction are studied 

theoretically and experimentally. The whole process of the microjet is demonstrated 
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and discussed into separated phases. The jet velocity is discussed based on its 

dependence on the laser energy and distance between the two bubbles. The fast 

nanojets are obtained in the shape of a thin sheet within hundreds of nanoseconds. 

New phenomena with the rupture of the thin liquid sheet are experimentally 

presented and discussed with fluidic instabilities.  

(i) Jets in a confined channel is studied with the high speed camera and digital 

trigger controller, which make the time step between each frame as short as 

0.2 µs. Therefore the jetting process can be studied in details. 

(ii) Pinch-off of microbubbles from the accelerated bubble wall is observed. 

This new phenomenon is not reported before. It calls attention to the 

fluidic instability in a confined geometry. 

(iii) This is the first effort to experimentally illustrate the nanojets. It is 

demonstrated that inertia dominated dynamics is still possible for 

sufficiently short times. Fast liquid jets with a thickness of 160 nm can be 

observed within 300 ns following the cavitation event. 

(iv) A “soap bubble” accompanied with the nanojet is demonstrated. The 

bubble is constituted by a layer of low viscosity liquid without surfactant. 

The confined channel keeps the bubble wall in the stable status, which 

makes the surfactant unnecessary for the formation of a soap bubble in the 

nanochannel. 

Optofluidic technology holds promise for increasing portability and 

sensitivity of the lab-on-a-chip systems, and offering tunable optical devices to 
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improve their robustness, flexibility and operator-independence in a variety of 

applications. Controlling optofluidics with light is the requirement for realizing the 

all-optical system. This thesis thoroughly studied the optofluidic components from 

the fundamental theory to engineering applications, aims to innovate and gain a new 

insight into the optofluidic technology. In addition, the optofluidics is extended to 

nanoscales that allows the testing of fundamental assumptions in nanofluidic 

systems, broadens its applications and prompts the miniaturization. 

To further improve the development of optofluidic devices, several future 

works with relevant recommendations are described in the following section. 
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6.2 Recommendations 

Recommendations for future research are summarized as follows 

a) In the development of the optofluidic prism, its optical characteristics with 

different refractive indices are examined using benzyl alcohol and deionized 

(DI) water as the inner liquids, respectively. Integrating a mixer on the chip 

can obtain any specific refractive index from the mixture solution, and 

achieve a continuous modulation of the refractive index of the inner liquid. 

Consequently, the light beam can smoothly shift from downwards to 

upwards refraction. Hence, the tuning range and modulation speed of the 

optofluidic prism is significantly increased, and it promises for the real-time 

detection.  

b) The optical analysis for the optofluidic prism in this thesis is in the context 

of geometry optics, which ignores the diffusion between the laminar flows. 

Novel phenomena such as chirped focusing and interference have been 

demonstrated in an optofluidic waveguide underpinned by a bi-directional 

refractive index gradient profile caused by diffusion. Inspirited by that, the 

diffusion caused refractive index gradient in the optofluidic prism and the 

consequently fluid-light interaction would be an attractive topic for future 

study. 

c) In this thesis, the optofluidic prism has been used for the measurement of 

solution refractive index. It is highly recommended to incorporate 

biochemical analyses to explore its applications in lab-on-a-chip system. For 
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instance, the optofluidic prism may be used for surface plasmonic resonance 

technology for biomolecule detection. 

d) In the study of nanobubbles, the experiments have been carried out in the 

extended nanochannels, in which only the height is submicrometer and the 

width is several hundred micrometers. It is recommended to further reduce 

the dimension of channel into a real nanochannel, in which the width and 

height are both tens of nanometers. The e-beam technology should be 

helpful in making patterns with nanostructures. 

e) The expansion of nanobubble has not been recorded due to the limitation of 

the high speed camera, i.e. the lowest possible exposure time of 370 ns. In 

order to get more information about the beginning of the cavitation, a 

camera with short exposure time is needed. For instance, the intensified 

CCD (ICCD) camera is highly sensitive, and its exposure time can be as low 

as 1-2 ns.  

f) In the study of nanojets, the fluidic instability caused new phenomena have 

been discussed. However, the physical understanding of the nano-film 

breakups is still not satisfactory. It is highly recommended to do further 

theoretical analysis incorporated with fluidic modeling. This will extend the 

study of fluidic instabilities into the confined boundary condition, especially 

the nanofluidic fields. 
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