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Abstract

Three dimensional integrated circuits (3DICs) have attracted tremendous interest

in recent years. The topological advantages of this emerging technology o�ers on

one hand a gamut of new promising solutions to problems faced by today’s 2D large-

scale-integration (LSI) such as long propagation delay, high power consumption and

limited I/O bandwidth. On the other hand, the stacking nature of 3DICs exac-

erbates the existing thermal problems due to the simultaneous increase of power

density and thermal resistance. E�ective heat removal has thus become a major

concern for successful implementation of 3DIC. Conventional air cooling has been

shown to be inadequate to maintain the low temperature of 3DIC chips. More ad-

vanced cooling techniques such as microchannel-based micro
uidic cooling are hence

proposed. In this thesis, thermal management of 3DICs with microchannel-based

liquid cooling is exploited. A runtime thermal management scheme and microchan-

nel design algorithms for e�cient liquid cooling are proposed.

A �nite-di�erence-method-based thermal simulator is �rst developed for 3DICs

with both conventional air cooling and microchannel-based liquid cooling. This sim-

ulator considers the thermal e�ect of through-silicon-vias (TSVs) at �ne-granularity

by calculating the anisotropic equivalent thermal conductances of a solid grid cell if

TSVs are inserted. Entrance e�ect of microchannels is also investigated for accurate

modeling of micro
uidic cooling. The proposed thermal simulator is veri�ed against

commercial multiphysics solver COMSOL and compared with Hotspot and 3D-ICE.

Simulation results shows that for heatsink-fan-based air cooling, the proposed sim-

ulator is as accurate as Hotspot but runs much faster at moderate granularity. For

micro
uidic cooling, our proposed simulator is more accurate than 3D-ICE in its

estimation of steady state temperature and thermal distribution.



3D Multi-Processor System-on-Chip (3D MPSoC) is an important application

of 3DIC technology. Due to the high power density of the microprocessors, 3D

multi-core systems are especially vulnerable to the die thermal run-way hazard. A

real-time demand-based thermal management scheme is thus proposed to address

this teething problem. A cooling demand predictor is used to foresee the needed

cooling e�ort. The predictor adopts an autoregressive model to estimate the 3DIC’s

future power consumption based on historical power values, which is then fed into

the thermal simulator to calculate the expected circuit temperature and hence the

cooling demand. With that, the 
ow rate controller adjusts the 
ow rate accordingly

to prevent potential thermal violations. A �ne-grained 
ow rate control is deployed

to better match the cooling e�ort with regional cooling demands. Simulation results

show that the proposed thermal management scheme is capable of maintaining low

temperature of the 3DIC with signi�cant 
ow rate savings.

Without regarding to the fact of non-uniform power distribution of integrated

circuits, existing micro
uidic cooling with uniform cooling e�ort incurs large thermal

gradient and wastes pump power. A microchannel clustering and 
ow rate allocation

algorithm is hence proposed to implement a customized non-uniform cooling scheme.

In this scheme, the microchannels are �rst divided into clusters where members

of a channel cluster are characterized by their homogeneous cooling demand. An

appropriate 
ow rate setting is then applied to each cluster based on the total 
ow

rate and the maximum allowable temperature of the 3DIC. Such clustering and


ow rate allocation process is guided by our proposed algorithm for an e�ective

and e�cient micro
uidic cooling. Compared to the uniform 
ow rate cooling, the

maximum temperature and thermal gradient have been reduced under the same total


ow rate settings. On the other hand, for a speci�c peak temperature constraint,

the required total 
ow rate has been largely reduced with the proposed non-uniform

micro
uidic cooling.

A novel splitting and scaling microchannel design technique is proposed for the

thermal balancing of micro
uidic-cooled 3DIC. By inserting appropriate number of

channel splitters along various sections of microchannels, the convective thermal

conductances at potential hot spots are e�ectively reduced. The disrupted coolant

xii



allocation due to channel splitting are then redistributed by scaling the channel

widths to match the coolant 
ow rates with the power distribution, which is usually

non-uniform in practice. The proposed technique e�ectively reduces the thermal

gradient and required total 
ow rate. Unlike existing thermal balancing method,

the proposed technique only requires customized etching masks to allow di�erent

channel widths and planting of channel splitters, thereby incurring no noticeable

overhead on the packaging and 
uid networks.

xiii





Chapter 1

Introduction

1.1 Motivation

Since the inventions of the �rst transistor in 1947 [1] and the �rst integrated circuit

in 1958 [2], the semiconductor industry has prospered for over half a century with

continuous growth and performance improvements. From discrete transistor chips to

today’s high performance microprocessors and system-on-a-chip’s (SoC’s), electronic

devices have evolved to be hundred thousand times faster and incorporated abundant

functionalities. The main driving force behind this has been the technology scaling

where transistors are continuously miniaturized to achieve faster switching speed

and lower power consumption. Such transistor scaling has enabled increasingly

larger scale of integration over the past decades. Fig. 1.1 depicts the transistor

density of industry microprocessor benchmarks since 1971 with their corresponding

manufacturing technology [3{5]. As projected by Moore’s law [6], the transistor

count doubles almost every two years. With more transistors integrated in a single

chip, the slow o�-chip wirings are replaced by fast and high-bandwidth on-chip

interconnections which assures signi�cant performance improvement and delivers

additional functionalities.

Unfortunately, such growth is manifested to be unsustainable if it is solely de-

pendent on technology scaling, due to the following problems. Firstly, the shrinking

of the technology node e�ectively reduces the transistor area and latency but in-

creases the delay of interconnections due to their smaller cross-sectional area. As
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Figure 1.1: Transistor density of main stream microprocessors with their correspond-

ing manufacturing technology [5]

shown in Fig. 1.2, even with the enhancement of better conductor and low-k mate-

rials, the wire delay predominates and becomes the bottleneck of system throughput

when the feature size shrinks beyond 130nm [7]. In addition, the number of metal

layers required for routing increases rapidly with larger size integration and is ex-

pected to reach the practical limit within a few generations [8]. New interconnection

methodology is therefore in urgent need for the continual growth of integration size

and circuit performance. Secondly, further miniaturization imposes many challenges

on the yield of manufacturing. Severe transistor performance variations have been

observed for today’s nanometer-scale technology and expected to be worse for the

future generation of technology nodes, due to both intrinsic and extrinsic reasons

such as non-uniformity of dopant, line-edge roughness and lithography enhancement

techniques [9]. The resulting functionality of the fabricated device may thus devi-

ate much from designer’s expectations. Such variation, together with the increased

defect density [10], directly threatens the production yield. Stringent purity and

precision controls are thus required for yield enhancement purpose, which will all

add to the fabrication cost �nally. Lastly, as the transistor size shrinks down to

nanometer-scale, subthreshold leakage and gate oxide tunnelling current become

much more pronounced than the older generation of electronic devices [11]. Both
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types of leakage contribute a big portion to the circuit’s total power consumption

for today’s nano-scale devices, which increases packaging cost, reduces reliability

and creates thermal problems. The situation will only be worse with further device

miniaturization.
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Figure 1.2: Throughput limitation due to interconnect scaling, adapted from [7]

Mass production of microprocessors at 22nm technology has already been achieved

in 2011 [12]. According to the ITRS’s projection, the feature size will �nally reach

10nm in the year of 2020 [13]. Shrinking beyond 10nm would then be extremely dif-

�cult, if not impossible. However, even if such target can be achieved through prob-

ably high implementation cost, the resulting performance gain may be marginal due

to other constraints such as interconnections. It is clear that to sustain the chronicle

performance improvement of integrated circuits, new technology and innovations are

essential to solve or at least mitigate the aforementioned problems.

A lot of research e�ort has been put to emerging technologies such as carbon

nanotubes [14], graphene [15] and quantum computing [16]. The progresses are en-

couraging but wide application of these advanced technologies is unlikely to happen

in the near future. On the other hand, for economic reasons, it would be more

practical and bene�cial to rely on innovations to prolong the use of CMOS tech-

nology before other advanced technologies are ready for mass production. Under
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such circumstances, three-dimensional integrated circuit (3DIC) has attracted enor-

mous interest in both industry and academia in recent years. Di�erent from the

conventional single-layer approach, 3DIC expands the design space into the third

dimension by stacking multiple layers of integrated circuits. Di�erent layers of active

devices communicate via fast vertical interconnections such as Through-Silicon-Vias

(TSVs). Compared to conventional 2D circuits, electronic devices in 3DIC can be

more densely packed within smaller footprint. Distances between devices are short-

ened and the wire delays are therefore reduced. Shorter wire length also implies

lower power consumption due to less parasitics. In addition, the capability of het-

erogeneous integration in 3DIC further extends the yield of integrating multiple

technologies within a chip.

The published results [22, 23, 177, 213{215, 255{257] have repeatedly shown

the advantages of 3D integration over the conventional 2D technology. At system

level, intensive research has been carried out on Multi-Processor System-on-Chip

(MPSoC) and Network-on-Chip (NoC) [22, 23, 213, 255{257]. With 3D integration,

MPSoCs and NoCs can be expanded over the third dimension, breaking the scala-

bility limitations on 2D platform. The previously too-large-to-fabricate system can

now be divided and fabricated on separate dies. Such divide-and-conquer approach

enables the screening and matching process. Through process variation analysis,

the die stacking process can be optimized to improve the �nal production yield

[22, 23]. The vertical interconnects such as TSVs are able to provide large band-

width for communication, thus can be a promising solution to mitigate the memory

wall e�ect commonly seen on 2D core-cache systems [213]. With the advent of 3D

electrical and optical routers, the development of NoCs in 3D environment is en-

visioned [255, 256]. Delay, power and throughput of 3D NoCs are much improved

comparing with 2D designs [257]. At the circuit and device level, the results ob-

tained are also encouraging. With the aid of 3DCacti [215], it is observed that 3D

caches with two layers have already outperformed 2D caches by 20% in delay and

14% in energy. With more layers, more reduction in delay will be achieved with

marginal gain in energy. Besides cache, processor design in 3D is also explored by

many researchers. In [214], the authors summarized the state-of-the-art 3D proces-
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sor designs and proposed several di�erent approaches. Existing design issues such

as power delivery, thermal, granularities of design approaches and cache stacking

techniques were discussed. It was show that by splitting functional unit blocks of

an alpha processor in 3D, a 10.3% improvement on clock frequency and 8.7% overall

performance improvement were achieved. In [177], Hao Hua et al. explored the

design space of tier count and thermal via density for Fast Fourier Transform (FFT)

and OpenRISC Platform-System-on-Chip (ORPSOC) circuits. 27% energy reduc-

tion and 20% delay reduction were demonstrated compared to the 2D alternatives.

The bene�ts of going 3D for circuit and system designs are obvious. However,

while o�ering exciting opportunities, this new technology also brings about many

new design challenges, among which the thermal problem is one of the major limiting

factors. As pointed out by James Early, the total number of electronic elements

that can be integrated within a system is constrained by the average power density

[17] due to the thermal requirements. As shown in Fig. 1.3, the power density of

electronic devices has been readily climbing up over the decades due to the shrinking

of feature size and the increasing clock frequency [4, 18, 19]. Heat removal has

been di�cult even for 2D high performance large scale integration [239{243]. The

stacking of circuits in 3DIC simultaneously increases power density and junction-

to-ambient thermal resistances, thus signi�cantly accelerates the heat accumulation.

The induced thermal stress was notorious for being the main culprit of the aging and

failure of electronic devices [268]. In time scale, large magnitude thermal cycles are

always responsible for the plastic deformation of interconnections in IC chips and

packages [20, 21]; and from the spatial point of view, the induced thermal gradient

enlarges the divergence of device and interconnection performance, deviates the

runtime parameters from design expectation, and results in performance degradation

and malfunction. There is thus a strong need for e�ective and e�cient cooling

techniques to maintain a low and uniform circuit temperature for an optimal and

reliable 3D implementation of integrated circuits.

Due to the wide availability and low implementation cost, traditional heatsink-

fan-based air cooling was �rst applied to 3DICs. Soon it was revealed to be un-

satisfactory on temperature control due to its high thermal resistance and lack
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[4, 18, 19]

of scalability [180]. A lot of research e�ort has then been spent on auxiliary

techniques to supplement the air cooling. Some of the representative techniques

are thermal-aware 
oorplan and placement, task scheduling and thermal TSVs

[169, 170, 175, 176, 216, 217, 262]. Unfortunately, for 3DICs with high power den-

sity or more than two circuit layers, the long heat transfer path dominates and

the temperature of circuits far from the heatsink can easily rise to an unaccept-

able level. The big temperature di�erence between active layers introduces non-

negligible shear stress near the bonding surface, and may cause bonding failure or

cracking of the wafers. Realizing the severity of this problem, recent research fo-

cus has been shifted to novel cooling solutions such as microchannel-based liquid

cooling [179]. Attributed to the higher heat capacity and thermal conductivity of

coolant, liquid cooling exhibits a much stronger heat removal ability than air cooling

[179, 180, 187, 204, 247, 263]. In addition, by placing the microchannels in between

the layers of 3D stacks, micro
uidic cooling provides local thermal grounds to every

circuit layer, thus is scalable with increasing number of circuit layers.

The physical properties of microchannel-based liquid cooling make it a promising

solution to the thermal problems of 3DIC. Unlike heatsink-fan-based cooling where
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the fan speed is adjustable for only system-level cooling control, the coolant speed

in each microchannel of the micro
uidic cooling can in principle be controlled sep-

arately to realize a �ne-grained cooling e�ort adaptation. This important merit of

microchannel-based liquid cooling enables us to devise a customized cooling scheme

to achieve better cooling results and save the cooling power. Regretfully this has

not been well investigated in the literature. Another characteristic of micro
uidic

cooling that has often been neglected is the built-up of thermal gradients due to

non-uniform power density and rising coolant temperature along the 
ow direction.

The entrance e�ect of microchannels aggravates the problem by dragging the inlet

area temperature lower. Large thermal gradient is detrimental to normal circuit

operation, complicates design constraints and may o�set the bene�ts of micro
uidic

cooling if not properly handled.

To investigate the above mentioned problems, an accurate thermal modeling

of 3DIC with microchannel-based liquid cooling is attempted. There are several

options available for such thermal model. Unfortunately they either su�er from

long runtime due to the complicated calculations involved [204{206], or produce

inaccurate temperature results [207, 208]. This research work is hence motivated

to model the thermal behavior of liquid-cooled 3DIC, and �nd new solutions to

manage and optimize the thermal conditions of 3DIC using microchannel-based

liquid cooling.

1.2 Research Objectives

The primary objective of this research is to solve the imperative thermal challenges

faced by 3DIC with microchannel-based liquid cooling. To ful�ll the objective,

speci�c goals have been set in the research plan as follows.

1. To develop an accurate compact thermal model of 3DIC with both heatsink-

fan-based air cooling and microchannel-based liquid cooling.

2. To investigate how microchannel-based liquid cooling responds to runtime un-

certainties and then propose runtime thermal management scheme to achieve

a more e�ective and e�cient cooling.
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3. To analyze the characteristics of micro
uidic cooling and propose novel method-

ology for the design of microchannels to overcome the impact of non-uniform

power density distribution and rising coolant temperature.

1.3 Major Contributions

The following contributions have been made to achieve the goals set out in this

research.

1. A compact thermal simulator was developed for 3DICs with both heatsink-

fan-based air cooling and microchannel-based liquid cooling. Finite di�erence

method was adopted and the analogy between thermal and electric circuit was

utilized. Compared with existing works, the proposed thermal model considers

the e�ect of anisotropic thermal conductivity due to TSV insertion and the

entrance e�ect of microchannels. The accuracy of this thermal model has

been proven by veri�cation against commercial multiphysics simulator. Peer

comparisons with existing analytical thermal model further highlighted the

accuracy and speed advantages of the developed thermal model. This thermal

modeling work has been released online [231] as an open-source project for use

by other researchers in this �eld.

2. A proactive thermal management scheme has been proposed for the runtime

thermal control of 3D multi-core cache-processor system with micro
uidic cool-

ing. An autoregressive power predictor is built to estimate future power den-

sities of the multi-core system. Based on this prediction, the expected circuit

temperature is simulated and used as the real-time cooling demand. The

coolant 
ow rate controller then uses this cooling demand information to ad-

just the 
ow rate accordingly. The proposed thermal management scheme

was proven e�ective by applying it to a 4-layer multi-core system. The run-

time temperature was shown to be kept well within thermal constraints and a

signi�cant 
ow rate saving was achieved.

3. An e�cient microchannel clustering and 
ow rate allocation algorithm was
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proposed to cater for the non-uniform power distribution of 3DIC. Instead of

uniform 
ow rate allocation, the proposed algorithm results in several di�er-

ent 
ow rate settings for the 3D circuit or system. Each 
ow rate setting

corresponds to a channel group where the microchannels have similar cooling

demands. Compared with uniform 
ow rate cooling, such �ne-grained adap-

tive 
ow rate control e�ectively suppressed the peak circuit temperature with

the same total 
ow rate supply. On the other hand, signi�cant 
ow rate saving

was achieved when a temperature limit is set as the control target.

4. A microchannel splitting and scaling design methodology was proposed for

the thermal balancing of 3DIC. Micro
uidic cooling typically introduces large

thermal gradient along the 
ow direction due to the rising coolant tempera-

ture. The non-uniform power distribution further added to the unbalance of

3DIC’s thermal condition. By inserting channel splitters into microchannels,

the thermal conductances between circuit and coolant are e�ectively reduced

at the desired places. Combining with the channel scaling technique, which

matches the coolant allocation with the non-uniform power distribution, a

balanced cooling for 3DIC was achieved at a low overhead cost.

1.4 Organization of the thesis

This thesis is organized into six chapters. In Chapter 1, the motivation, objective

and major contributions resulted from this research work are stated.

In Chapter 2, Preliminary knowledge on the general architecture and manufac-

turing processes of 3DIC are introduced. With that, existing thermal challenge for

the adoption of the emerging 3DIC technology is brie
y discussed, and the corre-

sponding thermal management and modeling techniques in literature are reviewed.

From Chapter 3 to Chapter 5, the key contributions of this research work are pre-

sented in detail. In Chapter 3, the developed thermal simulator for 3DICs with both

heatsink-fan-based air cooling and microchannel-based liquid cooling are described

in detail. The basic heat transfer and thermodynamics theory are also reviewed.

Di�erent packaging designs of air cooling and liquid cooling are presented and the
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division of 3DIC chips into grid cells for �nite di�erence modeling is shown. Veri�ca-

tion results against the commercial multiphysics simulator are presented to con�rm

the accuracy of the proposed thermal model. A peer comparison with existing com-

pact thermal models is also performed to show the advantages of the simulator.

In Chapter 4, the proposed runtime thermal management scheme for 3D multi-

core system is introduced. An autoregressive power estimator that were used to

predict the future power consumption of 3DIC is �rst presented. This future power

information is translated into cooling demand, which is later used by the 
ow rate

controller to control the coolant supply. A �ne-grained 
ow rate control for an

e�cient liquid cooling is then proposed and described in details.

In Chapter 5, two microchannel design techniques are proposed for the thermal

balancing of 3DIC. For the microchannel clustering and 
ow rate allocation algo-

rithm, the process of de�ning microchannel groups according to the cooling demands

is described �rst, followed by the 
ow rate allocation which matches the coolant

amount with the power distribution. After that, a more advanced microchannel

splitting and scaling technique is proposed to mitigate the thermal gradients across

and along the 
ow direction. In this part, the approaches to reduce the convective

thermal conductance by inserting the channel splitters and allocate coolant among

the microchannels by channel scaling are explained. For both microchannel de-

sign techniques, a case study on a 3D multi-core benchmark is used to show their

e�ectiveness.

Finally, Chapter 6 summarizes the results achieved for this research work. Pos-

sible extensions and related topics worthy of further research are also identi�ed and

brie
y discussed.
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Chapter 2

Preliminaries and Literature

Review

The technology of three dimensional integrated circuit (3DIC) o�ers numerous ad-

vantages over the conventional 2D circuits. It is regarded as a key enabling tech-

nology for further growth of semiconductor industry when integration density of 2D

circuits becomes unsustainable by mere transistor scaling. As mentioned in previous

chapter, due to the multilayer stacking approach, 3D integration introduces severe

cooling challenge, especially for the inner circuit layers, which prevents a feasible

3D implementation of high performance (and usually high power) computing sys-

tems. To solve this problem, an accurate heat transfer analysis is needed in the �rst

place. Such analysis requires detailed knowledge about the common architecture

and composition of 3DIC chips. The background knowledge will be provided by an

overview of 3DIC technology and its fabrication process in this chapter. Various

proposed 3DIC fabrication approaches and their resulting architectures will also be

introduced. In addition, key thermal modeling and thermal management approaches

proposed in the literature will be reviewed in detail. Some of these approaches may

not be 3DIC speci�c, but they can be extended to or potentially useful for 3D cases.

Being the main cooling scheme focused in this thesis, the hardware con�guration of

microchannel-based micro
uidic cooling will be presented in detail.



Section 2.1 Overview of 3DIC Technology and Its Fabrication Processes

2.1 Overview of 3DIC Technology and Its Fabri-

cation Processes

The topological advantage of 3DIC is clearly illustrated by a simple example. Sup-

pose a 2D circuit or system consisting of Ne identical circuit elements, a quick

estimation of the footprint A and total wirelength L yields:

A / Ne and L /
p
Ne (2.1)

Due to the exponential increase of circuit complexity, the wire length and hence

interconnect delay and power are expected to increase quickly and become the bot-

tleneck of circuit performance. Interconnect delay and power consumption are the

two critical challenges faced by today’s large scale integration [213]. If there is a

way to implement the same circuit in 3D with equal design freedom in all three

dimensions, (2.1) can be reduced to:

A / N
2
3
e and L / 3

p
Ne (2.2)

In practical cases where the 3D circuit is realized by interconnecting a number of

2D circuits through vertical wires, the footprint and wire length will depend on the

number of circuit layers Nl, as shown below.

A / Ne

Nl

and L /
r
Ne

Nl

(2.3)

Clearly, 3D integration can substantially reduce the circuit footprint and wire

length over its 2D counterpart, provided that a feasible 3D fabrication technology

exists with low cost and high yield. Huge research and development investment

has been expended on the 3D fabrication technology and many prototypes have

been built over years for feasibility study and accurate device characterization. The

interest and e�ort of the related research can be dated back to the 70s and 80s.

2.1.1 3DIC Fabrication Through Monolithic Approaches

Transistor-level 3D Structures

The bene�t of the compactness of 3D integration was �rst demonstrated by transistor-

level 3D structures during the 70s and 80s as exempli�ed by the stacked capacitor
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(STC) random access memory (RAM) [24] and compact stacked inverter structure

[25]. Fig. 2.1 shows the cross-sectional view of a STC RAM cell where a layer of

polysilicon was deposited on top of the MOSFET to form the storage capacitor.

Using this approach, the area of a RAM cell had been successfully reduced to one

n+ n+ n+

Gate Gate

Al (Bit Line)

Stacked Capacitor

Figure 2.1: Schematic of the STC RAM cell [24]

third of the conventional structure while having enough storage capacitance. In

[25], a novel compact inverter structure was proposed, where the n-MOSFET was

fabricated on top of the p-MOSFET, as shown in Fig. 2.2. Both works attempted to

achieve a much higher packing density than the conventional 2D circuits by chang-

ing the micro-scale cell structure to achieve better result based on the available

technology of the time.

n-TYPE
<100>

P+ P+

Joint Gate

n+ n+
Al Contacts

Laser-Recrystallized 
CVD Polysilicon

Al Contacts

Figure 2.2: Schematic of the stacked inverter structure [25]
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Laser Recrystallization and SOI based 3D Integration

Later, it was foreseen that scaling would eventually reach its limit (although at that

time transistor scaling was pessimistically predicted to reach its limit in the 90s),

and further growth might have to be relied on 3D integration [26]. The research

focus was soon shifted towards high level larger scale 3D integration, which relies on

the capability of fabricating transistors on a layer of recrystallized silicon deposited

on top of silicon-on-insulator (SOI) wafers [27, 28]. Fig. 2.3 illustrates a general

process 
ow to fabricate a double-layer 3D circuit using the laser recrystallization

and SOI technology. A layer of active device is �rst fabricated on a SOI wafer

Laser

(a)

(b)

(c)

(d)

(e)

(f)

Oxide Layer

Amorphous Silicon

Recystallized Silicon

Figure 2.3: Fabrication process of a double-layer 3D circuit by laser recrystallization

and SOI technology: (a) Deposition of oxide layer and planarization; (b) Deposition

of amorphous silicon on the oxide layer; (c) Recrystallization by laser beams; (d)

Planarization of recrystallized silicon and device fabrication; (e) Deposition of the

second oxide layer; (f) Repetitive addition of recrystallized silicon layer and device

fabrication.

following the conventional procedure with metallization. A layer of oxide is then

formed on top of the wafer, and its surface is re�ned through the planarization

14 of 182



Chapter 2 Preliminaries and Literature Review

process. After that, a thin �lm of amorphous silicon is deposited on the oxide layer,

and recrystallized by laser beams. The second active layer is then fabricated on

the thin �lm, and interlayer connection is realized through via holes. In principle,

such fabrication process can be repeated to stack as many active layers as desired

to implement multi-layer 3DICs.

A few functional chips had been built to verify the concept of 3DIC using this

fabrication process. One example is a 256-bit RAM chip that was mapped into two

active layers, where the bottom layer was used to fabricate the memory cells and

the top layer accommodated I/O peripherals such as the sense ampli�er and address

decoders [29]. Another good example is a 10-bit linear image sensor reported by

Mitsubish [30], where the parallelism of image processing was conveniently ful�lled

by the 3DIC architecture. The 3D image sensor comprises two layers. The top

layer contains the photodiodes and the second layer contains the signal processing

circuit. Comparing to conventional 2D assembly, 3D image sensor exhibits several

obvious advantages: �rst, the photodetector and processing logic are two di�erent

types of circuit. Fabricating them in di�erent layers provides the possibility to

optimize them individually in terms of material and process; second, by stacking

the photodetector and logic circuit, the footprint is greatly reduced and a compact

packaging is resulted; third, the bandwidth between optical circuit and logic circuit

is rather limited in 2D platform, which causes the di�culties in producing high

resolution image sensors. In contrast, with 3D integration, the signal from each

pixel of the image sensor can be directly passed to the downstream processing circuit

through interlayer connections, resulting in high speed parallel computation. Its

attractive high performance had led to the 
ourishing research on 3D integrated

image sensor thereafter [31, 32].

The monolithic approach of fabricating transistors layer by layer on recrystal-

lized silicon has enabled the pioneer exploitation of 3D integration. However, it has

several drawbacks that prevented it from wide adoption beyond laboratories. One of

the most important reasons is that the fabrication process is very complicated, and

the complexity increases rapidly with the number of active layers. In addition, as a

sequential approach, earlier fabricated active layers are involved in later fabrication
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process every time when new active layers are added to the existing multi-layer cir-

cuit. A stringent thermal budget has to be imposed on the whole fabrication process

in order to prevent damaging the circuit components on the bottom layers. Never-

theless, such thermal cycles will still degrade the performance of earlier fabricated

devices, and reduce the yield of the �nal 3D chip.

2.1.2 3D Integration Through Wafer Bonding

In view of the aforementioned disadvantages of monolithic approach, alternative

wafer bonding based method was proposed to implement 3D integration. In 1990, a

\Cumulatively bonded IC" (CUBIC) technology was proposed by NEC corporation

as the �rst exemplary 3D integration technique through wafer bonding [33]. As

shown in Fig. 2.4, the active devices are �rst fabricated on separate silicon wafers

using the conventional semiconductor process. The wafers are then thinned, and

bonded together to form the 3D stacked circuit. Compared to the laser recrystal-

lization based monolithic approach, an obvious advantage of wafer bonding based

methods is that the individual wafers to be stacked can be processed in parallel,

which greatly improves the fabrication throughput. The independence of wafer pro-

cessing also improves the yield as the quality of each device layer can be ensured

before bonding. In addition, with such wafer bonding based approach, heteroge-

neous integration becomes feasible since the active layers are not forced to use the

same semiconductor process and material set.

The wafer bonding based approach o�ers a promising solution to manufacturabil-

ity and commercialization of 3DIC technology, and therefore attracted overwhelming

attention and research interests from academia and industry. Many other bonding

based 3DIC fabrication methods were thereafter proposed which share similar pro-

cedures, in the sense that the wafers are �rst thinned and then bonded together.

Their di�erences reside in the fabrication details, namely the wafer thinning method,

alignment tools, bonding techniques, and most importantly how the active layers

are interconnected.
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Backing Substrate
W Bump

Adhesive

MoSi2/ Al

LOCOS(SiO2)

Backing Substrate
Poly-Si

Backing Substrate

Polyimide

Through-hole

Back-surface 
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Device-to-Device 
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Figure 2.4: The CUBIC process 
ow: (a) Formation of the W bump on MoSi2/Al

wires and attachment of backing substrate; (b) Wafer thinning from the backside;

(c) Formation of through hole and the Au/In pool at the backside; (d) Bonding of

the thin �lm and the bottom device layer; (e). Removal of the backing substrate

and adhesives [33].

Inter-layer Interconnection

Conceptually, 3DIC is a set of devices that is distributed in a 3D space and inter-

connected to implement the speci�ed functionality. The performance improvement

of 3DIC is derived mainly from the wire reduction due to the vertical or inter-layer

interconnections. For a worthwhile migration into 3D implementation, the inter-

layer connectivity and bandwidth should at least be comparable to those of the

conventional planar interconnections. To be more speci�c, the inter-layer intercon-

nections should have su�cient density (allowable number of interconnects per unit

area) and per interconnect bandwidth. They should also be reliable (considerably

long lifetime and low bit error rate (BER)), cost-e�ective for mass production and

power e�cient. Various inter-layer interconnection methods have been proposed in

the literature for wafer bonding based 3DIC fabrication. They can generally be
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classi�ed into two categories. One is direct wiring, of which the representatives are

micro-bumps [33{35] and through silicon vias (TSVs) [36{38]. The other is contact-

less approaches, such as the optical [45{48, 50, 51] and capacitive/inductive coupling

based [52] interconnections.

The direct inter-layer wiring method is a natural extension of the classical 2D

metallization. It transmits signal or provides power/ground directly through conduc-

tive materials where metal is usually used. For example, in the CUBIC technology

[33], the active layers are interconnected through the tungsten bumps formed on

MoSi2/Al wires and the Au/In pools deposited during the back-surface wiring. The

wafers are precisely aligned so that the Au/In pools are just above the tungsten

bumps. The aligned wafers are then heated and compressed to form the metal-

lic bondings for high quality interconnection. Due to the low melting temperature

(250 � 350�C) of Au/In alloy, the thermal bonding process will not damage the fab-

ricated devices on the active layers. Besides CUBIC technology, TSVs are usually

used to bring signals from the active surface to the back of the silicon wafer without

the formation of backside wiring [36{38]. As shown in Fig. 2.5, a representative way

to manufacture TSVs is to �rst create high aspect ratio blind vias through reactive

ion etching (RIE). After that, a layer of dielectric SiO2 or Si3N4 liner is deposited on

the silicon wall through chemical vapour deposition (CVD) for insulation purpose,

followed by the deposition of a thin barrier and adhesion layer with Ti or TiN . A

seed layer will usually be deposited for the best electrical property. The blind via

is then fully �lled with conductive materials such as copper or tungsten through

electroplating [37] or CVD [39, 40]. Finally, the entire wafer will be thinned from

the back to expose the blind vias so that they become through vias. The idea of

using TSV for 3D integration was brought about in the 90s [41]. Through the past

twenty years’ development, this interconnection technology has been well de�ned

and volume production is currently available as announced by companies such as

IBM [42] and Tezzaron [43].

Besides direct inter-layer wiring, novel contactless interconnection techniques

such as optical [45{48, 50, 51] and capacitive/inductive coupling [52, 54, 55] based

interconnection methods were also explored. The optical interconnection method
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Via Etching
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Seed Deposition
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Supporting Carrier Attached

Carrier Removed

Figure 2.5: Typical fabrication process of TSV

had been investigated in the 80s for intra-wafer high speed and low power data

transmission [44]. Its application of inter-wafer communication was inspired by the

fact that silicon wafers behave as transparent media for light waves with wave-

length larger than the silicon’s absorption cuto� wavelength of 1:1�m [45]. Several

proof-of-concept prototypes were subsequently demonstrated, with various kinds of

optoelectronic emitter/detectors [46, 47, 49], and with or without waveguides [48].

The basic idea of optical interconnection is shown schematically in Fig. 2.6.

The light emitter and detector are placed at two separate wafers. The light wave

that carries signal is sent by the emitter, propagates through the silicon wafer with

dielectrics and possible lenses. It is then captured by the detector to complete the

data transmission. An obvious advantage of replacing vertical wiring with optical

interconnection is its low power consumption. Compared to electrical wiring, a

simple exemplary calculation shows nearly 400 times power consumption reduction

for a 32 � 32 � 4 multi-processor network system [50]. From fabrication point of
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Figure 2.6: Schematic of optical interconnection [49]

view, the use of optical interconnection saves the e�ort of making through wafer

vias. With no mechanical wire contact between layers, the reliability problems of

inter-layer wires under thermal cycles are also eliminated. However, the density of

optical interconnection is typically low compared to direct wiring, due to the bulky

and non-scalable optoelectric devices [45]. The density mismatch between vertical

interconnects and planar wiring worsens as scaling continues.

The capacitive coupled interconnection method was �rst presented in [52]. As

shown in Fig. 2.7, electrical signals are sent to the transmitter �rst and then trans-

mitted through the coupling capacitor, and collected by the receiver. Signi�cant

Coupling Capacitance

Transmitter

Receiver

Figure 2.7: Schematic of capacitive coupled interconnection [52]

reduction on delay and power was reported by comparing the SPICE simulation

results to the sidewall-metallization method [53]. Unfortunately, there are several

limitations associated with this method. For robust signal transmission, the dis-

tance between the coupling pads needs to be kept within 1� 5�m which is di�cult
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to achieve. If backside metallization or thin �lm SOI technology is used as suggested

by the authors, it may be more e�cient to just apply direct inter-layer wiring in-

stead of capacitive coupling. In addition, the transmitter, receiver and the coupling

pad occupy considerable silicon areas. For instance, the coupling pad alone occupies

20 � 20�m2 in the authors’ experiment. Considering the large quantity of vertical

connections needed, this capacitive coupling based interconnection method would

need further study for improvements.

The capacitive interconnects transmit signals through electric �eld coupling.

Correspondingly, inductive interconnections achieve inter-layer communication through

magnetic �eld coupling [54{57]. The general structure of inductive coupled links is

as illustrated in Fig. 2.8, where a current change in the transmitter coil causes a

voltage signal at the receiver coil, which is then interpreted as digital signals. This

Transmitter

Receiver

Receiver

Figure 2.8: Schematic of inductive coupled interconnection

approach exhibits several advantages over the capacitive coupling interconnection.

First, inductive interconnection is capable of communicating through a longer dis-

tance than capacitive interconnection. Therefore, unlike capacitive interconnection

which is normally used only for face-to-face-bonded 2-layer circuits, inductive cou-

pled interconnects can accommodate multi-layer 3D stacks as shown in Fig. 2.8.

Second, the inductive coupled interconnection is intrinsically more scalable than ca-

pacitive coulped interconnects. The latter is voltage driven, thus can only provide

limited transmission power with constrained coupling plate area. While for current-

driven inductive coupling, the transmission quality can be improved by increasing
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the number of turns of the coil, which can be con�gured in multi-layer. As a result,

inductive interconnect is more adaptive to technology scaling with the lowering of

supply voltage. Higher bandwidth and lower power consumption are also observed

for inductive links at smaller technology node due to reduced coil size and supply

voltage. For example, Miura et. al. [54] reported a 1:25 Gbps inductive link at

0:35 �m technology with 4:56 mW power consumption at 3:3 V and an area of

0:025 mm2. When it is shrinked to 90 nm technology node, 1 Tbps=mm2 inductive

link with 1 mW=channel could be achieved.

Compared with direct wiring such as the TSV technology, inductive intercon-

nection and other contactless approaches have the advantage of eliminating the low

yield via fabrication process and ease of pre-bond testing for Known Good Dies

(KGDs). However, the large size of these contactless technologies may limit their

applications where dense interconnection is required. In contrast, the TSVs can

reach the size of less than 1 �m in diameter [60], which is more practical and ver-

satile. Thus, for the remaining of the thesis, TSV is presumed to be the default

interconnection technology for 3DIC unless otherwise speci�ed.

Wafer Thinning

Before stacking, the individual wafers carrying the active layers of 3DIC need to be

thinned for two main reasons. From circuit performance point of view, wafer thin-

ning is required for short, fast and reliable vertical interconnections. For example,

the aspect ratio of TSVs is constrained by the etching process. Assuming a wafer

thickness of 700�m and TSV diameter to height ratio of 1 : 10, the diameter of the

TSV would be 70�m to etch through the wafer, which is too large for high density

vertical interconnections. Long TSVs also imply long etching time required as well

as additional parasitics and hence the extended latencies. As mentioned before, the

TSVs are exposed by removing the bulk silicon from the back instead of etching

through the wafer. For contactless interconnection methods, bringing the active

layers into close proximity is more important for signal integrity. The second reason

for wafer thinning is that compact packaging is highly desired in today’s electronic

devices. Mobile devices such as cell phones tend to incorporate as many functions
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as possible in a small and thin form factor. Wafer thinning is thus needed to meet

the stringent space budget.

The silicon wafers can be thinned through physical grinding/polishing or chem-

ical etching. Grinding is a low cost thinning approach and usually provides fast

thinning speed of around 5�m=s [58]. However, the induced stress often damages

the wafer surface and creates defects. To remove the defect region, a further �ne

grinding [58], chemical mechanical polishing (CMP) [35] or dry etching [59] may

be applied to the wafer for better surface quality. Before the thinning process, the

wafer will be temporarily bonded to a glass or bulk wafer substrate for mechanical

support. The wafers should in principle be as thin as possible for the best circuit

performance. While in practical situations, they are usually thinned to no less than

50�m to prevent cracking. In some cases where SOI wafers are used, the thinning

may continue until it reaches the buried oxide (BOX) layer, left with only the active

layer [60]. The thinned wafer will remain attached to the supporting substrate for

the following alignment and bonding processes.

Wafer Alignment

Precise wafer alignment is critical for a functional 3D circuit. The required precision

level depends on the size of the inter-layer interconnections such as the diameter of

TSVs. In other words, the achievable precision level directly de�nes the minimum

size of vertical interconnection that can be used and hence the inter-layer bandwidth.

Micron or submicron level alignment precision is commonly required for the state-

of-the-art inter-layer interconnection speci�cations. Several alignment techniques

were proposed in literature which utilized either optical or infrared (IR) microscopy

[61, 62]. Fig. 2.9(a) illustrates the general con�guration of the IR microscopy align-

ment method. The alignment keys are registered on both wafers. An IR light source

is located on one side and illuminated so that the keys can be observed and aligned

through the optical objectives on the other side of the wafers. The alignment accu-

racy would depend on the IR wavelength, wafer thickness, planarity and material

composition. For cases where submicron precision is needed, transparent supporting

substrate is used to reduce IR signal degradation [60]. Fig.2.9 has also illustrated
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other alignment methods relying on optical microscopy, namely (b) etched via hole

method, (c) transparent substrate method, (d) backside alignment method, (e) in-

tersubstrate alignment method, (f) SmartView alignment method and (g) 3DAlign

method. Table 2.1 summarizes the precision level that can be achieved by all the

alignment methods. Detailed review of these alignment methods can be found in

[61] and [62].
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Figure 2.9: Schematic of di�erent alignment methods
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Table 2.1: Precision Levels of Di�erent Alignment Methods

Alignment Method Precision Level

(a) �1�m

(b) Hard to reach micron level precision

(c) �5�m

(d) �5�m

(e) �2�m

(f) �0:25�m

(g) submicron precision

Wafer Bonding

After thinning and alignment, the active layers shall be bonded to form a complete

and rigid 3D circuit stack. The bonding is expected to provide su�cient mechanical

strength, be compatible with semiconductor process, and be achievable under low

temperature so that the active devices are not damaged during the bonding process.

There are at least four types of wafer bonding mechanisms proposed in the literature,

namely metallic bonding, adhesive bonding, oxide bonding and surface activated

bonding techniques.

The metallic bonding mechanism integrates the active layers both mechanically

and electrically at the same time. It can be obtained through either thermal com-

pression or eutectic bonding. The thermal compression method often refers to direct

Cu-Cu bonding [63, 64]. The upper and lower wafers are �rst cleaned to remove the

oxide and contamination. The wafer pair is then aligned, heated to around 400�C

and compressed to stimulate the di�usion process. In the eutectic bonding approach,

alloys with low melting point such as Au/In and Au/Sn are used [65]. During the

bonding process, the alloy is heated and melted into liquid and then cooled down

to form the alloy bonding.

The adhesive bonding method is a simple bonding approach that utilizes polymer

adhesives to glue the thinned wafers together [66{68]. Polymer adhesive such as
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benzocyclobutene (BCB) is �rst spin coated on the surfaces of one or both wafers

followed by possible patterning. The two wafers are then aligned and compressed

for intimate contact. The polymer adhesive is then hardened by heat or UV light to

�x the bonding. Compared to other bonding methods, the adhesive bonding does

not impose strict requirements on the 
atness or cleanness of bonding surfaces. The

bonding temperature can be as low as room temperature and up to 450�C. The

adhesive bonding provides only mechanical integration. In many cases, it was used

together with metallic bonding to �ll in the tiny gaps between the metallic bonded

wafers and enhance the bonding strength [35, 67]. Due to the big di�erence in the

coe�cients of thermal extension (CTE), there is concern on the bonding reliability

under thermal cycles. The resulted bonding is not hermetic and thus not resilient

to gases or moisture.

Oxide bonding was used in SOI-based 3DIC fabrication process [60, 69{71]. This

bonding method requires careful bonding surface treatment and preparation. A thin

�lm of SiO2 is �rst deposited on the wafer by plasma enhanced chemical vapour de-

position (PECVD) or low pressure CVD. The oxide is then polished by CMP to

ensure a very 
at surface with a roughness of < 0:4nm RMS. After cleaning and

activation by hot H2O2 solution, the oxide surface becomes rich of OH groups.

Bringing the two wafers into intimate contact will result in weak Van Der Waals

bonding between the OH groups, which is nonetheless strong enough for layer trans-

ferring purpose. Finally, by applying a heat of > 150�C, the weak OH bonding will

be converted to strong Si � O � Si siloxane covalent bonds which can sustain the

back-end-of-line (BEOL) processes. The advantage of oxide bonding is that it does

not involve non-standard CMOS materials and it can sustain high temperature.

Adopting this bonding technique can also help to achieve high alignment precision

since the wafers are held in position by the Van DerVaals force and will not slide

during the bonding process.

The surfaced activated bonding (SAB) technique, as the name suggested, acti-

vates the bonding surface through energetic ion beam bombardment in vacuum [72].

After the activation step, the wafer surface becomes very unstable and reactive so

that once it is in contact with another activated surface, chemical bondings will be
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formed spontaneously even at room temperature. Argon fast atom beam (Ar-FAB)

is usually used as the energetic ion beam source. Commonly used CMOS materials

have been shown bondable using SAB method such as Al�Al [73], Al�Si3N4 [73],

Cu � Cu [74], Si � Si [75, 77], and Si � GaAs [76] direct bondings. In addition,

bumpless Cu � Cu interconnection has been successfully demonstrated using this

bonding method [78, 79]. Similar to the oxide bonding method, SAB method does

not introduce addition materials for bonding and the bonding is tight as atomic

bondings are formed. However, it has di�culties to bond ionic materials such as

glass, sapphire and SiO2 [72]. More research is needed to make the technique mature

enough for wide adoption.

2.2 The 3DIC Architecture Under Consideration

and Its Associated Thermal Challenges

Three dimensional integrated circuits typically exhibit a stacked architecture with

multiple active layers. Despite the di�erences in dimension, material and micro-

structures, such stacked architecture can be obtained by many di�erent fabrication

approaches, as discussed previously. In this thesis, the promising wafer bonding

based fabrication method with TSV interconnections will be assumed unless oth-

erwise stated, due to their obvious advantages on manufacturability and technical

maturity.

As shown in Fig. 2.10, every active circuit layer comprises three sublayers,

namely the back-end-of-line (BEOL) layer, the device layer and the substrate layer.

The BEOL layer contains a number of metal wiring layers which are composed of

metal and dielectrics. Its thermal property thus depends on the routing patterns

and the percentage of each material in the composition. The device layer contains

all the electronic components which are the main source of heat generation. The

power consumption of non-radiative electronic circuits is a good estimation of heat

generation since the electrical energy will be ideally converted into heat. Otherwise,

for radiative cases such as Radio Frequency (RF) and optoelectronic circuits, a

part of the electrical energy will be emitted as electromagnetic waves but the heat
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Figure 2.10: Schematic of the typical 3DIC structure with heatsink-based air cooling

generation can still be estimated from the conversion e�ciency. The substrate layer

is the residue of the bulk silicon wafer after the wafer thinning process. It can

be considered to be made of silicon and probably with TSVs that punch through.

The structure and material in between the active layers are determined by the wafer

bonding approach adopted. Fig. 2.10 illustrates the adhesive bonding method where

a layer of polymer adhesives was used for gluing and also heat transfer.

As explained earlier, such 3D stacking structure enables signi�cant performance

improvement by bringing devices into close proximity. On the other hand, it also

creates di�culties in removing the generated heat. Table 2.2 lists the thermal con-

ductivities of some commonly used materials in 3DIC. It shows that the thermal

conductivity can vary up to more than hundred times with di�erent material types.

Due to bonding and insulation needs, the dielectric materials are frequently used

in 3DIC. They act as e�ective thermal barriers on the heat transfer paths. For ex-

ample, a 1�m-thick BCB adhesive layer is equivalent to a 514�m-thick silicon from

cooling point of view. Suppose a heatsink is attached to the top active layer for

cooling, it would then be much more di�cult to transfer the heat from the bottom
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Table 2.2: Thermal Conductivitiy Values of Commonly Used Materials in 3DIC

Fabrication

Material Thermal Conductivity (W/(mK))

Metal

Al 205

Cu 401

W 173

Semiconductor

Si 149

GaAs 55

Dielectric

SiO2 1.4

Si3N4 30

BCB 0.29

Polyimide 0.52
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layers through multiple wafer and adhesive layers and dissipate it into the ambient.

The power density of today’s high performance computing devices can easily

rise to 50W=cm2 on average and exceed 100W=cm2 at hot spots. Such high level of

power density has reached the critical limit of thermal management of 2D circuits

[239{243]. Stacking up the active layers e�ectively multiplies the heat generation

per footprint, and makes the cooling of 3DIC even more di�cult with the increased

heat 
ux. In view of the aforementioned large thermal resistances, the 3DIC can

easily run away from healthy operating temperature, and triggers thermal-induced

fatigue and reliability problems [20, 21, 268].

2.3 Thermal Management of 3DIC

It is clear that proper thermal management is mandatory to prevent performance

degradation and ensure reliable operation of 3D chips. Various thermal management

schemes have been proposed. Some of them are extensions to the thermal manage-

ment methods originally used for conventional 2D circuits, such as power reduction

and redistribution techniques [81, 82, 97, 136, 140, 164, 186, 241]; Others are novel

thermal optimization methods founded on the unique characteristics of the 3DIC

architecture, such as the thermal TSVs [169{171, 173, 176] and micro
uidic cooling

techniques [179, 182, 185{191]. The thermal condition of a 3D chip is mainly deter-

mined by two factors. One is the amount and pattern of the heat generation, i.e.,

the power consumption. The other is how e�ectively such generated heat is carried

away, i.e., the cooling methodology. Consequently, there are two possible thermal

management approaches, one tackles the thermal problem from power perspective

and the other tries to solve the problem by adopting advanced cooling techniques.

2.3.1 Thermal Management from Power Perspective

The electrical energy consumed by active elements acts as the heat source. Therefore

manipulating power consumption has a direct e�ect on the circuit temperature of

3DICs. Power management problem of the conventional 2D circuits is already chal-

lenging enough and has attracted a lot of research interests driven by the substantial
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power consumption of electronics and the demand for longer battery life of mobile

devices. Since 3DICs are made of multiple layers of 2D circuits, most of the power

management methods of 2D electronics can also be applied to 3DICs. A straight

forward thought of thermal management is the downright adoption of existing power

management techniques. For example, during the design phase, the transistors at

non-critical paths can be downsized or operated at lower voltage to conserve power

[80, 82, 176]. At runtime, techniques such as dynamic voltage and frequency scaling

(DVFS) [86{91] and power gating [84] can be used to reduce the dynamic power.

However, the aforementioned power reduction methods may lead to performance

degradation or less than satisfactory thermal pro�le depending on the locality and

extent of power savings. In most cases, it would be better to redistribute the circuit

power adaptively instead of merely reducing the power consumption locally or stati-

cally to meet the thermal requirements. Such power redistribution can be performed

spatially, such as thermal-aware 
oorplanning/placement [136, 140] and thermal-

aware task allocation [160] for multi-core systems and network-on-chips (NoCs). On

the other hand, temporal power redistribution techniques such as thermal-aware

task scheduling [158] have also been investigated by many researchers to improve

the 3DICs’ thermal condition. In the following part, the power reduction and redis-

tribution techniques will be discussed in more detail.

Power Reduction Techniques

The power consumption of electronic circuit can be classi�ed into dynamic and static

power consumptions. Dynamic power is consumed due to the switching operation

of the active elements while static power is often caused by short circuit and leakage

currents. For CMOS circuits, the dynamic power is formulated in (2.4), where �

is the switching activity, C is the load capacitance, and f and V are the clock

frequency and supply voltage respectively.

Pdyn = �CfV 2 (2.4)
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Multiple Supply Voltage Design Approach Due to the quadratic contribu-

tion of supply voltage to the dynamic power, voltage scaling has been a very pop-

ular power reduction approach. Since lowering the supply voltage will increase the

transistor delay and cause timing violation, multiple supply voltage (MSV) design

approach has been proposed by many researchers [80, 82, 176]. The general idea is

to provide a clustered power supply, where the gates in the critical paths are driven

by normal voltage, and other gates with timing slacks are supplied with lower volt-

ages. Such approach has been shown to be very e�ective in power reduction of

large circuits. For example, by partitioning a MpactTM media processor chip into

two subcircuits and driving them at 3:3V and 1:9V respectively, the chip’s power

consumption was reduced signi�cantly by 47% at the expense of an area increase

of 15% [80]. The area overhead is mainly caused by the level shifters that were

required when signal travels across di�erent voltage zones. Fig. 2.11 shows a typical

implementation of a low-to-high level shifter. For signals travelling from high to low

VDDH

OUTH

VSS

VDDL

INL

Figure 2.11: Typical implementation of low-to-high level shifter [83]

voltage domain, inverter-based bu�ers can be used for the voltage transition. Be-

sides the area overheads, the level shifters will also consume additional power and

introduce timing delay especially when the clustered supply voltage is transiting
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from low to high voltage. Transistors that were supplied with lower voltages will

also have delays di�erent from its standard value. Careful timing veri�cation and

power assessment are thus required to produce a functional and e�ective low power

design. Fortunately, although the MSV approach may result in very complex power

network design and timing analysis, they are essentially static and manageable with

the aid of advanced circuit design and simulation tools.

The MSV approach for 2D circuits can be intuitively extended to 3D cases. The

�rst attempt was presented in [81], where a grid-based supply voltage assignment

method has been proposed. This method divides every tier of the 3DIC into reg-

ular grid cells. For each gate, the tendency of changing its supply voltage named

power delay sensitivity-slack (PDS � S) product is de�ned. Such tendency is pro-

portional to the power di�erence under di�erent supply voltages and the available

timing slack, and is inversely proportional to the extra delay induced by the voltage

change. Based on such criteria, proper supply voltage is assigned for every grid

cell and the PDS � S values are incrementally updated by considering the thermal

e�ects throughout the process. A 17:59% reduction in power and 4:15�C reduction

in temperature have been reported. This work was later re�ned in [82] to take prox-

imity and level shifter budget into consideration. The voltage assignment strategy

was also changed to be more greedy by �rst assigning all grids with lower Vdd and

then rescuing the sites with timing violations. As a result, the reduction in power

and temperature have been improved to 33:5% and 26:34�C, respectively.

It can be seen that MSV technique is e�ective in power and hence thermal reduc-

tion of 3DIC. In addition, the 3D architecture may provide opportunity to overcome

some of the dilemmas in 2D MSV designs. For example, for a feasible power network

design, the gates assigned with the same supply voltage are forced to be grouped

into a limited number of voltage domains. Doing so elongates the interconnections

between the gates at di�erent voltage domains, and increases the propagation de-

lays. In 2D designs, the MSV technique is normally applied in coarse granularity

and then routing optimization is performed to minimize the wiring across voltage

domains. Such constraint may be relaxed in 3DIC, since if the number of intercon-

nections between two voltage domains exceeds certain threshold, the two domains
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can be put into adjacent layers and connected through TSVs with minimum delay

overhead. Alternatively, the TSVs can also be used for power delivery to mitigate

routing congestions and stimulate new voltage island design algorithms. All these

possibilities have great potentials worthy of more rigorous investigation on large-

scale 3D circuits. The works presented in [81] and [82] used small circuits (the

ISCAS89 benchmarks) for experimentation, thus the aforementioned design prob-

lem was not obvious. In practice, much larger circuits such as multi-core systems,

system-on-a-chips (SoCs), and network-on-chips (NoCs) are the usual targets for 3D

implementations. They are expected to bene�t more from the MSV technique, with

the development of TSV-based 3D design automation algorithms and tools.

Dynamic Voltage and Frequency Scaling Meanwhile, for those large circuits

or systems, dynamic voltage and frequency scaling (DVFS) is also frequently used to

tune the circuit performance according to the workload conditions [241]. Dynamic

voltage scaling is a natural extension of the static MSV scheme. As the electronic

circuit evolves to include more components and functions, it is realized that not

all parts of the circuit need to be operated at full power and at all time. When a

subcircuit or subsystem is found to be performing non-time-critical tasks, its supply

voltage and associated frequency can be temporarily lowered to reduce the power

consumption. If a system component is found to be idle, techniques such as power

gating [84] and clock gating [85] can be applied to put the circuit into standby mode.

The DVFS method is often addressed on microprocessor-based platforms, due to

their wide application, well-de�ned microarchitecture, and feasibility of algorithm

implementation with the aid of operating system (OS) [86{91]. For simplicity, it is

commonly assumed that power is inversely proportional to f 3, and the runtime is

proportional to 1=f . Early works [86{88] tend to consider central processing unit

(CPU) alone, where task scheduling was proposed to exploit the available slack of

each time slot de�ned by the scheduler of the OS. The voltage and frequency were

adjusted accordingly so that every task was �nished just on time. Later, it was

observed that whenever a cache miss occurred, the required data had to be fetched

from the external memory while the CPU was waiting. As such, CPU-bound and
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memory-bound tasks were identi�ed and the CPU clock frequency (and voltage)

can be lowered depending on the amount of o�-chip activities, without too much

performance degradation [89{91]. In recent years, multi-core system has emerged

as a viable solution to the problem of power and performance limitations faced by

the uni-core architectures. With multiple number of cores, the DVFS strategy can

be even more 
exible by selecting suitable voltage/frequency of the individual cores

according to their running applications or threads. The problem of maximizing

throughput under a given power and thermal budget have been studied by some

researchers [93, 95, 100]. In all cases, it is critical to obtain the information on the

amount and composition of the future workload for correct voltage and frequency

assignment. It may not be practical to assume a priori knowledge about future

tasks since those information are usually unavailable. O�ine techniques such as

compiler-assisted pro�ling and system call insertion [94] were proposed. However, a

detailed analysis and modi�cation of the programs were needed and a priori knowl-

edge about the workload was actually implied. A more practical approach would be

to use embedded hardware such as performance monitoring unit (PMU) to pro�le

the workload. This method was adopted by several published works [89{91], where

the number of executed instructions and memory accesses were read from the PMU

to compute the o�-chip and on-chip activity ratio. With this kind of history track-

ing, the future workload can then be predicted with mathematical models such as

regression [91], moving average [92] or even simple heritage [90].

As the power level of high performance processors hits the maximum cooling

ability of existing packaging technology, thermal budget soon became an important

design and runtime constraint. There are many works trying to address the dy-

namic thermal management (DTM) problem with the aid of voltage and frequency

scaling technique [95{100, 241]. In [95], Muraliet. al. proposed a convex optimiza-

tion approach to obtain optimal voltage/frequency assignment for best performance

under power and thermal constraint, where a 2-phase iterative process was adopted

to tackle the non-convexity of the DTM problem. In [241], a closed-loop DVFS

controller was presented, where the voltage/frequency assignment was determined

based on the measurements from the thermal sensors; Zhang and Chatha [96] stud-
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ied a stochastic DTM problem, where the applications have uncertain execution

time and the performance was optimized to satisfy a low probability of peak tem-

perature violation. Most of those existing DVFS algorithms can be extended to

3D cases. For example, Sun et. al. [97] proposed a temperature optimization

algorithm called \3D-Wave" for three-dimensional multiprocessor system-on-chip

(3D-MPSoC), where DVFS was used to adjust the processor power according to

the slack distribution of scheduled tasks. A thermal management framework for

chip-multiprocessor (CMP) was proposed in [98]. By considering the heterogeneous

cooling e�ciency, power-thermal budget for each core was determined and appro-

priate DVFS was applied. Zhao et al. [99] formulated the DVFS of 3D-MPSoC into

a polynomial programming problem. Besides maximizing the system performance

while meeting the thermal constraint, it was also observed that there is greater

potential for 3D-MPSoC to gain more performance improvement than its 2D coun-

terpart from DVFS. This is mainly due to the heterogeneous cooling received by

heatsink-cooled 3D stack, as opposed to the 
at cooling condition of single-layered

multi-core systems. In [100], a concept called \temperature slack" was proposed

which was de�ned as the di�erence between the instantaneous temperature and the

maximum allowable temperature. With this concept, the power budget was aggres-

sively assigned to improve the system throughput.

DVFS has been reported as an e�ective power reduction approach. However, the

limitations associated with it were also revealed as technology evolves and more strin-

gent power and thermal constraint are imposed. First, the e�ectiveness of DVFS is

highly dependent on the nature of the workload. For instance, a 70% average energy

reduction with 12% performance loss was reported in [91] for memory-bound appli-

cations, whereas for CPU-bound applications, the energy saving drops to 15� 60%

subject to 5� 20% performance degradation. Second, as illustrated by the previous

example, a non-negligible performance loss is usually caused by the DVFS approach,

which introduces a trade-o� between energy and delay. Third, the bene�t brought

by DVFS is expected to diminish with shrinking transistor size and technology im-

provement [101]. As supply voltage of CMOS circuit decreasing from 5V , 3:3V to

1V and below from one technology node to the next, the dynamic voltage range
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that can be selected by DVFS becomes much narrower now comparing to the days

when DVFS was just proposed. In [102] and [103], the technology-driven limitations

of DVFS techniques were studied. It was pointed out that the dynamic range of

supply voltage greatly in
uences the e�ectiveness of DVFS, and the larger process

variation induced by advanced technology node will signi�cantly reduce the control-

lability of DVFS schemes. In addition, with smaller transistors, much larger on-chip

caches can now be accommodated, which reduces the cache miss rate and hence the

o�-chip activities. In the worst case, even when the data need to be fetched from

external memory, a much shorter memory access time is now required especially if

the core-cache implementation is three-dimensional. Finally, as the circuit complex-

ity increases, the overhead of DVFS that was induced by the extra power network,

level shifters and control mechanism will also be exaggerated. The overheads can

be mitigated by using simpli�ed or coarse-grained DVFS strategies but that will

limit their e�ectiveness. Therefore, DVFS alone may not be su�cient to manage

the power and hence thermal conditions of future 3DIC architectures. The incor-

poration of other thermal management approaches is needed to ensure the thermal

integrity of 3D stacks.

Switching Activity Reduction, Transistor Sizing and Interconnect Power

Reduction The MSV and DVFS techniques focused on reducing the dynamic

power through adjusting the voltage and frequency levels. From (2.4), the other two

factors that a�ecting dynamic power are switching activity and capacitive loadings.

The switching activity refers to the 0 ! 1 and 1 ! 0 logic level transitions at

the gate outputs from which the circuit function is realized. However, there are

unwanted switching activities which cause unnecessary power dissipation. \Glitch"

is one such switching activity caused by unbalanced data paths that lead to skew

arrival time of gate inputs. The implementation of f = abcd in Fig. 2.12(a) results

in unequal arrival time of the inputs to the AND gates and2 and and3. Spurious

switching occurs at the outputs of and2 and and3 before the �nal result has settled.

The glitches can be reduced by an alternative implementation shown in Fig. 2.12(b)

owing to the more balanced signal arrival time at the gate inputs.
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Figure 2.12: The (a) balanced and (b) unbalanced logic implementations of f = abcd

Another commonly encountered case of excessive or redundant switching ac-

tivity is when the output from a gate or functional block is not used. 26:6% of

dynamic power reduction was reported in [104] by gating o� the control signals of

the bus driver when the data bus is not used in an integer processing unit of a 64-

bit microprocessor. Besides equalizing data path delays and eliminating redundant

bus switching, another design time approach is to use logic gates with low switch-

ing activity through logic manipulation [105{107]. It was found that inverter has

the greatest switching activity. Eliminating input inverters were thus proposed in

[105, 107]. For example, instead of implementing f = �x+ �y + z using inverters and

OR gates, it can be implemented as f = xy+ z with NAND gates. More than 10%

of switching activity reduction was reported by this approach in [107].

The capacitive loading of CMOS circuits is closely related to the size of transis-

tors. Larger transistors have faster switching speed and higher driving capability,

at the cost of larger area and input capacitance. From the point of view of dynamic

power reduction, the transistor size should be minimized without violating the tim-

ing requirement [108]. However, a di�erent conclusion can be drawn if con
icting

factors such as the short circuit power is considered. The short circuit power of
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CMOS circuit is caused by the short on-period of both PMOS and NMOS during

the rise and fall times of a transition. Decreasing the transistor size would increase

the rise and fall times, thus increasing the short circuit power. As such, a convex

relationship between the transistor size and power consumption was presented in

[109]. It was concluded that there is an optimal transistor size for power instead of

the previously assumed linear correlation. An optimization algorithm that resizes

the transistors to meet the timing speci�cation begins with such optimal transistor

sizing for power was then proposed.

Capacitive loadings are also contributed by the interconnections. As the wiring

delay improved much slower than that of transistors, the weighted contribution

of interconnections to delay and power is becoming much more signi�cant in the

next technology node of the International Technology Roadmap for Semiconductors

(ITRS) [8]. There is a compelling need to reduce interconnection power for future

low power design especially for circuits with heavy input/output (I/O) activities.

One way to reduce the interconnection power is to reduce the wire length. This is

in line with the wire delay reduction and concerns all 
oorplanning and placement

algorithms [126, 127, 151]. New interconnect technology and novel circuit architec-

tures are the long-term solution for revolutionary improvement of interconnection

performance. Some of the new interconnect technology under study are TSV [36, 37],

optical interconnect [44], and carbon nanotubes [14]. These new interconnections

typically show shorter delay, larger bandwidth and lower power consumption over

the classical wiring. It is worth noting that all these new interconnection technolo-

gies can be adopted in 3DIC, making it an ideal circuit architecture for reducing the

interconnection power.

Leakage Reduction The leakage power has drawn a lot of attention in recent

years due to its increase dominance of overall power dissipation as transistor shrinks.

The leakage current of a transistor is contributed by many di�erent mechanisms

such as reverse-biased p-n junction, gate tunnelling and subthreshold leakage [110],

of which the major factor in current CMOS technology is the subthreshold leakage.

It refers to the phenomenon that the transistor is not completely turned o� when
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the gate voltage Vgs drops below the threshold Vth. The leakage current can be

calculated by (2.5), where the thermal voltage Vt = kT=q. From this equation,

it can be seen that Ileakage is exponentially dependent on Vth. Vth reduces with

the transistor sizes, which accounts for the alarming standby power dissipation in

the advanced sub-micron digital circuits and memory arrays. The associated short

channel e�ects (SCEs) such as drain induced barrier lowering (DIBL) reduce Vth

further and make the situation worse. Ileakage is also exponentially correlated with

circuit temperature, which forms a strong electrical-thermal positive feedback loop.

Thermal run-away may be resulted if the leakage and circuit temperature are not

properly controlled.

Ileakage = �0Cox
W

L
eb(Vdd�Vdd0)V 2

t (1� e
Vdd
Vt )e

�jVthj�Voff
nVt (2.5)

Existing leakage reduction techniques tackle the problem by device fabrication

and circuit design approaches. During fabrication, SCEs can be improved by reduc-

ing the gate oxide thickness, junction depth and depletion depth [110]. However,

the resulting heavy channel doping degrades the transistor driving capability. Ret-

rograde doping and halo doping were thus proposed to provide further control on

the channel doping pro�le to improve the transistor’s on-state characteristic while

providing the leakage control [111{113]. Recently, multi-gate devices have become

a popular solution for leakage control. Novel structures such as FinFET, Double

Gate, Tri-Gate, Pi-Gate, and "Gate All Around" MOSFET have been proposed

[114], where the Tri-Gate transistors have already been used in Intel’s 22-nm micro-

processors [115]. Due to greater control over the channel, multi-gate transistors have

good SCE suppression without the need for heavy channel doping, which results in

better channel mobility and smaller gate leakage current.

Stacking e�ect is a frequently exploited phenomenon in circuit design approaches.

A smaller leakage current is observed in stacked transistors when one or more of them

are at o�-state [110]. The leakage power depends on the circuit inputs. It was shown

that with di�erent input vectors, the power consumption of a NAND gate can vary

up to 10 times [118]. During normal operation, it is di�cult to constrain the input

vector for low leakage. When a circuit or subcircuit is in standby mode, the Min-
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imum Leakage Vector (MLV) can be used as inputs to the circuit, as proposed in

[116]. Another way to take advantage of the stacking e�ect is to add control tran-

sistors into selected gates [117]. This will increase the number of "OFF" transistors

in the stack and reduce the leakage current. Since Ileakage is highly dependent on

Vth, multiple-threshold-voltage design is another commonly used leakage reduction

technique. For example, transistors with high threshold voltage can be used at non-

critical paths to reduce leakage while low threshold transistors are used at critical

paths without violating timing constraint [119]. Using body e�ect, the threshold

voltage of the transistor can even be changed dynamically, according to the operat-

ing states [120]. During active mode, the source-body bias can be lowered to speed

up the switching of transistor; during standby, the bias can be increased to reduce

the leakage. A more sophisticated dynamic Vth scaling (DVTS) is made possible

by scaling the threshold voltage according to the workload conditions [121, 122],

similar to DVFS. According to (2.5), supply voltage is also a contributing factor.

Thus, the aforementioned MSV, DVFS and power gating methods can also be used

for leakage reduction, by adding leakage power as a triggering parameter into their

control mechanisms [123{125].

Power Redistribution Techniques

The thermal condition of 3DIC does not solely depend on the magnitude of power

but also its distribution. Due to the heterogeneous functionalities and workload

conditions of various components, the power density of electronic circuits is typi-

cally non-uniform. As the chip size increases, such heterogeneity will cause large

temperature di�erence between the hot and cool regions on the chip, adding com-

plexity and challenges to thermal management. This is particularly true for 3DICs,

as they usually have a more complex and heterogeneous integration than 2DICs.

The circuit layers are often thinned to tens of microns to minimize the lateral heat

spreading e�ect. As a result, a properly distributed power density is required at

both the design stage and runtime to meet the thermal constraints of 3D circuits.
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Thermal-aware Floorplanning and Placement During design phase, the power

consumption of functional blocks can be estimated, through either analytical mod-

els [252] or simulation with proper input vectors. By associating the power values

with circuit blocks, the power distribution problem can be modeled as the thermal

constraints of physical design in the 
oorplanning and placement algorithms.

The primary goal of 
oorplanning was to pack the functional blocks or system

modules in an e�cient way to achieve small packing area, short wire length and low

power consumption. In conventional 2D designs, this problem was often formulated

as a packing problem of rectangular shapes [126{131]. Depending on whether the


oorplanning are based on slicing or non-slicing methods, di�erent representations

were used, including binary slicing trees [126] and Polish expressions [127] for slicing

methods; and corner block list (CBL) [128], Q-sequence [130], bounded-sliceline grid

(BSG) [132] and TCG/TCG-S structures [133, 134] etc. for non-slicing methods.

The 
oorplanning problem has been known to be NP-hard. Using stochastic com-

binatorial optimization techniques such as simulated annealing (SA) method [135]

to �nd the optimal or near optimal solution has a long runtime when the problem

size is large. In view of this, more stable and scalable analytical method such as the

force-directed approach [136] was proposed.

For most 2D circuits, the heatsink on top of the chip provides an almost uni-

form cooling to the entire chip, due to the relatively homogeneous chip material

and single layer structure. A uniformly distributed power pro�le keeps the circuit

temperatures low. Thermal-aware 
oorplanning algorithms add circuit tempera-

ture into the cost function during the optimization process. For example, the peak

steady-state temperature is used as the thermal indicator in the SA optimization

engine in [139], where the temperature value was obtained from the compact ther-

mal model Hotspot [222]. Similar strategies may be applied to 3D cases but the

following di�erences need to be considered. First, for the heatsink-cooled 3D stack,

di�erent circuit layers have di�erent cooling e�ciencies. More power-hungry units

are recommended to be placed in layers that are closer to the heatsink [140]. Second,

due to the passivation between circuit layers, inter-layer vertical connections such

as TSVs behave as fast heat transfer conduit, which causes varying lateral cooling
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e�ciency. High power-consuming circuit blocks are better placed at locations with

more TSVs [141].

Most of the existing 2D 
oorplan representations can be extended to the 3D

designs. If only 2D blocks are involved, a quick solution is to assign the blocks to

the layers according to some prede�ned rules and objectives before applying the

2D 
oorplanning method to each layer. Flat packing [142], where the blocks can

be freely arranged across layers during the process, requires higher computational

complexity due to the much bigger solution space. Many 3D components, such

as 3D caches [215], 3D arithmetic units [143{145], 3D register �les [146] and 3D

instruction schedulers [147], have been developed in recent years and many more are

forthcoming. The 
oorplan of these 3D components cannot be directly accomplished

with conventional 2D 
oorplanning methods. 3D cubic packing methods, such as

3D slicing tree [148], 3D CBL [149], sequence triple and sequence quintuple [150],

were developed to tackle this problem. The basic concept is similar to the 2D

methods except the incorporation of the placement constraints and freedoms from

the third dimension. An inherent complexity associated with 3D cubic packing is

that most 3D components and modules can have multiple con�gurations for di�erent

design purposes. For example, a 3D cache can have variable layers, bitline and

wordline lengths and bank sizes [215]. Thus the shapes and sizes of the 3D cubes

can vary during the 
oorplanning process. This 
exibility provides more options

in the selection of suitable con�guration for optimal 
oorplanning. Both stochastic

and analytical optimization techniques have been proposed for 3D 
oorplanning

[136, 140]. In [140], three 
oorplanning algorithms with di�erent speed-accuracy

trade-o� were proposed by adopting the Combined Bucket and 2D Array (CBA)

representation, and integrating a compact resistive thermal model with the SA-

based 
oorplan engine. In [136], the force-directed approach is made thermal-aware

by adding a \thermal force" to push the 3D blocks away from the hot spots, with

careful power and thermal modeling. Juan et. al. [137] exploited the die-restacking

capability of 3DIC. A learning-based regression thermal model [138] was adopted to

predict the system maximum temperature and the thermal contribution of each tier,

which was then used to determine the stacking order with the larger-contribution
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tiers placed nearer to the heatsink.

After 
oorplanning, placement is performed to arrange the cells of a circuit in

the given area or volume so that the total wirelength, power and delay will be

minimized without overlapping cells or routing congestion. The placement problem

is also NP-complete. It would be impractical to produce a legalized and optimized

�nal placement in a single step. Most proposed methods divide the placement

task into three stages, as shown in Figure 2.13. The global placement in the �rst

stage is most critical in 3D placement. The objective of this stage is to produce

a coarsely optimized placement with limited overlaps. Various placement engines

such as partition-based approaches [151, 152], 
at placement techniques [153, 154]

and transformation methods [155] have been proposed. After the global placement,

Global Placement:
Partition-Based
Flat Placement

Multilevel Approach

Legalization:
Cell Shifting (Coarse)
DAG-Based (Detail)
Tetris-Style (Detail)

Detailed Placement:
2D Detailed Placement

RCN Graph

Figure 2.13: 3D Placement Flow

legalization will be applied to generate a non-overlapping placement by �ne-tuning

the cell positions. The legalization process comprises two steps: coarse legalization

and detailed legalization. The coarse legalization uses cell shifting techniques to

make the cell distribution more even. The 3D circuit is divided into grid of bins.

The bins with high cell density will be expanded and those with low cell density will

be shrunk. The detailed legalization uses techniques such as DAG-based method and

Tetris-Style method [155] to further legalize the result of coarse legalization in �ne

granularity. In the detailed placement, circuit cells will be swapped locally to re�ne

the objective function. Existing 2D placers can be used if the swapping is constrained

to the same layer. Detailed placement methods catered for 3D swapping has also

been proposed, such as the Relaxed Con
ict Net (RCN) graph based technique [156].

Thermal-aware placement of 3DIC is similar to thermal-aware 
oorplanning, in

the sense that the thermal distribution is also optimized by introducing an additional

thermal cost term in the objective functions for re�nement iteration [151, 154]. The

thermal terms will be related to the net information and placement variables so
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that analytical methods can be applied to minimize the maximum temperature.

A force-directed approach was proposed in [153], which added a thermal repulsive

force to push the cells away from the high temperature cells to achieve an even

thermal distribution. The placement performances of various transformation-based

techniques were investigated using a compact thermal model in [155]. In [151], a

net weighting technique was adopted. By adding thermal resistance reduction nets,

high power units were pulled towards the heatsink for better thermal results. At

the placement stage, TSV is a key component that distinguishes 3D placement from

2D placement. The insertion of TSVs adds fast heat conduction paths to alleviate

the heat accumulation. Thus, it is proposed to leverage existing signal TSVs. For

optimal thermal condition, it is proved in [141] that the power distribution should

be proportional to the percentage area of TSVs in a bin. Other works [169{171,

173, 176] that place TSVs to address the thermal issues will be reviewed under the

subject of thermal TSVs in 2.3.2.

Thermal-aware Task Allocation and Scheduling Thermal-aware 
oorplan-

ning and placement provide a good start point to meet the thermal requirements by

arranging the circuit blocks based on their anticipated power consumption. These

methods are usually based on averaged power consumption values while the actual

runtime power may vary due to di�erent input excitations and runtime power reduc-

tion techniques used. On the other hand, for circuits with homogeneous computing

units, e.g., multi-core systems, there is little room for 
oorplanning and placement

optimization since these identical cores have similar nominal power rating. How-

ever, during operation, the real power consumption of the cores may vary over a

wide range. Runtime power redistribution mechanisms are needed to prevent pos-

sible thermal violations caused by such power variation. As the location of circuit

blocks have already been �xed, the power can only be redistributed by arranging the

inputs of every circuit block. Such arrangement can be executed in two ways. One

is the spatial arrangement which assigns the tasks to di�erent circuit blocks. The

other is the temporal arrangement which determines the order of the task sequences

of the computational units. The former is usually referred to as task allocation and
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the latter as task scheduling. They were initially studied to maximize the system

throughput or energy e�ciency [157]. Soon it was found that meeting the thermal

constraint is an equally important optimization criterion for cooling cost reduction

and reliability.

The task allocation and scheduling problem was usually studied on processor-

based system, especially multi-core systems and Network-on-Chips (NoCs). The

problem was often formulated as a selection and assignment problem of tasks from a

global queue or task pool to individual cores or Intellectual Property (IP) blocks to

generate their local task queues, subject to power-performance trade-o� and thermal

constraints. In the degenerated case where a single core structure is present, only

task scheduling would be considered. A complete thermal-aware task allocation

and scheduling should contain three components, namely the prior knowledge of

future tasks, a system temperature monitoring mechanism, and the allocation and

scheduling algorithm.

A general rule that is obeyed by most allocation and scheduling proposals is to

assign high power tasks to low temperature cores [160] and interleave high power

and low power tasks [158] to mitigate the spatial and temporal activity intensity. In

this case, the power consumption and thermal e�ect induced by a task need to be

known a priori. One way to gain such knowledge is to pro�le the thermal impact

of tasks o�ine with thermal sensors, as proposed in [159{161]. During runtime, the

tasks were said to be recognizable through metadata comparison, and the corre-

sponding pre-stored thermal pro�les was invoked to facilitate decision making. For

unrecognized tasks, its metadata and thermal trace will be recorded as a new entry

to catch similar future tasks. The other method is to track the power of tasks online

based on their instructions per cycle (IPC) ratings. It was observed that the power

consumption of a microprocessor is closely related to the IPC count [162, 163]. The

task power can be estimated based on the readings from the build-in performance

counter of the processors. The obtained power values can then be used to predict

the power of similar future tasks. For its feasibility and ease of implementation, this

method was favored by most relevant works [158, 164, 167].

For thermal-related decision making, there must be a way to monitor present
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(and past) circuit temperature(s). A simple and straight forward way is to read the

temperature directly from the build-in thermal sensors of the processors [159{161].

Most modern microprocessor has hardware-embedded thermal sensors. The over-

head caused by reading and storing the collected data is trivial but the silicon area

overhead of thermal sensors cannot be neglected. On the other hand, the reliability

and usefulness of the temperature readings are highly dependent on the quantity

and locations of the sensors. Due to the heterogeneity of computational units, the

power density and the circuit temperature are usually non-uniform. To provide

a high resolution temperature map, a high number of thermal sensors is required

which incurs a high area overhead. The maximum circuit temperature is often the

designer’s top concern. It normally appears at the high power density regions. To

obtain the accurate maximum reading, the thermal sensors will be cramped at such

critical region which may cause congestions and degrade the performance of the

design. Alternatively, software-sensing methods, which estimate the circuit temper-

ature by accurate thermal models, were adopted by [165, 167]. Thermal models

typically provide moderately accurate temperature prediction, but its resolution is

much higher and customizable. The underlying thermal formulation can also pro-

vide guidance for task allocation and scheduling, and predict future temperature if

the future task powers are known. Due to runtime requirement, fast compact ther-

mal models such as Hotspot [222] were often used. This temperature monitoring

method was also adopted in my research work due to its versatility. More details

about existing thermal models will be reviewed in Section 2.4 of this chapter.

Knowing the power consumption of tasks and circuit temperature, the only

problem left is how to arrange the tasks based on these information. Powell et

al. [166] proposed a simple strategy called \heat-and-run" to maximize the system

throughput by assigning and scheduling tasks that fully utilizes the system resources.

Thread migration from a overheated core to a cooler core was performed only if a

thermal violation was observed. The weakness of this method is that the cores may

be overheated very quickly and frequent thread migration will degrade performance.

Coskun et al. [160] proposed an \adaptive-random" task allocation algorithm, which

assigns tasks according to a probability value associated with every core. The prob-
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ability value was updated at every time interval based on the processor temperature

history collected from the thermal sensors. A cooler processor will have a higher

probability to get job assignment. This method is a more sophisticated application

of the simple idea of assigning tasks to cooler processor. Since the thermal impact

of individual tasks was not considered, \adaptive-random" method alone could not

ensure thermal integrity.Podobas and Brorsson [158] proposed a task interleaving

scheme, where multiple global queue were kept and sorted according to their power

consumption. Tasks with appropriate power ratings were then selected based on

the current temperature. This work adopted a simpli�ed RC model for thermal

simulation. A mixed-integer linear programming (MILP) approach was proposed

in [168], which fully described the thermal-aware allocation and scheduling prob-

lem. However, since such problem is NP-complete, the MILP method cannot deal

with large-sized problem. To ensure thermal integrity, Yang et al. [167] proposed a

thermal-aware scheduling algorithm that simulates the circuit temperature with ev-

ery candidate task based on the predicted power. The task that induced the lowest

circuit temperature was chosen.

All the aforementioned algorithms were proposed for 2D circuits. Nevertheless,

they can all be used for 3DICs with simple modi�cations. The only di�erence

between 2D and 3D scheduling is the thermal behavior of 3DIC stacking structure.

Circuit layers near the heatsink are generally cooler and the thermal conditions of

adjacent circuit layers are strongly correlated. This di�erence has been exploited for

3DIC thermal-aware allocation and scheduling algorithms. The \adaptive-random"

method was extended to a 3D MPSoC task allocation algorithm \Adapt3D" in

[161]. In the extended version, the probability values were updated with a thermal

index value taking into consideration the heterogeneous cooling received by di�erent

circuit layers. Zhou et al. [164] proposed the concept of \super core" and \super

task", which grouped vertically correlated cores and assigned the tasks to the super

cores to distribute the power evenly. Furthermore, high power tasks were assigned to

layers near the heatsink to utilize their higher cooling e�ciency. In [165], the thermal

simulation e�ciency was improved by incrementally updating the temperature. The

empty cores with high-power tasks were �lled for thermal simulation to account for
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the inter-core thermal in
uences. In a nut shell, 2D algorithms for task allocation

and scheduling can be adapted for 3DICs by incorporating 3D-speci�c properties

and accurate thermal modeling.

2.3.2 Thermal Management by Advanced Cooling Techniques

Power reduction and redistribution techniques are most e�ective if there is enough

slack in the power budget or the original power distribution is obviously uneven.

These circuit design and runtime management techniques maximize the cooling

e�ciency of the available cheap cooling solution, e.g., heatsink-based air cooling.

Unfortunately, as power density increases, the circuit temperature may still rise

beyond the safety threshold even with a reduced and optimally distributed power

consumption. This is very likely to occur in 3DICs due to their stacked power density

and large thermal resistances. Applying aggressive power reduction such as heavily

scaling supply voltage and frequency to meet the thermal requirement will scarify

performance which is not suitable for tasks with hard deadlines. The total energy

consumption would also be increased due to longer execution time. The capability of

the most advanced devices will be undermined by running it at a slower speed than

they could most of the time just to avoid the peak operating temperature. Conse-

quently, more advanced cooling techniques are needed when power reduction and

redistribution techniques are insu�cient to maintain the circuit temperature. This

is analogous to maintain the water level of a swimming pool. If the inlet has reached

its maximum tunable range while the water level (temperature) is still increasing, a

larger outlet is needed to expel water (heat) at a higher rate of 
ow. Various cooling

solutions leveraging the 3DIC’s stacking structure have been proposed, which can be

divided into two main categories. One way is to improve the current heatsink-based

air cooling method with novel and economical heat conduction structures, such as

the insertion of thermal-TSVs (T-TSVs) [169{171, 173, 176]. The other way is to

use active cooling techniques with a higher cooling capability, such as micro
uidic

cooling methods [179, 182, 185{191]. In this section, T-TSV enhanced air cooling

and micro
uidic cooling techniques will be reviewed.
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Thermal-TSV Enhanced Heatsink-based Air Cooling

The large thermal resistance between the circuit layers and heatsink is one major

reason that made 3DICs prone to the thermal problem. Such large thermal resistance

is caused by the stacking structure of 3DICs, especially when multiple dielectric

layers are present along the heat transfer path. Without changing the 3D stack

architecture, the large thermal resistance can be reduced by inserting Thermal-

TSVs (T-TSVs). TSVs are commonly used as interlayer connections in 3DICs. As

introduced in Section 2.1.2, a TSV is often made of metal and surrounded with a

thin layer of dielectric material. Table 2.2 shows that the thermal conductivity of

the used metal is up to 1.7 times better than silicon and over hundreds times better

than dielectrics. Therefore, as TSVs punching through silicon wafers for electrical

interconnection, a fast heat transfer path is also provided at the same time. The

number and locations of power and signal TSVs are often constrained by timing

and power supply quality requirements, and are usually not optimized for thermal

purposes. Therefore, dummy TSVs that are electrically isolated can be inserted

merely for the interest of thermal management. These TSVs are called T-TSVs

[169{171, 173, 176].

Although T-TSVs can e�ectively improve the local thermal conductivity, they

are commonly seen as blockages during placement and routing. Such con
ict be-

tween thermal and area introduces a trade-o� where a minimum number of T-TSVs

is required to achieve the thermal targets. To solve this problem, a complete knowl-

edge about the heat transfer behavior within the 3D architecture is needed so that

T-TSVs can be inserted at the most critical position. In [169] and [170], the T-TSV

placement was integrated into the multilevel routing process. The T-TSV minimiza-

tion problem was �rst formulated as a nonlinear programming (NLP) problem. Two

heuristics are then proposed, namely VPPT [169] and m-ADVP [170], to optimize

the number of T-TSVs with thermal constraints. VPPT stands for \via planning

proportional to temperature". It is an intuitive algorithm to put more T-TSVs at

hot locations. m-ADVP stands for \multilevel alternating direction via planning"

T-TSV planning algorithm. It considers vertical T-TSV insertion and horizontal

T-TSV insertion separately. The vertical T-TSV was planned through a convex
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optimization, and the horizontal T-TSV was placed according to the heat 
ows to

propagate the heat 
ux from the hot spots to the cooling regions. Due to a more

precise formulation with thermal models, m-ADVP was shown to be able to reduce

68% of TSVs as compared to VPPT algorithm. These two works were further im-

proved recently in [171] by considering the thermal related leakage and delay during

the T-TSV insertion process. The T-TSVs were placed based on a weighted model,

where the vertical T-TSVs were placed according to the power density and the hor-

izontal T-TSVs were placed according to a delay and leakage weighted heat 
ow

index, constrained by the available TSV capacity. It was shown that leakage and

delay does have a strong impact on the �nal T-TSV distribution. A leakage and

delay aware T-TSV is therefore needed for practical designs.

The methods presented in [169{171] are 
at T-TSV placement approaches. Go-

plen and Sapatnekar [172], [173] proposed an alternative T-TSV algorithm with

prede�ned structure. The T-TSVs were allowed to be inserted only at the speci�ed

thermal via regions. By changing the density of the T-TSVs, the thermal conduc-

tivity of the thermal via regions could be adjusted accordingly. The main purpose of

creating such thermal via regions is to eliminate the randomness of routing conges-

tions created by T-TSVs. Since the T-TSVs were �xed in such a framework, the only

problem left was to determine the TSV density of each thermal via region. Finite

element analysis (FEA) was adopted in [172, 173] to model the thermal condition of

3D structure. To meet the desired thermal requirement, the thermal conductivity

needed for each thermal via region was calculated. The TSV density of each thermal

via region was then obtained. The FEA and TSV density calculations were iterated

until the convergence was reached.

Since not only T-TSVs but also all other TSVs, such as power and signal TSVs,

conduct heat as well, there are works that attempted to utilize the exiting TSVs

so that the T-TSVs added are minimized. Cong et al. [141] proposed to use signal

TSVs only by arranging the TSVs in proportion to the power density. A 34% peak

temperature reduction was obtained with a slight wirelength overhead. In [174, 176],

Yu et al. managed to co-optimize the power/group and thermal TSVs so that both

power and thermal integrity were addressed and the number of non-signal TSVs
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was minimized. A macromodel was built and reduced to formulate the optimization

problem. The problem was solved by a sensitivity based iterative optimization

process. Transient temperature was proposed for thermal monitoring instead of

steady state temperature to avoid the over-estimation of thermal requirements [175].

A 34% reduction of the non-signal TSVs was reported by simultaneously optimizing

the power and thermal TSVs.

Although signi�cant temperature reduction was claimed by most T-TSV related

works, it was found that such large reduction may be due to the inappropriate

boundary condition, which assumed an isothermal top or bottom layer with room

temperature for their heatsink model [169{173]. With proper thermal modeling,

the improvement by inserting T-TSVs was less impressive [177]. In addition, as

TSV diameter and pitch shrink, its dielectric liner starts to show thermal blockage

e�ects for the lateral heat 
ow [178]. While T-TSVs may be added to address

some local thermal emergencies, with current material composition, it may not be

an ideal solution for the thermal problems faced by 3DICs, considering its induced

congestion, limited thermal improvement and non-scalability as the number of circuit

layers increases.

Micro
uidic Cooling for Thermal Management of 3DIC

The conventional planar cooling techniques are no longer suitable for 3D circuits

since they are not scalable on the third dimension. Irrespective of the surface of the

3D stack to which the heatsink is attached, some circuit modules will always be far

from the heatsink and experience a high thermal resistance. Hence, liquid cooling

that utilizes interlayer cavities was proposed. By forcing the liquid coolant to 
ow

through the cavities, the generated heat is absorbed and carried away from both

the upper and lower circuit layers. The number of cavity layers increases along with

the number of circuit layers, thus provides local thermal ground to every circuit

component. The interlayer cavity can have di�erent shapes, including microchannel

[179], pin and �n structures [191], where microchannels were adopted and modeled

by most works due to its regularity and implementation feasibility.

Microchannel-based micro
uidic cooling for electronic chips was �rst proposed
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in [179], where the microchannels were fabricated at the back of silicon substrate

and water was used to cool a single-layered chip. Maximum thermal resistance of

around 0:1K=W was obtained and a maximum heat dissipation of 790W=cm2 was

demonstrated. In comparison, the junction-to-ambient resistance of the state-of-

the-art air-cooled heat sink is about 0:6K=W . Heat dissipation of over 100W=cm2

with the air cooling solution poses a problem [180]. Inspired by the impressive and

scalable cooling potential, many recent research works [182, 185{190] have turned to

micro
uidic cooling method for solving the cooling problem of 3DICs. The general

scheme of micro
uidic cooling method is shown in Fig. 2.14 [181, 182]. The cold

Fluid Sealing Package

Layer 2

Layer 1

Layer 3

Pump

Printed Circuit Board (PCB)

Heat Exchanger

Figure 2.14: Schematic of micro
uidic cooling structure for 3DICs

coolant is fed through interlayer microchannels of the 3D stack with an external

micropump. After absorbing heat from the 3D circuit, the hot coolant is extracted

from the outlet and sent to the external heat exchanger to \unload" the absorbed

heat. The coolant is then pumped into the 3D stack again to form the complete

liquid cooling loop. The philosophy behind such an approach is to move the thermal

problem from sites where simple and cheap solutions are either not permissible or
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ine�ective due to the space and architecture constraints to places free from these

constraints. The microchannels can be fabricated by following the steps shown in

Fig. 2.15, where an array of deep trenches is �rst etched on the silicon substrate and

then covered by another piece of wafer or polymer plate through bonding [181, 182].

In this thesis, the direct wafer bonding method [75, 77] is assumed, which avoids

the use of non-CMOS process materials.

Deposite Oxide as 
Etching Barriers

Etching Deep 
Trenches

Cover by Silicon 
Wafer or Polymer

Figure 2.15: Microchannel fabrication process 
ow

Although micro
uidic cooling possesses remarkable heat removal capability, it

introduces additional implementation costs and overheads such as micropumps, fab-

rication of the 
uid network and the 
uid I/O components [182]. It is imperative to

optimize the cooling performance while minimizing the implementation overheads.

The heat absorbing capability of the microchannel array is often characterized by

the heat transfer coe�cient (HTC), which is related to the channel geometry and


uid properties such as its thermal conductivity, viscosity and 
ow rate. Several

works have attempted to maximize the microchannel’s HTC at the design stage by

optimizing the channel geometry [183, 184]. On the other hand, the power consumed

by the cooling package at runtime adds to the operational cost. The cooling power

of micropumps is formulated in (2.6), where �P denotes the pressure drop along

the microchannel and Q denotes the 
ow rate.

Ppump = �P �Q (2.6)

Since the microchannel geometry is �xed during runtime, the cooling power could

be solely determined and tunable by the 
ow rate. Increasing the 
ow rate will

cost more cooling power but obtain better cooling result. The runtime thermal

management solutions aim to minimize the cooling power under thermal constraint.

In [185], Shi and Srivastava proposed a non-uniform microchannel design technique
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that optimizes the channel number by iteratively removing the channel that incurs

the lowest thermal penalty. A DTM technique was then applied to adaptively change

the 
ow rate according to the Kalman-�lter-corrected thermal sensor readings. A

series of runtime thermal management schemes that combines micro
uidic cooling

with DVFS and task scheduling techniques have also been proposed [186{189]. In

[186], reactive and proactive load balancing approaches under micro
uidic cooling

with both �xed and variable 
ow rate settings were demonstrated. An autoregressive

moving average (ARMA) time series model was used to forecast the future temper-

ature. In [187], a look-up-table-based 
ow rate control mechanism was proposed. A

weighted load balancing scheme was adopted this time so that the hot processors

execute less tasks. 30% cooling energy reduction was achieved compared to the

worst-case design. In [188], a fuzzy DTM controller was proposed to account for the

processor location (with respect to microchannel, i.e., up-stream or down-stream).

Di�erent DVFS settings were decided based on the processor location and tempera-

ture. A 63% reduction in cooling energy was obtained. A hierarchical DTM policy

was proposed in [189]. Under this policy, the thermal management task was shared

by the global and local controllers. The global controller sets the 
ow rate based

on the temperature measurements and partitions the workload of each circuit layer

with a local controller. The local controller then implements DVFS strategies based

on the workload and temperature requirements. A further 50% average cooling

energy reduction was reported, as compared to previous proposals. An intra-layer

thermal balance within 10�C was also reported. In general, the cooling power can

be greatly reduced if the 
ow rate setting matches well with the 3DIC’s cooling

demand. However, due to the non-uniform circuit power distribution, it would be

di�cult to match the cooling e�ort and demand by a uniform 
ow rate setting. The

idea of non-uniform 
ow rate distribution presented in this thesis was motivated by

this observation.

In most micro
uid-based DTM schemes, the peak temperature and thermal gra-

dient 1 were normally selected to be the evaluation criteria. Interestingly, although

1this term is used to express the range of temperature variation of the circuit, i.e. �T =

Tmax � Tmin over a period of time. As the common time denominator has often been omitted
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micro
uid-cooled 3DIC usually exhibits a low peak temperature, the thermal gradi-

ent remains large and di�cult to be reduced [188, 189]. This is due to the fact that

the coolant temperature continue to rise as it absorbs heat along the microchannel.

This phenomenon was noted by Sabry et al. [190] and they proposed a channel

modulation technique. By varying the channel width along the 
ow direction, the

circuit temperature rises due to convective thermal resistance can be controlled and

thus o�set part of the coolant thermal building e�ect. Although theoretically cor-

rect, the proposal is impractical since it requires independent liquid network for

every microchannel. Therefore, a more feasible solution to the large thermal gradi-

ent is needed to take advantage of the strong heat removal capability of micro
uidic

cooling.

2.4 Thermal Modeling of 3DIC

From the review of various design-time and runtime strategies for e�ective thermal

management of 3DIC in the previous section, fast and accurate thermal modeling is

always needed to o�er quick thermal assessment at the design stage or temperature

estimation and prediction during runtime. For the solid-state circuit, the generated

heat is mostly transferred through conduction within the chip. Such heat conduc-

tion can be described by the Fourier heat di�usion equation (2.7) under Cartesian

coordinate [223], where k(x; y; z; T ) is the temperature-dependent thermal conduc-

tivity of the material, T (x; y; z; t) is the circuit temperature, and q(x; y; z; t) is the

outgoing heat 
ux. In practice, the weak temperature dependence of k is often

ignored for simplicity. The error due to its omission is negligible.

r(k(x; y; z; T )rT (x; y; z; t)) = �q(x; y; z; t) (2.7)

This partial di�erential equation (PDE) can be solved by methods such as �nite

element analysis (FEA), �nite di�erence methods (FDM) and Green function based

approaches. The FEA-based approach is often adopted by commercial simulation

tools such as ANSYS [218] and COMSOL [219] due to its high accuracy. However,

conveniently, it refers more to the di�erence rather than gradient.
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the large number of meshes created often results in signi�cant memory usage and

long computation time for interactive thermal-aware design and runtime thermal

management. FDM and Green function based approaches are thus more frequently

used in the literature and the FEA-based tools are usually reserved for veri�cation

purpose. Thermal modeling of 2D chips has been well studied especially for high

performance circuits such as MPSoCs [192, 222]. Compared to the conventional 2D

design, the problem size of 3DIC is much larger with heterogeneous material com-

position due to the bonding and TSVs. The use of micro
uidic cooling techniques

also invalidates existing heatsink-based air cooling models and adaptation of 
uid

thermodynamic theories is needed for correct modeling. In this section, thermal

modeling approaches for 3DICs with air cooling and micro
uidic cooling will be

reviewed.

2.4.1 Thermal Model of Heatsink-Based Air-Cooled 3DICs

In heatsink-based air-cooled 3DICs, a heatsink is attached to the top or bottom of

the 3D stack to dissipate heat into the ambient through convection. The convection

e�ciency is often characterized by the convective resistance which can be found in

the heatsink’s speci�cation. Within the 3D stack, the main heat transfer path is in

the vertical direction where the generated heat propagates through multiple circuit

layers until the heatsink is reached.

FDM-based Approaches

Finite di�erence methods based on thermal-electrical analogy 2 are often adopted

to solve the heat transfer problem. Assuming that the 3D stacks are composed of

multiple homogeneous layers, the simplest approach [193, 194] would be to assume a

constant ambient temperature as the thermal ground and represent each layer with a

thermal resistance as shown in Fig. 2.16. The resistances for such simple model can

even be hand-calculated with an average temperature value obtained for each layer.

This one-dimensional thermal analysis can provide instant temperature estimation

2where temperature corresponds to voltage, heat 
ow corresponds to current, thermal resistance

corresponds to the ohmic resistance, and heat capacity corresponds to capacitors.
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for 3DIC but non-trivial error is expected if there exists intralayer heterogeneous

material composition or large lateral power variations.

Layer 1

Layer 2

Layer 3

TIM
Spreader

Heatsink

(a) Schematic of 3DIC

R1

R2

R3

RTIM

Rspreader

Rheatsink

(b) Equivalent 1-D resistive model

Figure 2.16: One-dimensional resistive modeling of 3DIC

Hotspot [222] is a more sophisticated FDM-based thermal model that has been

widely used for thermal modeling of microprocessor and general circuits. In this

model, the chip is divided into multiple grid cells. Each grid cell is regarded as a node

and represented by six thermal resistors (and a thermal capacitor if transient analysis

is required). The thermal network is then converted into an equivalent RC circuit.

For each node, the following ordinary di�erential equation can be established.

Ci
�Ti
�t

+
X

j2 i0s neighbors

((Ti � Tj)=Rij) = 0 (2.8)

(2.8) can be solved by Eular’s method or Runge-Kutta method. The latter is adopted

in Hotspot for transient analysis so that the system temperature is updated after

every elapsed time interval. For steady state analysis, �Ti

�t
= 0 is substituted into

(2.8) and the thermal problem can be generalized and simpli�ed as

GT = P (2.9)

where G is thermal conductance matrix. T and P are the temperature and power

arrays, respectively. Typically, G is a highly sparse matrix and (2.9) can be solved
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by existing sparse solvers such as SuperLU or KLU. In Hotspot, the steady state

problem is solved by a recursive multigrid method. The existing grid resolution is

�rst lowered to obtain a rough temperature estimation based on the total power and

lumped thermal resistance. More accurate results are then achieved by iteratively

doubling the grid row and column resolutions to obtain the new convergent steady

state results. This recursive approach has the advantage of low run time complexity,

but the grid resolution is limited to a power-of-two integer, i.e., 2n. Hotspot was

initially proposed for thermal evaluation of 2D circuits. From version 2.0, it has also

included modules for 3DIC thermal modeling. However, its 3DIC modeling ignores

the intra-layer heterogeneity, thus may introduce non-negligible error.

Due to its simplicity, FDM-based thermal modeling approach is frequently used

[170, 192{195]. Similar to Hotspot, most methods convert the thermal modeling

problem into a resistive circuit simulation problem. This approach can generally

o�er moderate accuracy and reduced execution time compared with FEA methods.

However, when the grid resolution is high, the execution time can be long with a

large amount of memory used.

Power Blurring Method

An alternative approach to avoid this problem is the Green function based method

such as power blurring (PB) [196{198]. The PB method treats the power map as

an image, and the method is named after the observation that the temperature

distribution appears like a blurred version of this image. From signal processing

point of view, the power distribution is analogous to the input and the 3D stack

is analogous to a linear system. The output (temperature) can thus be obtained

by the convolution of the power map with the system impulse response, which was

often referred to as thermal masks in the literature. As such, image processing

techniques such as discrete cosine transform (DCT) can be applied to speed up

the simulation process [199]. The thermal masks can be obtained by applying a

point heat source in the chip and collect the resultant steady state temperature

pro�le. At this stage, the steady state temperature needs to be obtained by using

other thermal models or through physical measurements. Since the accuracy of the
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PB method is strongly dependent on the quality of the thermal masks, accurate

FEA-based thermal simulators are usually adopted. Long simulation time and high

resource requirement are expected. However, such kind of simulation needs to be

run only once for a �xed circuit architecture. After that, very e�cient and fast

thermal simulation can be achieved.

The PB method was initially proposed for 2D circuits [200, 201], and later ex-

tended to model 3DICs [196]. For 3DIC thermal modeling, multiple thermal masks

need to be prepared to account for the inter-layer thermal coupling e�ects [197]. Due

to multiple circuit layers, the problem size is usually large. Thermal mask collection

with accurate thermal models may hence be run time ine�cient especially when a

high resolution is required. In [197], such problem was solved by generating ther-

mal response of every homogeneous area separately. Since the homogeneous area is

smaller than the full chip, error will be introduced in the obtained thermal response

but can be corrected by removing the o�set and adding on the \far" responses. With

carefully generated thermal masks and error compensation techniques [197, 198], PB

method can usually achieve accuracy close to FEA-based methods, and can reduce

the execution time by six orders of magnitude. As long as the circuit infrastructure

remains unchanged, there is no need to rebuild the mesh or resistive network for

new simulations. It is thus well suited for tasks such as thermal-aware 
oorplanning

and placement and runtime thermal tracking with pre-stored thermal masks. The

main weakness of PB method is that it cannot be stand-alone and must rely on

other thermal models for thermal mask preparation. In addition, the long run time

(hours to days) of multiple high resolution FEA simulation for thermal mask gen-

eration makes this method inappropriate when the circuit contains recon�gurable

components such as a fan with multiple speed settings.

Thermal E�ect of TSVs

In accurate 2D thermal models, the substrate, active and back-end-of-line (BEOL)

sublayers have already been identi�ed and modeled separately. The 3D extension

is in principle merely an incremental update by adding more circuit layers provided

that all the layers are homogeneous. Unfortunately, due to the existence of interlayer
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interconnections, speci�cally the TSVs, the intralayer homogeneity is annihilated

and a straightforward extension of existing 2D thermal models is inadequate.

Since both heat transfer path and thermal improvement by TSV are mainly in

the vertical direction, the simplest way to include TSV is by adding lumped vertical

thermal resistances in parallel with the corresponding thermal resistors if FDM is

adopted [193, 194]. This simple modi�cation tends to over-estimate the vertical heat

conduction. In more accurate thermal models, the lateral thermal resistance, taking

into consideration the dielectric liners, induced by TSV is also added [178, 195].

Fig.2.17 illustrates these two di�erent resistive approaches. The vertical resistance

is generally proportional to the length of TSV, and inversely proportional to the

TSV’s cross-sectional area. The lateral resistance is proportional to the diameter of

the TSV, and strongly dependent on the thickness of the liner.

R1

R2

R3

RTIM

Rspreader

Rheatsink

RTSV3

RTSV2

RTSV1

(a) Consider vertical TSV e�ect only

R1

R2

R3

RTIM

Rspreader

Rheatsink

RTSV3

RTSV2

RTSV1

�Z�[TSV1

�Z�[TSV2

�Z�[TSV3

(b) Consider both vertical and lateral TSV

e�ects

Figure 2.17: Modeling of TSV’s thermal e�ect with and without considering the

lateral thermal resistance

TSV inclusion in FEA-based thermal models has also been investigated. If the

mesh network has a high granularity, the TSV itself will be divided into smaller

homogeneous elements. In this case, no extra action will be required except to

61 of 182



Section 2.4 Thermal Modeling of 3DIC

provide the correct thermal conductivity settings for the metal and dielectric regions

[202]. However, this will require a very high mesh granularity and a long simulation

time especially for thin TSVs with diameters less than 5�m. As a compromise, the

equivalent thermal conductivity of the TSV regions along all three dimensions is

calculated. The equivalent thermal conductivity can be calculated as proposed in

[172] as follows:

� =
Atsv
Aregion

(2.10)

kz = �ktsv + (1� �)kregionz (2.11)

kx = ky = (1�p�)kregionlateral +

p
�

1�p�
kregion

lateral

+
p
�

ktsv

(2.12)

Note that Atsv is the total area of the TSVs in the TSV region. Although the

dielectric liner was not explicitly considered in [172], it can be included by using

equivalent TSV thermal conductivities.

Homogeneity has been a prerequisite of Green function based thermal models.

Only then can (2.7) be degenerated to a Poisson equation and the solution be rep-

resented by Green functions [203]. However, with some modi�cation, the Green

function based method can still be used for thermal modeling of 3DICs with TSVs.

Oh et al. [203] proposed a virtual power source (VPS) method. It converts the TSV-

induced heterogeneous problem into a homogeneous problem by adding VPS at the

TSV locations. The acceleration methods such as DCT and FFT can be adopted

to speed up the simulation. Ziabari and Shakouri [198] extended the PB method

for use on 3DICs with TSVs. In addition to the normal silicon thermal masks, they

proposed the viathermal masks to count for the TSVs’ e�ect. The power map is

divided into mesh elements, and each mesh element is convoluted with its corre-

sponding thermal masks. This way superposition principle can be applied to model

the 3DICs with TSVs.

2.4.2 Thermal Model of Micro
uidic Cooling in 3DICs

In micro
uid-cooled 3DICs, the liquid coolant 
ows through the interlayer mi-

crochannels to absorb and carry the heat away from the 3D stack. The generated

heat is transferred to the coolant through convection at the microchannel walls.
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Unlike heatsink-based air cooling where the convection between air and heatsink is

usually characterized by the convective resistance, micro
uidic cooling model neces-

sitates basic thermodynamics. Since the micro
uidic model usually involves variable

coolant 
ow rate, Green function based methods are no longer suitable. Therefore,

most of the proposed micro
uidic thermal models have adopted the FDM-based

approaches.

Micro
uid-cooled 3DICs are often modeled by assuming adiabatic boundary con-

ditions due to thermally isolated packaging material. The generated heat is assumed

to be dissipated only through the microchannels to simplify the problem. Mixed

cooling models are always possible by adding more thermal grounds with proper

convective resistances. The 3D stack can be modeled in two parts. One part is the

solid part, which can be modeled by grid division and representing every grid cell

by thermal resistors as shown in Fig. 2.18. The other is the coolant part, which

Rbehind

Rup

Rdown

Rleft Rright

Rfront

Figure 2.18: The six-resistor representation of a grid cell

contains 
owing liquid that needs to be modeled by 
uid thermodynamics. The

thermal networks of both parts are then connected to form a complete thermal cir-

cuit and solved. Since modeling of the heat conduction in solid is mature and less

prone to errors, the accuracy of micro
uid-cooled 3DIC will depend heavily on the
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correct modeling of heat convection, conduction and mass transfer in the 
uid part.

Micro
uidic cooling for electronic circuits was �rst proposed in [179]. The au-

thors derived the formulation of microchannels’ thermal resistance by following con-

ventional thermodynamic theory and provided a very coarse-grained convective re-

sistance estimation (using one thermal resistance to represent all microchannels).

Koo et al. [204] studied the problem in �ner granularity by dividing both the solid

and 
uid parts into grid cells. Energy conservation equations for all the grid cells

were formulated in a �nite di�erence style. The equations were then solved by nu-

merical simulation based on the assumed initial values until convergence. In [205],

the thermal formulation in [204] was enhanced to allow non-uniform heat 
ux. Mi-

cro
uidic cooling with di�erent cooling modes (single and two phases) and channel

designs (single and dual pass) were also demonstrated and compared. An interesting

concept called \thermal wake" was proposed in [206]. This notion stems from the

fact that the temperature of downstream cells is a�ected by that of the upstream

cells due to coolant heating e�ect. Numerical simulations are needed beforehand

to extract the coe�cients of the thermal wake function. The thermal wake e�ect

can then be represented by the thermal resistance between coolant cells. A com-

plete thermal resistive network can then be built and solved by matrix solvers. This

method may not be practical since once the 
ow rate changes, new thermal wake

coe�cients need to be generated by long numerical simulations.

Recently, a thermal model called 3D-ICE [207] was proposed which can model

both heatsink-based air cooling and 
uidic cooling for 3DICs. It adopts the classical

thermal resistive method which divides the 3D stack into regular grid cells includ-

ing the coolants. The thermal resistances between solid cells and coolant cells are

calculated as r = 1=(hA), where the heat transfer coe�cient h = k � Nu=Dh and

Nu is determined by an empirical formula provided in [211]. The coolant cells are

inter-related by a \voltage controlled current source" formulation to count for the

rise of coolant temperature. The produced resistive thermal network is then solved

by SuperLU. The simulation result was claimed to be accurate according to the

veri�cation against commercial tools, but the granularity of grid cell partitioning

is too �ne to be e�cient for reasonably simple circuits and the problem explodes
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in size for large circuits. This problem was later addressed in [208] by model re-

duction using 2-resistor-model. Signi�cant reduction in CPU time was reported. In

addition, simulation acceleration by mesh number reduction was studied in both

[209] and [210]. Xie and Swaminathan [209] adopted the non-conformal domain de-

composition method, which performed grid division at di�erent granularities in the

respective homogeneous domains. The continuity across domains was assured by

the coupling matrices. Fourmigue et al. [210] adopted a non-uniform grid division

approach. It enlarges the grid cells as long as the homogeneity is conserved. The

grid will then be split if it is not aligned with the neighbors to ensure a consistent

interface. The splitting operator technique is then applied to calculate the temper-

ature change in three stages, which provides an ideal parallelism for multi-thread

accelerations.

Despite the good modeling frameworks, most of the abovementioned thermal

models fail to address the accuracy of the 
uid coolant modeling, which is an essen-

tial prerequisite to achieve reliable simulation results. Two weaknesses have been

identi�ed. One is the heat transfer coe�cient of the microchannel, which were cal-

culated based on empirical formula targeted for macro-scale ducts [211]. A survey

done by Sobhan and Garimella [228] on microchannel thermodynamics shows dif-

ferent thermal behaviors of micro
uids from 
uids in macro-scale. Therefore, the

wrong formulation taken by [207{210] may cause non-trivial errors. The other in-

appropriate assumption is the micro
uid is fully developed but in fact they are not.

As the coolant enters the microchannel, the entrance e�ect caused by the developing

thermal and velocity boundary layers will provide signi�cantly higher heat transfer

coe�cient so that the circuit temperatures are low and close to the input coolant

temperature at the inlet region. In this sense, most of the previously proposed ther-

mal models have underestimated the thermal gradient of micro
uid-cooled 3DICs3.

Therefore, it is imperative to have accurate micro
uidic thermal models based on

correct micro
uidic thermodynamics.

3Supportive evidences can be found in the experimental results of Chapter 3
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2.5 Summary

In this chapter, we have reviewed the architecture and fabrication of 3DIC as

well as the thermal management and modeling techniques. In the early days,

recrystallization-based sequential circuit fabrication was the pioneering 3DIC tech-

nology but soon this was replaced by more feasible wafer stacking approaches. By

thinning and bonding pre-fabricated wafers or chips, and connecting di�erent cir-

cuit layers with fast vertical links such as TSVs, the fabrication process is greatly

simpli�ed with increased yield. After decades of fundamental research, the manufac-

turability of 3DIC is less of an issue. The research focus has been shifted towards the

design and design automation in order to fully exploit the bene�ts of 3D integration.

One of the teething design problems of stacking high performance circuits is

the heat dissipation due to high power density and large thermal resistance. Orig-

inating from 2D thermal management strategies, techniques such as MSV, DVFS,

power gating and clock gating were proposed to reduce the power dissipation. On

the other hand, power redistribution techniques such as thermal-aware 
oorplanning

and placement at design time and thermal-aware task allocation and scheduling at

runtime were also proven to be e�ective in solving the heat dissipation problem in

3DICs. However, once the power level rises beyond the cooling capability of existing

cooling techniques, both static and runtime power manipulation methods are insuf-

�cient and better cooling solutions are needed. Adopting new cooling method is

usually costly, thus thermal-TSVs were proposed to augment existing cooling meth-

ods by improving the local thermal conductivity. For very high-speed and power

hungry 3DICs, the e�ectiveness of passive cooling method is still limited. Micro
u-

idic cooling method emerged as a promising active cooling solution due to its high

thermal conductivity and scalability. Various channel design and runtime control

schemes were proposed to optimize its cooling result while minimizing its overhead.

Except for cases where circuit temperature is purely monitored by build-in ther-

mal sensors, a fast and accurate thermal model is almost always needed. For

heatsink-based air-cooled 3DICs, mature thermal models are available except that

special attention on the thermal e�ects of TSVs needs to be paid. Thermal modeling
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of micro
uid-cooled 3DICs, however, is a new problem. A few FDM-based thermal

models have been proposed but most of them have either omitted or misinterpreted

the thermodynamic behavior unique to microchannels. Since an accurate thermal

model is a prerequisite for e�ective thermal management, in the following chapter,

an accurate thermal model that considers both the anisotropic TSV thermal e�ect

and microchannel entrance e�ect will be introduced. It is used for the simulation of

the research works presented in the remaining chapters.
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Chapter 3

Compact Thermal Modeling of 3D

Integrated Circuits

3.1 Introduction

Leveraging on the economies of scale of semiconductor processes, the emerging tech-

nology of 3D Integrated Circuit (3DIC) has provided a gamut of promising solutions

for higher density large-scale-integration (LSI) [212]. By expanding the design space

into the third dimension, 3D integration signi�cantly reduces interconnect latency,

power consumption and footprint compared with the 2D equivalent circuits [213{

215]. However, stacking of multiple circuit layers simultaneously increases the power

density and junction-to-ambient thermal resistance, which makes e�ective cooling

even more challenging.

Proper thermal management is hence mandatory to avoid thermal-induced ag-

ing, performance degradation and even malfunctioning. Various solutions have been

proposed in the literature, including the relocation and redistribution of heat sources

and heat paths through thermal-aware 
oorplanning and scheduling [216, 217], ex-

ploitation of novel active and passive cooling methods such as micro
uidic cooling

[179] and thermal through silicon vias (TSVs) [169, 170, 175]. For any of these

approaches or their hybrid combinations [187] to be e�ective, an accurate and com-

putationally e�cient thermal model is almost always needed to adapt and control

the circuit temperature under a given power pro�le and the cooling requirements.
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Numerical multiphysics simulators such as ANSYS [218] and COMSOL [219]

are general and accurate but their long simulation cycle makes design phase and

runtime thermal management ine�cient. As a trade-o�, several analytical models

were proposed to provide rough estimations to speed up the simulation. Early

tools such as the well-accepted Hotspot [222] simulates both transient and steady

state temperature of air-cooled 2D/3D circuits. Results from Hotspot were shown

to be accurate for 2D circuits. However, its modeling of 3D architecture was too

simplistic. As micro
uidic cooling was proposed as a scalable cooling solution with

better cooling e�ect than heatsink-fan-based air cooling for high performance 3D

systems, various thermal models [205{208] were subsequently proposed for liquid-

cooled structure, among which the latest released model is 3D-ICE [207, 208]. As

3D-ICE ignores the entrance e�ect [208, 224] and adopts the conventional parametric

correlation for macro-scale pipes [211], it tends to underestimate the liquid-cooling-

induced thermal gradient. Owing to its irregularity and pro�ling di�culty, thermal

e�ects of TSVs in 3DIC have not been properly investigated in previous thermal

models. In practical implementation, TSVs are likely to concentrate in small regions

[226] as I/O interfaces. A detailed analysis on the thermal in
uence of TSV’s location

and size is thus necessary for an accurate plot of the thermal map of 3D systems.

In this chapter, a fast and accurate steady state thermal simulator for TSV-

based 3DIC will be presented. The proposed simulator models both heatsink-based

air cooling and microchannel-based liquid cooling as these are two major cooling

methods found in literature. For both cooling settings, the target system is divided

into small control volumes called grid cells. Thermal conductance matrix is then

built and solved by sparse matrix solver KLU [230]. For air-cooled systems, our

model shows signi�cant speedup compared with steady state function of Hotspot.

While for micro
uidic-cooled systems, our model reports more accurate simulation

than 3D-ICE due to the adoption of microchannel-speci�c correlations and consid-

eration of entrance e�ect. Furthermore, this model analyzes the thermal e�ect of

TSVs by their exact positions and sizes. It delineates the vertical heat spreading

phenomenon of TSVs in greater detail to avoid the incorrect prediction of maximum

and minimum temperatures.
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This chapter is organized as follows. Section 3.2 reviews the thermodynamic

theories used in the thermal model. Section 3.3 describes typical architectures of

3DICs with either heatsink-based air cooling or micro
uidic cooling. In Section

3.4, our proposed thermal model will be presented in detail, with emphasis on the

anisotropic thermal e�ect of TSV and entrance e�ect of microchannels. The simu-

lation results are compared and veri�ed in Section 3.5. Section 3.6 provides a brief

summary of the chapter.

3.2 Preliminaries on Thermodynamic Theories

In ordinary electronic circuits, heat transfer occurs mainly in the form of conduc-

tion and convection. Irrespective of the architectural di�erences of di�erent cooling

methods, the heat transfer pattern is at large similar, where the heat generated by

the circuits conducts through the material and is �nally removed by convection. In

this section, the theories of thermodynamics used in the development of our thermal

model will be brie
y reviewed.

3.2.1 Thermal Conduction in Solids

qij

gij

A

L

Ti Tj

Figure 3.1: Thermal Conduction between Solid Cells

Heat conduction in solids obeys Fourier’s law [223], which describes heat 
ux as

follows.

~q = �k�T (3.1)

where ~q, k and �T denote the heat 
ux density, thermal conductivity and tem-

perature gradient, respectively. Under the �nite di�erence approximation, the solid
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is divided into small control volumes called grid cells, as shown in Fig. 3.1. A

one-dimensional integration of (3.1) yields

qij = gij(Ti � Tj) (3.2)

where the thermal conductance gij between two solid grid cells i and j is de�ned as

gij = kA=L (3.3)

where A is the cross-sectional area where the heat 
ux passes through and L is the

length of heat transfer path. An analogy between the thermal and electrical circuit

networks is therefore established with temperature, heat 
ux and thermal conduc-

tance corresponding to potential, current and electrical conductance, respectively.

3.2.2 Thermal Convection through Heatsink

Convective heat transfer between heatsink and air was well studied in the literature

[220, 221]. A sophisticated modeling of either natural or forced convection between

heatsink and air involves the size and shape of heatsink, as well as the properties

of air 
ow. To be concise, all in
uencing factors are usually consolidated into a

convective resistance [222] formulated as follows:

Rconv = 1=(h � Aconv) (3.4)

where h is the average heat transfer coe�cient and Aconv is the cross-sectional area

of interface where the convection takes place. In our thermal model, the convective

resistances of heatsinks are considered as one of the con�guration inputs in accor-

dance to Hotspot [222]. Tabulated values of convective resistances for heatsink can

be found from the manufacturer datasheet. Using the thermal-electric analogy, the

ambient node can be integrated into the chip’s thermal network through convec-

tive resistance. The temperature at each node can then be obtained by solving the

thermal circuit problem.

3.2.3 Convective Heat Transfer of Microchannels

The concept of convective resistance and (3.4) are also applicable to quantify the

heat transfer between channel walls and coolant for liquid cooling with microchan-
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nels. Unlike heatsink, pre-calculated convective resistances are usually not available.

Therefore, sophisticated models for obtaining Rconv or more speci�cally, the heat

transfer coe�cient h, are needed. The heat transfer problem has been well-studied

for ducts and pipes in macro-scale [211, 224, 225]. Later research on microchannel

thermodynamics [228] shows that micro
uids may exhibit signi�cant di�erence in

thermal behavior compared with 
uids in macro-scale. In that sense, the adop-

tion of conventional macroscale thermal formulation by existing thermal models of

micro
uidic-cooled 3DIC [205, 207, 208] may introduce non-trivial errors.

The research on micro
uidic cooling has been active since the �rst proposal

by Tuckerman and Pease [179] on embedding microchannels at the back of silicon

substrate for e�ective cooling of high performance circuits. Experiment setups in

the literature were diverse in microchannels shapes and coolants. In our study, the

microchannels are set to be in rectangular shape and water is used as the coolant due

to its high heat capacity and wide availability. Reynolds number Re and Prandtl

number Pr are two frequently used dimensionless quantities that help describe the

dynamic properties of 
uids and are de�ned as follows:

Re =
� �Q �Dh

v � Ach
(3.5)

Pr =
cf � v
kf

(3.6)

where Reynolds number Re describes the ratio of inertia force versus viscous force,

which depends on both the 
uid property and geometric parameters of the conduit;

Prandtl number Pr denotes the ratio of momentum di�usivity to thermal di�usivity

which only depends on the intrinsic properties of the 
uid; �, Q, v, cf and kf denote

the 
uid’s density, 
ow rate, dynamic viscosity, speci�c heat and thermal conductiv-

ity, respectively; Ach denotes the crosssectional area of the conduit, Dh denotes the

conduit’s hydraulic diameter, and is given by (3.7) for rectangular channels, where

Pch denotes the perimeter of the microchannel.

Dh =
4 � Ach
Pch

(3.7)

At normal 
ow rate, water has a Reynold number Re << 2100, which implies

a laminar 
ow in the microchannel [223]. Therefore, the problem is cast as the

73 of 182



Section 3.3 Target Architectures of 3DIC

determination of heat transfer coe�cient of laminar water 
ow in rectangular mi-

crochannels. It is worth noting that such speci�cation does not limit our modeling

method from applying to other 3D systems with di�erent cooling setups but serves

only to ease the initial development of the thermal model.

For a rectangular microchannel, the heat transfer coe�cient h can be formulated

as

h =
kfNu

Dh

(3.8)

where Nusselt number Nu denotes the ratio of heat transfer contributed by convec-

tion and conduction, and is usually obtained by empirical correlations with Re, Pr

and channel dimension in the literature. According to the criteria of accuracy and

similarity of cooling setup, the correlation proposed by Peng and Peterson [229] is

referred and adapted by model �tting against COMSOL in our thermal model.

NuPP = 3:67 � ( Wch

Wch +Hch

)3:33(
Wch

Hch

)0:67Re0:62Pr1=3 (3.9)

where Hch and Wch denotes the height and width of the microchannels, respectively.

3.3 Target Architectures of 3DIC

In 3DIC, multiple layers of circuit are stacked with interlayer connections. A circuit

layer typically comprises of Back End of Line (BEOL), device and thinned substrate

sublayers. Depending on the cooling demand, di�erent cooling methods are applied.

The schematics in Fig. 3.2 show the cross-sectional views of 3DICs with heatsink

cooling for low power circuits and micro
uidic cooling for high performance 3D

stacks. For heatsink-cooled 3D circuits, thermal interface material (TIM) is smeared

in between circuit layers for better thermal connectivities. The generated heat is

then dissipated into ambient through the spreader and heatsink usually with the aid

of a fan. For micro
uidic-cooled 3D stacks, microchannels are etched at the back of

dies before bonding. Those microchannels are assumed to be uniformly distributed

with identical channel width and height. The channel walls are thus of the same

width except possibly for the walls at the boundaries. Liquid coolant 
ows through

the microchannels and carries away the generated heat. Without loss of generality,
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BEOL Device ChannelWallSubstrate TIM Spreader and Heatsink

Figure 3.2: Schematic of 3D integrated circuit with Heatsink and micro
uidic cool-

ings

it is assumed that the coolant reservoir is large enough so that the inlet coolant is

always at the ambient temperature, keeping in mind that the ambient temperature

setting can always be modi�ed to simulate for non-ideal cases where a higher inlet

temperature is observed.

3.4 Compact Thermal Model of 3DIC

3.4.1 Grid Division of 3DIC

To achieve a balance between accuracy and speed on estimating the steady state

temperature of 3DICs, �nite di�erence approximation is adopted, where the 3D

stack under study is divided into regular grid cells according to the user-de�ned

row-column resolution.

For the heatsink-cooled 3DIC, the vertical resolution is by default down to the

sublayers, i.e, the BEOL, device, substrate and TIM layers. The heat spreader and

heatsink are specially treated due to their larger sizes than the die part. Fig. 3.3 and

3.4 shows the grid division for heat spreader and heatsink as adopted from Hotspot

[222], where the innermost parts follow the grid division of the circuit layers and

twelve extra nodes are created on the periphery.

For micro
uidic-cooled 3DIC, the default vertical resolution for circuit layer part

is lowered to reduce problem size by treating the BEOL, device and substrate layers

as a whole. The microchannel layer are naturally separated by the microchannels and
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Figure 3.3: Grid division of heat spreader showing thermal connections between the

trapezoidal extra nodes and the inner cells.
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Figure 3.4: Grid division of heatsink showing thermal connections among the trape-

zoidal extra nodes and the inner cells. The grid dimension of circuit layer is assumed

to be 3� 3 for this illustration.
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walls, and are further divided by following the lateral grid division of circuit layers.

Fig. 3.5 illustrates the grid division of a 2-layer 3DIC where the grid dimension for

circuit layer is 3� 3. The thermal connections within a grid pile are shown in Fig.

3.6, where the microchannel absorbs the heat generated from both the circuit and

channel cells.

Circuit 
Layer  Cell

Channel Wall Cell Microchannel Cell

Figure 3.5: Grid division of 3DIC with microchannel-based liquid cooling. A 2-

layered structure is assumed for this illustration.

Circuit Layer  Cell

Wall Cells and 

Microchannel 

Cells

Circuit Layer  Cell

Figure 3.6: Thermal connections within a grid pile.

3.4.2 Thermal Conductance between Solid Cells considering

Anisotropic TSV E�ects

In a 3D circuit, thousands of TSVs may co-exist to deliver the power and signal.

These TSVs are normally �lled with metal which has a higher thermal conductivity
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than silicon. Previous works on thermal-TSVs [169, 170, 175] suggest that they

can have a signi�cant in
uence on the steady state temperature of 3DICs. Such

in
uence is due to the change of thermal conductivity in the heat transfer path when

a TSV is inserted and is highly dependent on the TSV’s size and position. In the

following discussion, all TSVs are assumed to have squarish cross-section to simplify

the model, with the understanding that round TSVs can always be projected to the

squarish ones with appropriate sizes.

For two solid grid cells without TSV, the thermal conductance between them is

formulated as in (3.3). Approximations are made for the trapezoidal extra nodes of

heat spreader and heatsink as in Hotspot [222] due to their di�erent shapes. For

heat spreader, the thermal resistances from the centers of the extra nodes to their

inner edges are calculated as follows.

Rsp;x =
Wsp �Wchip

ksp � (Hsp + 3Hchip) � tsp
; Rsp;y =

Hsp �Hchip

ksp � (Wsp + 3Wchip) � tsp
(3.10)

where ksp and tsp denote the thermal conductivity and thickness of the spreader,

respectively. Similarly, for heatsink, the thermal resistances from the centers of the

extra nodes to their edges are approximated as follows.

Rhs;ci;x =
Wsp �Wchip

khs � (Hsp + 3Hchip) � ths
; Rhs;ci;y =

Hsp �Hchip

khs � (Wsp + 3Wchip) � ths
Rhs;co;x =

Wsp �Wchip

khs � (3Hsp +Hchip) � ths
; Rhs;co;y =

Hsp �Hchip

khs � (3Wsp +Wchip) � ths
Rhs;outer;x =

Whs �Wsp

khs � (Hhs + 3Hsp) � ths
; Rhs;outer;y =

Hhs �Hsp

khs � (Whs + 3Wsp) � ths

(3.11)

where khs and ths denote the thermal conductivity and thickness of the heatsink,

respectively. When a TSV is inserted as shown in Fig. 3.7(a), the equivalent x, y,

and z direction thermal conductances of the grid cell can be computed as:

gx = (1 + wh(��1)
WH(1+(1�w=W )(��1))

)gx0

gy = (1 + wh(��1)
WH(1+(1�h=H)(��1))

)gy0

gz = (1 + wh(��1)
WH

)gz0

(3.12)

where gx0 = KcellHL
W

, gy0 = KcellWL
H

and gz0 = KcellWH
L

are the thermal conductances

of the grid cell without TSV and L is the depth of the grid cell. � = KTSV =Kcell

is the ratio of the thermal conductivities between TSV and grid cell. Rectangular
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TSV is considered in general since a TSV may fall on the boundaries of grid cells

such that only a part of it is inside the grid cell. This set of equations reveals that

thermal conduction improvement due to TSV insertion is anisotropic, which is more

signi�cant vertically than laterally. Note that superposition principle is applicable

if multiple TSVs are inserted into the same grid cell.

TSV

Solid Gr id Cell

x

y

W

H

w

h

(a) Top view of grid cell with TSV

inserted

dmdl

x

z

Solid Gr id 
Cell

L iner

TSV

(b) TSV with Liner (Not to

scale)

Figure 3.7: Geometry of grid cell with TSV

In real implementation, TSVs are normally surrounded by a thin layer of less

thermally conductive dielectrical liner for insulation purpose, as shown in Fig. 3.7(b).

To account for the thermal isolation of dielectrics, the equivalent thermal conduc-

tivity of TSV with liner is de�ned as follows.

KTSV;xy = (1 + d2
m(
�1)

(dm+2dl)(dm+2dl
)
)Kliner

KTSV;z = (1 + d2
m(
�1)

(dm+2dl)2 )Kliner

(3.13)

where dm is the side length of the metal core, dl is the liner thickness and 
 =

Kmetal=Kliner is the ratio of the thermal conductivity between metal and liner.

To calculate the thermal conductances between all the solid grid cells with TSV

e�ects, thermal conductances without TSV are �rst obtained according to (3.3).

The sizes and positions of TSVs are then imported to determine their overlaps with

all grid cells. Based on the equivalent thermal conductivity of every TSV, their

contributions to thermal conductance are then added up to the overlapped solid

grid cells according to (3.12). The thermal conductance between two adjacent solid

grid cells can then be obtained as half the sum of their thermal conductances.
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3.4.3 Convective Heat Transfer and Entrance E�ect of Mi-

crochannels

For heatsink-based air cooling, convection exists between the heatsink and air 
ow.

The tabulated thermal resistance value on the manufacturer sheet is meant for the

entire heatsink. It needs to be distributed among the heatsink cells according to

their respective area percentages as follows.

ghsi;amb =
Ahsi

Ahs
� ghs;amb (3.14)

where ghsi;amb represents the thermal conductance between the ith heatsink cell and

the ambient; Ahsi
denotes the area of the ith heatsink cell; Ahs denotes the area

of the entire heatsink; and ghs;amb represents the thermal conductance between the

entire heatsink and ambient.

It was noted that the heat transfer rate is signi�cantly higher near the inlet of

microchannels due to the developing thermal boundary layer [208, 224], which was

ignored by most of the previous works. From (3.4) and (3.8), it is clear that to

obtain accurate convective conductance value at the entrance region, the critical

step is to evaluate the Nusselt number Nu correctly, since other parameters are all

well de�ned. For macro-scale calculation of Nu considering the entrance e�ect, the

following correlation between Nu and Reynolds number Re and Prandtl number Pr

has been proposed by Seider and Tate [224] in the 30s.

NuST = Nu0(Re � Pr)1=3(
Dh

l
)� (3.15)

where l denotes the distance away from the channel inlet, Dh denotes the hydraulic

diameter of the conduit. Nu0 and � are two experimentally determined coe�cients,

with values 1:86 and 1=3 in the original proposal. To consider the entrance e�ect

in our thermal model, an aggregated Nusselt number is proposed as follows by

combining (3.9) and (3.15).

Nu = NuPP +NuST (3.16)

However, to �t the old entrance region correlation into the new micro-scale problem,

the values of coe�cients Nu0 and � have been revised to 30 and 1:67 respectively
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by model-�tting against COMSOL [219]. A plot of Nusselt number is shown in Fig.

3.8. The micro
uid exhibits high heat transfer coe�cient initially at the entrance

region and decays asymptotically to a constant as the thermal boundary pro�le is

fully developed.
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Figure 3.8: Nusselt number at di�erent distances along the 
ow direction

3.4.4 Steady State Thermal Analysis

At steady state, all the grid cells are under thermal equilibrium and the following

thermal balance equation holds for every grid cell.

X
j2 grid cells; j 6=i

(Ti � Ti;j) � gi;j = Pi (3.17)

where Ti and Ti;adj denote the temperatures of the ith grid cell and its adjacent grid

cell, respectively. gi;adj represents the thermal conductance between the two cells,

and Pi is the heat generated by the ith grid cell. The matrix equation of thermal

equilibrium can be solved by the sparse solver KLU [230] with the provided power

consumption.

For micro
uidic cooling, the channel temperature is also held constant where

the heat is transferred from upstream to downstream in the form of massive 
ow.

Thus the following equation is satis�ed by the liquid channel cells under thermal
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equilibrium. X
j2fwallsg

gch;i;j(Tch;i � Tj) = (Tch;i � Tch;i�1)QCV (3.18)

where Tch;i and Tch;i�1 indicate the temperatures of the ith channel cell and its

upstream cell. Q and CV are the coolant’s 
ow rate and volumetric heat capacity,

respectively.

Based on (3.17) and (3.18), the following matrix equation can be set up irrespec-

tive of the cooling technique.

GT = P (3.19)

where T is a column array for the unknown steady state temperature of each grid

cell. P is the heat generation column array, where the entries are equal to the

power consumption if the node is not directly connected to ambient. Otherwise, for

heatsink cells of air cooling,

Phsi
= ghsi;ambTamb (3.20)

and for the inlet channel cells of microchannel-based liquid cooling,

Pinleti = QiCV Tamb (3.21)

where Tamb is the ambient temperature. G is an N � N coe�cient matrix for N

total number of grid cells. Note that the thermal conductance is zero for two cells

that are not in contact physically. Thus G is a sparse matrix with the number of

non-zero elements linearly proportional to N . This sparse matrix equation can be

e�ciently solved by existing sparse solvers such as KLU [230] to obtain the steady

state temperature of every grid cell.

3.4.5 Software Implementation

The proposed thermal model has been implemented in C program. The basic pro-

gram 
ow is shown in Fig. 3.9. The thermal model accepts a layer con�guration

�le to set up the physical description of the 3DIC, including detailed sizing, cooling

method, TSV setting and power consumption. After that, the model calculates the

thermal conductances by considering the TSV e�ects. The G matrix is then built
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Figure 3.9: Program 
ow chart

by completing the column pointer array, row index array and numerical value array

required by KLU. Finally, the P array is created and the steady state temperature

is obtained by solving (3.19). In our program, the time spent on thermal conduc-

tance calculation is linearly dependent on the number of TSVs, which is an integer

constant of limited value for a given circuit. The construction of G and P both

have a time complexity of O(m), where m denotes the number of non-zero entries

of the matrix. The KLU algorithm has a time complexity of O(N +m), where N is

the total number of grid cells. Since m is linearly proportional to N , our proposed

thermal model has a time complexity of O(N), which scales linearly with the total

number of grid cells. Our proposed thermal model are available for downloading via

[231].

3.5 Experiment Results

In this section, we verify the accuracy of the proposed thermal simulator and com-

pare our results with existing works. For both cooling methods, a two-layer 3D

stack is used for the test. The size of the chip is set to 1:8 � 1:8mm2 with 12�m

BEOL layers and 2�m device layers. The thickness of the bulk layer is 48�m for

the top tier and 148�m for the bottom tier. Ambient temperature is assumed to
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be 300K. The default setup of the cooling package is as listed in Table 3.1, unless

otherwise speci�ed. In the absence of physical prototypes, our thermal simulator is

Table 3.1: Experiment settings

Heatsink Cooling Setting

TIM thickness 20 �m

TIM thermal conductivity 4 W=(mK)

Spreader thermal conductivity 400 W=(mK)

Heatsink thermal conductivity 400 W=(mK)

Heatsink Convective conductivity 10 W=K

Micro
uidic Cooling Setting

Microchannel Size (�m) 100� 100

Channel Wall Width 100 �m

Default Flow Rate 5:4� 9 ml=min

Coolant Type Deionized Water

validated against the accurate commercial multiphysics solver COMSOL [219]. A

simple 3�3 mosaic 
oorplan is adopted for the two circuit layers with customizable

power densities. All the experiments are performed on a Linux server with Intel

Xeon 3.47 GHz processor and 50 GB of memory.

3.5.1 Heatsink-based Air-Cooled 3DIC

For heatsink-cooled 3DIC, we compare our results with COMSOL and Hotspot 5.0.

A set of uniform power density at typical magnitude is assigned to the device layers

of 3DIC. The maximum and minimum steady state temperatures from the three

simulators are reported in Table 3.2, where power density is measured in W=cm2.

In this experiment, a 16� 16 grid division on each layer is used for Hotspot and

our simulator. The mesh in COMSOL is set at the �nest granularity to produce the

most accurate result. Both our model and Hotspot adopted the same equation (3.3)

to calculate the thermal conductance between solid cells, and resulted in the same
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Table 3.2: Steady State Temperature (K) Comparison of COMSOL, Hotspot and

Proposed Simulator

Power Density / Temperature COMSOL Hotspot Ours Error

50 W=cm2
Max 313.72 312.83 312.83 0.3%

Min 308.16 307.41 307.40 0.2%

100 W=cm2
Max 327.45 325.66 325.66 0.5%

Min 316.33 314.81 314.81 0.5%

150 W=cm2
Max 341.17 338.49 338.49 0.8%

Min 324.49 322.22 322.22 0.7%

200 W=cm2
Max 354.90 351.32 351.32 1.0%

Min 332.66 329.62 329.62 0.9%

250 W=cm2
Max 368.62 364.15 364.15 1.2%

Min 340.82 337.03 337.02 1.1%

thermal circuit for heatsink-cooled 3DICs. Thus, it is not surprising that our thermal

simulator and Hotspot produce almost identical results although di�erent solvers

are adopted. Compared with COMSOL, the deviation of our thermal simulator

is in the range of 0:2 � 1:2% due to coarser vertical granularity which was set

as the total number of sublayers. Finer vertical granularity is possible by further

dividing the sublayers. However, the tradeo� between accuracy and runtime shall

be considered to determine a suitable grid resolution. The deviation of temperatures

increases monotonically with the increase of heat 
ux, because increasing the heat


ux ampli�es the di�erences in the thermal circuits.

Table 3.3 lists the runtime of the three simulators in seconds for this experiment

set. Only the speedup against Hotspot is reported in this table because it is unfair to

compare the speedup against COMSOL, which has a larger problem size due to much

�ner granularity. Up to 21� speedup is achieved for this test case. Futhermore, Fig.

3.10 depicts the runtime scaling of both simulators at a moderate power density of

150W=cm2. The �ve problem sizes correspond to 8�8, 16�16, 32�32, 64�64 and
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Table 3.3: Runtime Comparison of COMSOL, Hotspot and Proposed Simulator for

Air Cooling Simulation

Model
Power Density

50 W=cm2 100 W=cm2 150 W=cm2 200 W=cm2 250 W=cm2

COMSOL 42 s 42 s 42 s 42 s 42 s

Hotspot 0:763 s 1:019 s 1:187 s 1:31 s 1:41 s

Ours 0:068 s 0:068 s 0:059 s 0:061 s 0:066 s

Speedup 11x 15x 20x 21x 21x

128� 128 lateral grid dimensions respectively, with vertical grid resolution equal to

the total number of sublayers which is 16.
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Figure 3.10: Runtime Scaling of Our Thermal Simulator and Hotspot

It can be seen that hotspot performs better when the grid resolution rose beyond

64� 64 for this particular case. This is due to the di�erent time complexity of the

algorithms adopted by Hotspot and our model. In Hotspot, a recursive multigrid

approach was used to calculate the steady state temperature, where coarse level

temperature was �rst estimated and then interpolated to �ner granularity with

iterative re�nement for each granularity transition. For example, for the 8 � 8
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case, Hotspot �rst estimates the steady state temperature at the coarsest level,

i.e. 1 � 1, based on the lumped power consumption and thermal resistances. The

obtained temperature values are then interpolated bilinearly to the resolution of

2� 2, and iteratively re�ned based on the power consumption information at 2� 2

resolution to reduce the estimation error. This interpolation and re�nement process

will repeat until the �nest resolution of 8 � 8 is reached. Therefore, the algorithm

adopted by Hotspot has a time complexity of O(C(p) log2 n), where n denotes the

problem size, C(p) denotes a power related parameter due to the iteration needed

by the re�nement at each stage. From Table 3.3 it is clear that larger power density

will induce a large C(p). In contrast, our model adopts a direct sparse matrix

solver to calculate the steady state temperature, which has a time complexity of

O(n). Thus at small problem size, the dominating C(p) causes Hotspot to have a

longer runtime. However, as the problem size increases, the e�ect of problem size

scaling dominates as shown in Fig. 3.10. Moreover, the grid dimension in Hotspot is

restricted to powers of two for the convenience of its recursive solving method, while

our model has no restriction on the grid dimension which is important for modeling

micro
uid-cooled 3DICs.

(a) Pattern A (b) Pattern B (c) Pattern C

Figure 3.11: The three TSV test patterns

We then examine the accuracy of TSV modeling by inserting three di�erent

patterns (Fig. 3.11) of TSVs into the circuit. For convenience, all TSVs in COMSOL

are assumed to have identical size, and punch through the substrate of the top tier

to the device layer of the bottom tier. Si3N4 is assumed to be the liner material

and copper is used as the �lling metal. Table 3.4 lists the reduction of maximum

87 of 182



Section 3.5 Experiment Results

Table 3.4: Reduction of maximum temperature (K) due to TSV insertion

Model
Power Density

50 W=cm2 100 W=cm2 150 W=cm2 200 W=cm2 250 W=cm2

Pattern A

COMSOL 0.20 0.40 0.60 0.80 1.00

Ours 0.31 0.63 0.94 1.26 1.57

Error 0.11 0.23 0.34 0.46 0.57

Pattern B

COMSOL 0.14 0.29 0.44 0.59 0.73

Ours 0.18 0.36 0.53 0.71 0.89

Error 0.04 0.07 0.09 0.12 0.16

Pattern C

COMSOL 0.12 0.24 0.36 0.48 0.60

Ours 0.16 0.31 0.47 0.63 0.78

Error 0.04 0.07 0.11 0.15 0.18
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temperature compared with the baseline without TSVs. It shows the estimation

error varies with di�erent TSV patterns, where the largest deviation appears on

Pattern A. Consider the base temperature of 300K, our TSV thermal model is

accurate with the largest deviation of only 0:57K.

3.5.2 3DICs with Micro
uidic Cooling by Microchannels

To verify the accuracy of the proposed thermal model on micro
uidic cooling, the

simulation results are �rst compared with COMSOL and 3D-ICE v2.1. The same

2-layer 3D circuit is used except that it is now cooled by the micro
uidic chan-

nels between two circuit layers instead of heatsink. The same set of typical power

densities is applied to the device layers with per channel coolant 
ow rate varying

from 0:6 to 1ml=min. A lateral grid dimension of 9� 9 is adopted for our thermal

model. The default microchannel settings are �rst applied for the case study. The

maximum and minimum temperatures for the top device layer are reported in Table

3.5 with their corresponding percentage errors enclosed in brackets. It shows that

our proposed thermal model is very accurate with a percentage error of less than

3:8% for this test case. In contrast, 3D-ICE exhibits larger error especially for the

minimum temperature due to the ignorance of entrance e�ect, which causes the

thermal gradient to be severely under-estimated.

As shown in Fig. 3.12, a sample set of the top layer thermal pro�les from

our model and COMSOL are plotted and compared. Due to a uniform heat 
ux

and uniform coolant distribution, the temperature varies only along the channel

direction. Both graphs are hence divided into 9 rows and the average temperature of

each row is compared in Table 3.6 in ascending order of temperature. A maximum

average temperature deviation of 1:17% is observed. In contrast, the top layer

thermal pro�le obtained from 3D-ICE, as shown in Fig. 3.13, presents a diagonal

shift of temperature distribution and deviates signi�cantly from both COMSOL’s

and ours with a much higher minimum temperature.

Table 3.7 lists the average runtime required for the steady state temperature

calculation by the three simulators. Speedups against COMSOL are signi�cant for

both 3D-ICE and our simulator where ours has the shortest runtime. However,
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Table 3.5: Comparison of maximum and minimum temperatures among the pro-

posed thermal model, COMSOL and 3D-ICE, with the corresponding deviation (in

%) from COMSOL shown in bracket

Model 250 W=cm2 200 W=cm2 150 W=cm2 100 W=cm2 50 W=cm2

1:0 ml=min per channel

COMSOL
341.2 332.9 324.6 316.3 308.1

303.4 302.7 302.0 301.3 300.7

3D-ICE
387.0(13.4) 369.6(11.0) 352.2(8.5) 334.8(5.8) 317.4(3.0)

371.0(22.3) 356.8(17.9) 342.6(13.4) 328.4(9.0) 314.2(4.5)

Ours
344.3(0.9) 335.4(0.8) 326.6(0.6) 317.7(0.4) 308.9(0.3)

309.9(2.1) 307.9(1.7) 305.9(1.3) 304.0(0.9) 302.0(0.4)

0:8 ml=min per channel

COMSOL
349.5 339.4 329.5 319.6 309.7

304.0 303.2 302.4 301.6 300.8

3D-ICE
391.8(12.1) 373.4(10.0) 355.1(7.8) 336.7(5.4) 318.4(2.8)

373.3(22.8) 358.7(18.3) 344.0(13.8) 329.3(9.2) 314.7(4.6)

Ours
352.2(0.8) 341.7(0.7) 331.3(0.5) 320.9(0.4) 310.4(0.2)

312.2(2.7) 309.8(2.2) 307.3(1.6) 304.9(1.1) 302.4(0.5)

0:6 ml=min per channel

COMSOL
361.4 348.9 336.4 324.2 312.2

305.0 304.0 303.0 302.0 301.0

3D-ICE
399.8(10.6) 379.9(8.9) 359.9(7.0) 339.9(4.8) 320.0(2.5)

377.3(23.7) 361.8(19.0) 346.4(14.3) 330.9(9.6) 315.5(4.8)

Ours
364.7(0.9) 351.8(0.8) 338.8(0.7) 325.9(0.5) 312.9(0.2)

316.5(3.8) 313.2(3.0) 309.9(2.3) 306.6(1.5) 303.3(0.8)

considering the problem size of 1197 for 3D-ICE and 405 for our simulator, the

computational e�ciencies of the two simulators are similar.
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(a) COMSOL (b) Proposed thermal model

Figure 3.12: Comparison of top layer temperature pro�le against COMSOL at a

heat 
ux of 150W=cm2 and 1ml=min 
ow rate per channel, coolant 
ows from

north (upper) to south (lower) direction.

Table 3.6: Comparison of average temperature of each row in Fig. 3.12

Row Number

1 2 3 4 5 6 7 8 9

COMSOL (K)

304.4 308.5 311.2 313.8 316.3 318.7 320.9 322.8 324.0

Ours (K)

305.9 310.0 313.9 317.2 320.0 322.4 324.3 325.7 326.6

Error (%)

0.49 0.49 0.87 1.08 1.17 1.16 1.06 0.90 0.80

Table 3.7: Average Runtime Comparison of COMSOL, 3D-ICE and Proposed Ther-

mal Simulator for Micro
uid Cooling Simulation

Simulator COMSOL 3D-ICE Ours

Runtime 150 s 0:016 s 0:006 s
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Figure 3.13: Top layer temperature map from 3D-ICE at a heat 
ux of 150W=cm2

and 1ml=min 
ow rate per channel, coolant 
ows from north (upper) to south

(lower) direction.

In micro
uid-cooled 3DICs, the TSVs are normally inserted through the channel

walls to avoid the microchannels. They do not provide fast heat conduction paths

to the micro
uids but only increase the lateral thermal conductivity of solid grid

cells by a limited amount. As such, the thermal e�ect of TSV is less pronounced

compared with that in heatsink-cooled 3DICs. For example, a reduction in maxi-

mum temperature of merely 0:28 K is reported by our thermal model for the test

bench at a power density of 250 W=cm2 and 
ow rate of 1 ml=min per channel with

TSV pattern C.

3.5.3 Parametric Study of Micro
uidic Cooling for 3DIC

In this section, we investigate the performance of micro
uidic cooling and the ac-

curacy of the proposed thermal model under di�erent cooling settings. The 2-layer

3D circuit is again used as the cooling object at a �xed medium power density of

150 W=cm2. The accuracy of our model with di�erent 
ow rates has already been

shown by Table 3.5. Therefore, the total 
ow rate will be �xed at 9 ml=min as

before while the microchannel geometry settings including the microchannel width

and pitch are varied. Due to similar temperature patterns produced as those in Fig.

3.12, only the maximum and minimum temperatures obtained from the proposed

model and COMSOL will be recorded for comparison. Note that 3D-ICE is not
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included in this round of study due to its less accurate simulation results proven

earlier.

Fig. 3.14 presents the results obtained from both the proposed model and COM-

SOL when the channel width changes from 40 �m to 160 �m while the channel

pitch is �xed at 200 �m. The grid resolution is set as 9 � 9. It can be seen that
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Figure 3.14: Comparison of circuit temperature against COMSOL with varying

microchannel width at a �xed microchannel pitch of 200 �m

at �xed pitch (and hence the total number of microchannels is �xed), the peak cir-

cuit temperature rises signi�cantly when the microchannel width decreases below

the magnitude of channel height, due to the reduced heat transfer coe�cient and

contact area. Our model has predicted the maximum circuit temperature well with

a maximum percentage error of 2.5% and average error of 0.1%. However, similar

to the results presented in Table 3.5, the prediction of minimum temperature shows

a larger percentage error of 1.4% due to the limited resolution.

Fig. 3.15 depicts the trend of the circuit temperature when the microchannel

pitch varies from 100 �m to 200 �m. It can be seen that although the 
ow rate

per channel (hence the heat transfer coe�cient) decreases with increasing number of

microchannels, it is compensated by the increasing contact area between the circuit

and the coolant, leading to slight reduction in the peak circuit temperature. Our

model shows very accurate simulation for this case with an average percentage error

of 0.2%. Likewise, the reported minimum circuit temperature shows an average
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Figure 3.15: Comparison of circuit temperature against COMSOL with varying

microchannel pitch at a �xed microchannel width of 60 �m

percentage error of 1.7%. With the above results, it can be concluded that our

proposed model remains accurate and is applicable to micro
uidic cooling of 3DIC

with di�erent cooling settings.

3.5.4 In
uence of Granularity on the Modeling Accuracy

There is always a trade-o� between the simulation speed and accuracy. Finer granu-

larity usually results in more accurate results at the expense of runtime. In the case

of thermal simulation of 3DICs, such trade-o� can be optimized by adopting higher

resolution along the primary heat transfer direction, which is the direction towards

heatsink for air cooling and the coolant 
ow direction for micro
uidic cooling.

Take micro
uidic cooling as an example, from the results presented above, it is

noted that a larger deviation of minimum circuit temperature against COMSOL is

always observed. Such discrepancy is mainly contributed by the �nite and uniform

grid division adopted by our thermal model. Note that the minimum temperature

always appears at the inlet area where the heat transfer coe�cient varies signi�cantly

along the 
ow direction. COMSOL adopts an adaptive mesh construction method

so that very �ne-grained grid division is performed at critical places such as the inlet

area. Thus it is able to capture the very high heat exchange rate right after the inlet.
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Our model adopts uniform grid division method for compact thermal modeling,

which under-estimates the inlet area heat transfer at low grid resolution and reports

the average temperature of a much larger grid cell as the minimum temperature. As

shown in Fig. 3.16, the prediction of minimum temperature becomes more accurate

when �ner grid division along the 
ow direction, where COMSOL reports a minimum

temperature of 305 K, is adopted. In contrast, grid dimension in other directions has
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Figure 3.16: More accurate minimum temperature prediction with �ne-grained grid

division along the 
ow direction.

no signi�cant in
uence on the simulation results when power distribution is uniform.

For example, with a power density of 250 W=cm2 and 
ow rate of 0:6 ml=min per

channel, lowering the grid resolution across the 
ow direction from 9 to 1 results in

a minimum temperature of 317:1 K, which increases the deviation by only 0:6 K.

However, for 3DICs with non-uniform power density, the granularity setting should

follow the power density resolution to have an accurate temperature plot of the chip.

3.6 Summary

In this chapter, a fast and accurate compact steady state thermal simulator has been

presented for both heatsink-cooled and micro
uidic-cooled 3DICs. This simulator is

capable of estimating the thermal e�ect of TSVs in �ne granularity. It also considers

entrance e�ect of microchannels based on the most appropriate thermodynamics for

95 of 182



Section 3.6 Summary

micro
uidic cooling. This thermal simulator has been implemented in C. It adopts a

�nite di�erence approach for fast simulation with customizable accuracy. The time

complexity of the proposed simulator has been proven to be O(N), where N denotes

the total number of grid cells. A 2-layer 3DIC with uniform power density has been

used as the testbench to verify the accuracy of the proposed thermal model. The

simulation results were shown to be in good concordance with those obtained from

commercial software COMSOL, with a maximum error of 1:2% for heatsink cooling

and a maximum error of 3:1% for micro
uidic cooling. Such error can be reduced

with proper granularity selections along the primary heat transfer paths. Comparing

with Hotspot for heatsink cooling at moderate grid dimension, our thermal model

generated identically accurate results in a much shorter runtime. Comparing with

3D-ICE for micro
uidic cooling, our thermal model has a similar computational

e�ciency but is more accurate in the estimations of temperature and temperature

distributions. The results obtained from our thermal model also conclude that

the thermal e�ect due to TSV has been marginalized under micro
uidic cooling.

However, it is still possible to add special thermal TSVs to provide heat conduction

paths directly from potential hotspots to the micro
uidic coolant.

The developed thermal simulator has provided a feasible way to predict the ther-

mal behavior of 3DICs under di�erent cooling techniques. In the following chap-

ters, thermal management schemes and e�cient microchannel design techniques

will be proposed and this simulator will be used to validate all the proposals. We

will focus on 3DIC’s thermal problems such as runtime workload 
uctuation, non-

uniform power distribution and large lateral thermal gradients. Solutions that ex-

ploit microchannel-based liquid cooling will be explored to e�ectively solve the prob-

lems at reasonably low overhead costs.

96 of 182



Chapter 4

Power Aware Thermal

Management for Micro
uidic

Cooled 3D Multi-Core Systems

4.1 Introduction

The integrated circuit (IC) design industry has witnessed a paradigm shift of com-

puting systems to multiprocessor system-on-chip (MPSoC) [232{234] because it of-

fers the system-level improvement of performance and 
exibility while keeping the

implementation cost low. On the other hand, stemming from the highly parallel and

heterogeneous nature of its underlying hardware architecture, the design complexity

of MPSoC has also increased tremendously. This poses many challenges when map-

ping an application to the architecture, thereby motivates the development of an

MPSoC design platform to facilitate the mapping by hiding the physical complex-

ity and exposing the application parallelism. In order to manage the complexity, a

design platform is needed to guarantee that an application can complete its tasks

within strict timing deadlines without violating physical constraints such as band-

width, power and temperature. With 3D integration techniques [142, 235, 236, 238]

emerged as an attractive alternative to alleviate the performance bottleneck of MP-

SoC in 2D integration, high-throughput applications can now be executed on MP-

SoC with a broader design space for exploration. Nevertheless, the aforementioned
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challenges for MPSoC still remain in 3D.

The utilization of the short vertical interconnection in 3D will certainly pro-

vide a promising solution to break down the memory wall observed in 2D for the

traditional multi-core cache-processor system, which is a commonly used MPSoC

architecture. However, due to the high integration density and long heat-transfer

path, the increased circuit temperature of 3DIC causes more severe performance

degradation and reliability problems than in 2D. This e�ect might o�set the bene�t

gained from the 3D integration. Therefore, a 3D multi-core cache-processor system

needs to have an e�ective thermal management to maintain the temperature at a

normal level.

Previous dynamic thermal managements [158, 160, 239{245] in 2D MPSoC are

mainly based on power reduction and redistribution techniques such as dynamic

voltage-frequency scaling (DVFS) and task scheduling. According to (4.1), the

power consumption of CMOS circuit is linearly proportional to frequency and quadrat-

ically increases with the supply voltage.

PCMOS = �CfV 2 (4.1)

Therefore, dynamic scaling of voltage and frequency through dedicated hardware

can e�ectively reduce the power consumption. However, such power reduction is

subjected to slower switching speed and hence performance penalty. Careful timing

analysis is also required at design stage to avoid timing violations when the voltage

is scaled. In comparison, the software-based task scheduling are usually claimed to

have less overheads. For a single processor, task scheduling optimizes the tempo-

ral task allocation so that when the processor approaches the thermal threshold,

techniques such as fetch throttling [245] and task interleaving [158] can be applied

to lower the processor temperature. While for multi-core systems, spatial realloca-

tion becomes possible where tasks can be migrated from hot to cool processors with

no signi�cant performance loss [160]. The e�ectiveness of task scheduling is highly

dependent on the nature of instructions which can be CPU-intensive or memory-

intensive and thus not assured. In addition, due to the much higher power density

than that of 2D MPSoC, both DVFS and task scheduling would be helpful but
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may be insu�cient to maintain the 3D MPSoC at a safe temperature with existing

heatsink-based air cooling.

Besides reducing the heat generation, the other angle of view to solve the thermal

problem of 3D MPSoCs is enhancing the cooling solution. The state of art heatsink-

based air cooling provides a junction-to-ambient thermal resistance of around 0:6K=W

[180] which is insu�cient, and this cooling method is not scalable as heat dissipa-

tion for circuit layers far from the heatsink remains di�cult. Many of the prior

works address this problem by utilizing the through-silicon-vias (TSVs) during the

design stage [140, 175, 176, 246]. By inserting thermal TSVs (T-TSVs) at potential

hot spots to provide fast heat conduction path, temperature reduction is expected.

However, TSVs are large and occupy signi�cant silicon area. T-TSV competes with

other circuit devices for the precious silicon area therefore the quantity of T-TSVs

that can be inserted is limited. Furthermore, this method is static and requires

prior knowledge about the target applications to determine the potential hot spots.

Once implemented, the T-TSVs cannot be adjusted to adapt to runtime dynamic

workload changes.

Recently, it was found that micro
uidic channel array [187, 204, 247] is more

e�ective in removing heat in 3D integrated circuit (3DIC) by providing local ther-

mal ground. The thermal resistance can be as low as 0:09 K=W [179]. However,

implementation of micro
uidic cooling causes overheads such as extra manufacture

procedures, increase of stack height (chip thickness) and additional cooling power.

Therefore good thermal management scheme is needed to keep the overheads low

while achieving the best cooling e�ect. An exemplary work is presented in [187]. It

adjusts the 
ow rate uniformly according to the predicted future maximum temper-

ature, which depends on the historical maximum temperatures measured by tem-

perature sensors. This kind of thermal management is too coarse to maintain a

safe operating temperature for today’s high performance circuits which are prone

to diversi�ed thermal hot spots. The uniformly changing 
ow rate may cause over-

cooling at the low power regions and hence waste cooling power. In addition, the

implementation of temperature sensors is expensive in 3D which implies a high cost

of this thermal management scheme. A well designed thermal management scheme
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is desirable to adjust the cooling e�ort according to the real-time workload. It

should maintain the chip temperature well below the threshold while keeping the

implementation overhead low.

In this chapter, a novel scheme of runtime temperature management for 3D

multi-core cache-processor system will be presented. Under this scheme, the sys-

tem temperature will be maintained at a desired level by adjusting the 
uidic 
ow

rate according to the real-time cooling demand. Such a real-time cooling demand

is determined by the future power consumption and thermal model of 3DIC with

micro
uidic channels. Auto Regressive (AR) predictor [250] is adopted to predict

the future power consumptions of on-chip components and the prediction is further

corrected by Kalman �ltering [251] to remove the error contributed by system vari-

ation and control. As such, the expected steady state temperature under existing

cooling setting, that is de�ned as the real-time cooling demand, can be estimated

from the predicted future power consumption. With such an e�cient determination

of cooling demand demand at thermal-time-constant scale, the 
ow rate is adjusted

at runtime to prevent the system from running out of the thermal threshold or

over-cooling. Moreover, the concept of channel clusters is also introduced for the

�rst time to provide a more e�cient �ne-grained control of 
ow rates for disparate

groups of channels to reduce the cooling e�ort required. Note that this work assumes

a software-sensing based temperature evaluation. A smaller implementation cost is

expected when compared to the use of temperature sensors. Nevertheless, the sim-

ilar thermal-management policy can still be deployed for temperature-sensor based

scenario. In order to better maintain the chip temperature at reduced cooling cost,

it is also possible to apply this thermal management scheme for the conventional

power reduction circuit design techniques such as dynamic voltage and frequency

scaling and load scheduling.

The remaining part of this chapter is organized as follows. In Section 2, the tar-

geted cache-core system with micro
uidic cooling is presented followed by the for-

mulation of runtime temperature management problem. In Section 3, our proposed

thermal management scheme is detailed with: (1) power sensing, prediction and

correction for the 3D multi-core system; (2) real-time cooling demand estimation;
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and (3) �ne-grained 
ow rate allocation. The experimental results are presented in

Section 4 followed by a chapter summary in Section 5.

4.2 Problem Formulation of Runtime Thermal Man-

agement of 3D Multi-Core Systems

4.2.1 Typical 3D Multi-Core Cache-Processor System

3D multi-core and cache system in the literature were usually implemented in

logic-on-logic or logic-on-memory con�gurations. Correspondingly, two di�erent 3D

multi-core and cache structures will be studied for the runtime thermal management

problem. Fig. 4.1(a) illustrates the multi-core and cache system A, which consists

of stacked layers with two cores and caches on each layer. Each core communicates

with the cache on the upper or lower layer through TSVs. Cores and caches on ad-

jacent layers are arranged in a complementary manner to avoid highly concentrated

heat generations. Each cache is divided into four banks, and one core can access

one bank of caches at one time. System B is shown in Fig. 4.1(b), where four alpha

cores are placed on the top layer, with three cache layers stacked underneath.

Core Cache

Core Cache

Cache Core

Cache Core

Core Cache

Core Cache

Cache Core

Cache Core

(a)

Cache Cache

Cache Cache

Cache Cache

Cache Cache

Cache Cache

Cache Cache

Core Core

Core Core

(b)

Figure 4.1: (a) 3D multi-core and cache system A; (b) 3D multi-core and cache

system B. Both are with micro
uidic cooling.

Similar to the previous 3D multi-core performance studies [142, 238{242, 244],

the alpha-2 architecture for each computing core is assumed and set-associative
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Core Cache

Core Cache

Cache Core

Cache Core

Core Cache

Core Cache

Cache Core

Cache Core

Figure 4.2: Heatsink-cooled 3D multi-core and cache system

SRAM structure is adopted for L2-cache. Conventional 3D designs [140, 175, 176,

246] assume heatsink-based air cooling, as shown in Fig. 4.2. The heatsink placed at

the top of the device layers acts as the primary heat removal path to the ambient air.

As a result, this architecture has a long heat removal path problem especially for the

layers at the bottom. The more e�ective micro
uidic cooling with microchannels

is shown in Fig. 4.1. The micro
uidic channels are sandwiched in between circuit

layers, which provide local thermal grounds to the ambient and dramatically shorten

the heat-removal path for each active device layer. This micro
uidic cooling scheme

is adopted as the cooling solution for our thermal management scheme. The cooling

e�ect of heatsink is also investigated for the purpose of comparison.

4.2.2 Runtime Thermal Management Problem of 3D Multi-

Core Systems

Given the 3D multi-core cache-processor system with micro
uidic channels, our

objective is to develop a thermal management scheme that can actively control the


ow rate of micro
uidic channels to maintain the system temperature within certain

temperature range. For any thermal control system, its essential components should

include sensing system, processing unit and actuator, where sensing system collects

real-time thermal information of the 3D system; processing unit then analyzes the
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situation and sends out appropriate adjustment commands to the actuator for 
ow

rate control.

Most of the previous works [239{244] assume on-chip thermal sensors for direct

temperature measurement. This method is straight forward but has its limita-

tion. A microprocessor typically has less than ten thermal sensors due to their area

overheads. Such limited number of thermal sensors are incapable of providing a

detailed temperature map down to the microarchitecture level. The maximum and

minimum temperatures based on their measurements may deviate from the actual

thermal extremes of the 3D system and thus mislead the decision making process.

To overcome such limitation and reduce implementation cost of thermal sensors, a

software-based remote sensing technique is used in our work, where the steady state

circuit temperature is simulated based on workload predictions.

The predicted future circuit temperature acts as the cooling demand of the 3D

multi-core system. With this information, the processing unit then decides on how

much coolant should be supplied to meet such demand and maintain the circuit tem-

perature. Coskun et al. [187] proposed a possible solution by using look-up tables to

correlate 
ow rate settings with maximum temperatures. Despite the potential error

on the maximum temperatures reported by a single thermal sensor per processor as

assumed in their work, it is not reliable to decide the 
ow rate based on a single

maximum temperature. 3D systems that have the same maximum temperature may

have di�erent power consumptions and temperature distributions therefore require

di�erent coolant supply. In addition, this look-up table approach requires extensive

experiments or simulations to determine the correct 
ow rate and temperature pair

for a given 3D MPSoC. Therefore, although this method appears feasible and low

cost for a particular 3D chip, it implies a lot of preparation e�ort and would be

complicated for wide adoption by di�erent 3D systems. In our thermal management

scheme, the required 
ow rate setting is determined through approximation based

on the micro
uidic cooling characteristics. This approximation method is analytical

and can be used by di�erent 3D systems without any preparation.

One important feature in our 3D MPSoC thermal management is the granular-

ity of 
ow rate control. Since each functional unit in the system works under dif-
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ferent conditions, the power and temperature would be non-uniformly distributed

across di�erent layers. Therefore, di�erent from previous works [187, 204, 247],

non-uniform 
ow rates are allowed in our system and they can be dynamically con-

trolled to remove the heat in a more e�ective manner. In addition, �ne-grained


ow rate control allows graceful degradation instead of catastrophic failure when

one microchannel gets clogged. However, �ne-grained control at every channel is

not realistic for the physical implementation due to the need of many pumps and

complicated 
uid network. Hence in this paper, a more practical approach using

channel clusters is employed. The microchannels can be divided into a number of

groups and the channels in the same group will have the same 
ow rate. Each clus-

ter can be powered by one micro-pump and its 
ow rate is controllable through the

pump. Experiments show that the use of channel clusters can e�ciently reduce the

hotspots with signi�cant 
ow rate savings.

4.3 Power Aware Runtime Thermal Management

Scheme of 3D Multi-Core Systems

In this section, the proposed power aware runtime thermal management scheme will

be presented in detail. Instead of fully relying on the thermal sensors for temperature

measurement, a software-sensing method is adopted to predict the future circuit

temperature through simulation. The power consumption information is thus a

prerequisite as input for the thermal simulations.

4.3.1 Power Consumption Tracking for Cache and Micro-

processors

During real-time operation, the system workload is not static but dynamically chang-

ing over time. Modern power management techniques such as clock gating can fur-

ther introduce additional dynamic behavior for the system power trace. Any thermal

management scheme based on the static demand would be insu�cient to follow the

actual system behavior and may lose control on system temperature after some time.
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To overcome this problem, an online monitoring mechanism is needed to keep track

of the caches and microprocessor’s power consumptions. This power monitoring

system should be able to provide accurate power information at microarchitecture

level for a meaningful high-resolution thermal simulation. Hardware-based mea-

suring technique is available by inserting current sensors [171, 248] into the power

delivery network. However, similar to thermal sensors, the expensive implementa-

tion cost limits their number and hence the ability to provide detailed power values.

Therefore, this hardware approach is only suitable for homogeneous systems with

coarse-grained monitoring. In our work, we aim at more practical cases where the

3D multi-core system has diversi�ed power values due to the microarchitecture-level

heterogeneity of functionality and workload. One way to achieve such level of power

sensing is to correlate the readings from the performance monitoring unit (PMU)

with power consumption [89{91], as mentioned in Chapter 2. However, to pro-

vide simulation inputs for our case study, a software-based power sensing method is

adopted.

Software-based Power Sensing of Microprocessor and Cache

For a given 3D multi-core system, its power consumption depends on the running

applications. From the scheduler of the operating system, the task queue can be

obtained for each microprocessor. The power consumption of the processors can

thus be simulated using existing architecture-level power simulators such as Wattch

[252]. Besides microprocessor, the power consumption of caches can be estimated

by Cacti [253]. Both dynamic power and leakage power are accounted for each cache

bank being accessed, while the standby cache banks are assumed to consume only

leakage power. An evenly distributed accessing rate for memory cells is assumed

so that the dynamic power distribution of caches would be even but the leakage

power will depend on the temperature of individual cache bank. The BSIM3 model

is adopted to account for the thermal dependency of leakage power, where the unit

channel-width leakage current is formulated as follows:

Ileakage = �0 � Cox �
W

L
� eb(Vdd�Vdd0) � V 2

t � (1� e
Vdd
Vt )� e

�jVthj�Voff
n�Vt (4.2)
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where the thermal voltage Vt = kT=q and threshold voltage Vth are both functions

of temperature.

For validation purpose, a power trace library for di�erent categories of workloads

is pre-stored to emulate the power pro�le at real-time. Benchmarks from SPEC2000

[254] are applied to alpha-2 cores and the corresponding power information are

obtained from Wattch and Cacti. Note that the aforementioned power is usually

estimated at nano-second scale, known as the cycle-accurate electrical power but

the temperature management is usually performed at milli-second scale. Thus, the

over-sampled power information has to be down-sampled to thermal constant time

scale (milli-second scale). The thermal-power, PT is thus de�ned by the runtime

average of the electrical power of both dynamic and leakage power as follows:

PT =<

Z t2

t1

(Pdyn + Pleak) > (4.3)

After conversion to thermal power, the entire power history is stored into power

trace �les. The prepared power trace �le is then input line by line to the thermal

simulator as if the system power consumption and thermal condition are periodi-

cally sampled. The software sensing period is thus de�ned as tsense = t2 � t1. To

update the cache power according to the real-time temperature distribution, Cacti

is integrated into our thermal simulator to perform the updating task whenever the

temperature pro�le has changed. To reduce the implementation cost, this update is

only performed once without the iterative feedback loop during our implementation.

Prediction and Correction of Future Workload

To proactively maintain the thermal condition of 3D multi-core systems, the near

future power consumption information is needed to foresee potential thermal con-

tingency. As the source of heat generation, the accuracy of power prediction has a

strong in
uence on the e�ectiveness of any proactive thermal management scheme.

Autoregressive, i.e., AR(p) model [250] is a commonly used prediction method to

correlate time series data. The basic idea of an AR(p) model is to �nd the best

polynomial �tting of a time varying series f(n), which is the system power trace in

our problem. The p coe�cients, c1; � � � ; cp, and p previous thermal power values,
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f(n� 1); f(n� 2); � � � ; f(n� p), are then used to predict the future power state by

fp(n) = c1f(n� 1) + c2f(n� 2) + � � �+ cpf(n� p) + "(0; �p) (4.4)

where "(0; �p) denotes a random error with Gaussian distribution (zero mean and

variance �p).

The AR(p) model can be applied to predict power in the next sensing period

and hence the near-future cooling demand. If the electrical power of core and cache

are deterministic, the system power trace can be exactly determined or predicted.

However, in real-time applications, the workload can vary dynamically, the leakage

current and power can 
uctuate stochastically, and hence both the electrical and

thermal power can have uncertain variability or error. To have an accurate and

timely temperature regulation, a relatively accurate estimation of the future power

and temperature are necessary to �lter this variability. This can be resolved through

a controller with prediction-and-correction by treating the uncertainty as a random

process variable of a probability distribution.

Kalman �lter [251] is used for the correction of prediction error in our work.

The purpose of Kalman �lter is to adjust the estimated result fp(n) based on an

additional physical measurement according to its noise level. Such measured result

fm(n) refers to the software-sensed power in our proposed scheme, which is �rst

obtained from the cycle-accurate electrical power simulation and then further aver-

aged to the thermal power at the scale of the thermal time constant. Assume that

such a software-sensed physical measurement has a noise with variance �m, and the

measurement result is fm(n), then the Kalman gain can be obtained by

K =
�p

�m + �p
(4.5)

Then, the corrected estimation can be calculated as

fe(n) = fp(n) +K � (fm(n)� fp(n)) (4.6)

After this correction, a more accurate thermal power prediction is obtained. Such

prediction and correction processes are invoked only when required by the thermal

simulator for determining the cooling demand. The frequency of invocation is spec-

i�ed by the user-de�ned control period tcontrol. Every time when a period of tcontrol
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has elapsed, the thermal controller requests for a corrected power prediction and

estimates a real-time cooling demand as described in the following section.

4.3.2 Real-time Cooling Demand Estimation

Steady State Thermal Modeling of 3DIC with Micro
uidic Cooling

With the predicted future workload and the hardware speci�cations of the 3D multi-

core system, the steady state temperature can be simulated by following the ther-

modynamic theories presented in Chapter 3. Assuming that there are N grid cells

in the 3D system and an additional node \a" for the ambient, knowing the thermal

conductance between nodes, the following equation can be established for any cell,

i (i = 0; � � � ; N).
N�1;aX
j=0

gijTi �
N�1X
j=0

gijTj = Pi + giaTa (4.7)

where gij denotes the thermal conductance between nodes i and j. As a result, N

equations can be set up for N cells and a steady state matrix equation is obtained

as

GsteadyTsteady = P (4.8)

The matrix Tsteady stands for the steady-state temperature pro�le and can be ana-

lyzed for decision making. In our thermal management scheme, an upper tempera-

ture limit Tupper and a lower temperature limit Tlower are speci�ed as the triggering

thresholds. The 
ow rate will be increased if the maximum temperature Tmax is

higher than Tupper or reduced if Tmax is lower than Tlower to avoid over-cooling and

reduce runtime thermal cycle. Such requirement of 
ow rate adjustment is thus

de�ned as the real-time demand. Here the steady-state temperature is chosen to be

the judging criteria instead of the instantaneous temperature as in previous works

[187] due to the following considerations:

1. Instantaneous temperature indicates only current thermal state and does not

tell whether the temperature is rising or decreasing. To obtain such infor-

mation, a history of the instantaneous temperature needs to be kept, thus

requiring many more thermal simulations and increasing implementation cost.
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2. Unlike DVFS and task scheduling techniques, thermal management through

micro
uidic cooling typically have a longer response time for the pump to

adjust the 
ow rate. Steady state temperature provides a larger prediction

step size, thus giving the control system more time to respond.

3. Consider a scenario when a high power application is loaded such that the

power consumption is suddenly increased, with instantaneous temperature,

several 
ow rate adjustments may be needed to �nally match the 
ow rate

with cooling demand. Alternatively, by steady state temperature prediction,

the 
ow rate needs to be adjusted once only to satisfy the cooling need.

4. Simulation of instantaneous temperature depends on previous results. Such

dependency will cause accumulation of errors. The estimated results may grad-

ually stray away from the actual circuit temperature. In contrast, deviation of

steady state simulation is kept within one simulation and does not propagate

to the next and subsequent simulations.

Flow Rate Adjustment Approximation Based on Maximum Temperature

Due to the complexity of 3D system’s thermal behavior, to determine the amount

of 
ow rate adjustment to meet the cooling demand is not trivial. As explained

earlier, the method used in [187] is inappropriate due to its inaccuracy and hassle

of preparation needed. With the aid of accurate thermal modeling, a straightfor-

ward solution is the trial-and-error approach, whereby an iterative loop of 
ow rate

adjustment and assessment by thermal simulation is performed until a matching


ow rate is found. The amount of 
ow rate adjustment can be related to the di�er-

ence between target temperature and current maximum temperature as suggested

by [276]. Due to the monotonic relationship between circuit temperature and 
ow

rate, the needed 
ow rate can de�nitely be obtained by this method. However, this

approach may be too slow for runtime management because of the time taken to

reach convergence in this iterative thermal simulation.

An approximation method is therefore proposed to solve this problem. For any
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circuit grid cell, its temperature can be formulated as follows.

Tcircuit = Tch + (Rconv +Rcond)q (4.9)

where Tch is the temperature of the channel cell in contact, Rconv and Rcond denote

the convective and conductive resistances along the heat transfer path. q denotes

the heat 
ux from the circuit cell to the channel cell. Assume that the channel cell

is in the nth grid row, its temperature rise would depend on the total amount of

heat it absorbed from the surroundings, as approximated by (4.10).

Tch =

Pn�1
i=0 qi

�fQCf
+ Ta (4.10)

where �f , Q, and Cf denote the density, 
ow rate and heat capacity of the coolant.

The heat absorbed by each section of the channel qi is estimated as follows.

qi = �Pabove + �Pbelow (4.11)

where � and � are factors to account for the partial absorption of circuit cell power

dissipation by the channel cell.

Changing 
ow rate Q in
uences both Tch and Rconv. However, due to the large

contribution of Tch to the magnitude of Tcircuit, and Tch’s superlinear dependency

on Q, the change in Tch greatly dominates the Tcircuit’s change when the 
ow rate is

adjusted. Thus the control of circuit temperature can be achieved through control-

ling the coolant temperature. Based on the above observations, the following 
ow

rate adjustment algorithm is proposed. To simplify the calculation of the new 
ow

rate, the in
uence of Q on Rconv is ignored, which will cause a small deviation in the

resulting temperature. This turns out to be a blessing in disguise. If the maximum

temperature is larger than the upper thermal limit, the 
ow rate will be increased

until the new maximum temperature drops slightly below Tupper due to this small

deviation. On the other hand, if the 3D system is over-cooled, the deviation would

cause the 
ow rate to be reduced more and save more coolant. Due the dominating

e�ect of Tch, this deviation will be limited.
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Algorithm 4.1 Flow Rate Adjustment Algorithm

Function Adjust():

Input: Steady state temperature and 3D system speci�cation

Output: Adjusted 
ow rate value matching the cooling demand

Find the max temperature Tmax and its location

Record the channel coolant temperature Tch in contact with the hottest spot

if Tmax > Tupper then

�T = Tmax � Tupper
else

if Tmax < Tlower then

�T = Tmax � Tlower
end if

end if

Expected new channel temperature: T 0ch = Tch � �T

Adjust 
ow rate to Q0 = Tch�Ta

T 0ch�Ta
Q

4.3.3 Runtime Thermal Management Scheme with Fine-

Grained Flow Rate Control

Adaptive cooling of microprocessors was commonly seen in modern computers with

air cooling where the fan speed was adjusted according to the processor tempera-

ture. The resulted change of cooling e�ort applies to the entire chip regardless of the

location and range of the triggering hot spot. In practical situations, the triggering

power rise is usually localized at several hot spots and not globally spread. Increas-

ing the cooling e�ort of entire chip may result in over-cooling at low power areas

thereby creating large spatial thermal gradient and wasting cooling power. Such

problem does not have a good solution under the conventional heatsink-fan-based

air cooling due to physical constraints. On the contrary, the isolation of coolant

between microchannels enables a �ne-grained micro
uidic cooling, which has not

been fully utilized in [187] due to their uniform 
ow rate cooling.

In our proposed thermal management scheme, di�erent 
ow rate settings are
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(a) 3 clusters (b) 6 clusters

Figure 4.3: Channel clustering with 3 and 6 clusters

applied to the microchannels. The ultimate �ne-grained control where each mi-

crochannel has its own 
ow rate setting would be too costly to implement. Instead,

a trade-o� method called channel clustering is proposed, where the microchannels

are divided into groups and members in one group share one common 
ow rate

setting. Each channel cluster is in charge of cooling a part of the chip de�ned as

a cooling region. In this way, when a thermal contingency happens, the cooling

region where it located can be identi�ed and only the 
ow rate of the corresponding

channel group needs to be adjusted according to Algorithm 4.1. In our experiment,

the microchannels are divided into 3 and 6 clusters, as shown in Fig. 4.3, consid-

ering design feasibility of the 
uid network. With a �ne-grained 
ow rate control,

the e�ectiveness of thermal management by active cooling is largely increased when

compared to the uniform 
ow rate control. As the non-uniform 
ow rate control

is not applied to each channel, the implementation, for example, by providing each

layer with a micro-pump is practical and economical. With such a �ne-grained 
ow

rate control, a more uniform temperature distribution along with a reduction in the

total required 
ow rate is also expected.

Fig. 4.4 summarizes the general 
ow of our proposed runtime thermal manage-

ment scheme. It reacts once for every control period in the scale of thermal time

constant. Given the latest sampled power values in the last control period, the sys-

tem power trace at the next sampling time is �rst predicted and then the related

error is corrected to ensure its accuracy. The corrected value of the system power
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Figure 4.4: Procedure of the proposed thermal management scheme

trace is used to simulate the expected steady state temperature of the 3D system.

Based on the temperature information, the real-time cooling demand can be deter-

mined and a �ne-grained 
ow rate control is �nally achieved with channel clustering

technique.

4.4 Experimental Results and Discussion

The proposed runtime thermal management scheme is implemented in C/C++ in-

cluding: (1) thermal model of 3DIC with micro
uidic cooling; (2) update of cache

leakage power based on Cacti [253]; (3) AR prediction and Kalman �lter correction

for the future workload; (4) real-time cooling demand calculation; and (5) �ne-

grained 
ow rate control with channel clustering. The details of the thermal model

have been presented in Chapter 3. The simulations are run on an Intel Dual-Core

Server with 3 GHz CPU and 8 GB RAM. Table 4.1 summarizes the common design

parameters of the two 3D multi-core testbenches used in the following experiments.

Other assumptions and experimental settings are listed below:

� For the input applications and power estimation, SPEC2000 applications are
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Table 4.1: Parameters of 3D multi-core system with micro
uidic channels

Parameter Value

Chip Size 32mm� 32mm

BEOL Thickness 12�m

Source Thickness 2�m

Bulk Thickness 48�m

Micro
uidic Channel Height 100�m

Micro
uidic Channel Width 100�m

Micro
uidic Channel wall width 100�m

Total Number of Microchannels 480

applied as input to Wattch [252] at its default settings. The average thermal-

power over 10 million clock cycles is recorded. Hence, Tsense = 3 ms assuming

a clock period of 0:3 ns.

� For the 3D multi-core cache-processor design, the alpha-2 core architecture is

assumed with a 2-way set-associative (L2) cache, which consists of 4 banks

and 32 address bits.

� Water is used as the coolant. The ambient temperature Ta is set to be 300 K.

The upper temperature threshold is speci�ed as 358:15 K(85�C), and the lower

limit is set to be 354:15 K(81�C).

� Third order AR prediction is used when implementing the runtime tempera-

ture management. In addition, 10% estimation error is assumed for the power

trace generated by the power simulators.

4.4.1 E�ectiveness of micro
uidic cooling

The e�ectiveness of cooling by micro
uidic channels is �rst examined by its com-

parison with conventional heatsink-based cooling using 3D structure A. A static

power consumption is used at this time by averaging the power trace generated
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Table 4.2: Cooling e�ect comparison between heatsink-based and micro
uidic cool-

ing by comparing the maximum and minimum temperatures and the number of

nodes in each temperature range

Temperature Range
No. of Nodes in Each Range

300-315 315-330 330-345 345-360

Heatsink

324.12-348.96 0 3692 398 6

Micro
uid (80 ml=min)

301.34-349.00 790 1705 1598 0

Micro
uid (240 ml=min)

300.26-326.10 3725 371 0 0

when loading gcc to all the cores. Default settings in Hotspot [222] is adopted for

the heatsink-cooled case, and the coolant 
ow rate is set to be uniform for micro
u-

idic cooling. The temperature distribution of the 3D system is recorded by counting

the number of grid nodes within each temperature range.

As shown in Table 4.2, at the small 
ow rate of 80 ml=min, micro
uidic cooling

has already achieved similar cooling result as the heatsink-based cooling method.

At higher 
ow rate, the circuit temperature is e�ectively suppressed. Fig. 4.5 plots

the trend of maximum circuit temperature when increasing the total 
ow rate. It

can be seen that increasing the 
ow rate can e�ectively cool down the chip and

remove hotspots. The temperature reduction reaches diminishing marginal returns

when the 
ow rate continues to increase, as implied by (4.10).

4.4.2 Runtime thermal management with �ne-grained 
ow

rate control

In this section, the proposed runtime thermal management scheme will be demon-

strated using the aforementioned 3D multi-core testbenches.
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Figure 4.5: E�ective heat removal of micro
uidic cooling by increasing 
ow rate

Power Sensing, Prediction and Correction

The microarchitecture-level power consumption of the processors running di�erent

applications is �rst pre-determined by Wattch and stored in the power trace �le. Fig.

4.6 shows the dynamic power consumption of a single microprocessor when running

four di�erent SPEC2000 benchmarks, namely gcc, fma, bzip and eon. To enrich the

application pool, �ve pseudo benchmark power traces 2Xgcc, 2Xfma, 2Xbzip and

2Xeon are also created by doubling the original power traces to represent high-power

applications. The microprocessors in the 3D system are randomly loaded with these

eight benchmarks and the simulation of thermal management runs for 6000 lines of

thermal power traces to emulate a period of practical operation. The power traces

in Fig. 4.6 exhibit signi�cant temporal variations and are very di�erent from each

other. Both temporal and spatial thermal strikes are hence expected when the tasks

are loaded onto the 3D system. To catch these potential real-time thermal strikes,

the system needs to be regularly monitored with proper control action applied. On

the other hand, the control action should not be unnecessarily frequent to avoid high

thermal management cost. In this experiment, system probing is engaged for every

200 samples of thermal power trace, i.e. at 0:6s interval. Based on the 200 historical

power values, future workloads are predicted by an AR(3) predictor and further

corrected by a Kalman �lter. Fig. 4.7 plots the 29 predictions and corrections along
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Figure 4.6: Total power consumption of Alpha-2 microprocessor running di�erent

benchmark applications

the 6000 inputs of power traces for system A. The di�erence in the predicted total

Figure 4.7: AR prediction of future power consumption with Kalman �lter correction

power after the Kalman �lter correction is discernible. Such corrected prediction
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to mitigate possible deviations and system uncertainties is necessary for a more

accurate control. From Fig. 4.7, several power spikes can be detected. Whether

these spikes will cause thermal violations depends on the cooling settings at their

individual arrival time.

Fine-Grained Flow Rate Control According to Realtime Cooling Demand

Fig. 4.8 tracks the maximum temperature of the 3D testbench A if no thermal

management is applied and the coolant 
ow rate is �xed at 100ml=min. It is clear

Figure 4.8: Maximum temperature of the 3D testbench A with no runtime thermal

management

that proper thermal management is mandatory, without which the 3D system will

experience severe thermal cycle with maximum temperature up to 401K.

The proposed thermal management scheme is implemented on both systems

A and B as follows. At the beginning of the simulation, the 3D systems were

assumed to be at steady state running gcc benchmark with a coolant 
ow rate

of 80ml=min, where system A has a maximum temperature of 349K and system

B has a maximum temperature of 331K. The benchmarks are then loaded onto

the system. For every 0:6s elapsed, the future power consumption is predicted and

corrected. The thermal model developed in Chapter 3 is then invoked to simulate the
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steady state temperature pro�le at current 
ow rate setting. The resulting maximum

temperatures are interpreted as the real-time cooling demand. Appropriate coolant


ow rate settings are then decided for every channel cluster according to Algorithm

4.1. The microchannels are divided into 3 and 6 clusters as shown in Fig. 4.3. For

the purpose of comparison, thermal management with uniform 
ow rate cooling is

also implemented. Note that due to di�erent clustering and hence di�erent 
ow

rate settings, the real-time cooling demand at every control point may be di�erent

across the three cases even if the power pro�les are the same. Fig. 4.9 depicts the

real-time cooling demand and maximum circuit temperature under thermal control.

It can be seen that for any granularity of 
ow rate control, the proposed thermal

management scheme always meets the real-time demand and maintains the circuit

temperature within the upper and lower constraints.

However, the total 
ow rates required to achieve the same cooling objective

are di�erent for 3D systems with di�erent clustering settings of microchannels. As

shown in Fig. 4.10, the total 
ow rate (summation of all channel 
ow rates) decreases

dramatically with �ne-grained 
ow rate control. Comparing with uniform 
ow rate

cooling, the 3-channel-cluster setting has saved on average 8.6% 
ow rate for system

A and 2.4% 
ow rate for system B ; for the case of 6-channel cluster, a signi�cant

27.4% 
ow rate saving is achieved for system A and 8.8% for system B. It can be

seen that due to the lower and static power pro�le, the cache-dominated system B

requires a lower coolant 
ow rate that is also much less dynamic than that of system

A. The almost uniform power density of the cache layers of system B directly leads

to the smaller 
ow rate savings. It is clear that with �ner clustering granularity,

more 
ow rate savings can be achieved. The internal mechanism accounted for this

result can be explained as follows. With the �ne-grained 
ow rate control, the 
ow

rates have been optimally customized to local hotspots and unnecessary 
ow rate

increments can be avoided. When there are more clusters, there is a better chance to

encounter regions that are totally cooled and hence the corresponding 
ow rates can

be decreased. More importantly, the total 
ow rate directly re
ects the pumping

power needed. Hence our �ne-grained 
ow rate control has a much lower pumping

power overhead. The �ne-grained 
ow rate control provides an additional design
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(a) System A: Uniform Flow Rate

(b) System A: 3 Channel Clusters

(c) System A: 6 Channel Clusters

(d) System B : Uniform Flow Rate

(e) System B : 3 Channel Clusters

(f) System B : 6 Channel Clusters

Figure 4.9: Maximum circuit temperature of (a) - (c): system A and (d) - (f): system

B under thermal management of di�erent clustering granularity and triggered by

real-time cooling demand.

freedom to balance the pump power and control circuit overheads.
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(a) Flow rate settings of system A

(b) Flow rate settings of system B

Figure 4.10: Dynamic 
ow rate settings under di�erent granularity of 
ow rate

control

4.5 Summary

This chapter has introduced a dynamic thermal management scheme to maintain

chip temperature for 3D multi-core cache-processor systems deployed with micro
u-

idic channels. The proposed thermal management scheme implements a closed-loop

control system that is driven by real-time demand, and endowed with prediction-
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and-correction capability and �ne-grained adaptation. A combination of power and

thermal simulators is proposed to provide detailed circuit temperature information

and reduce the cost of thermal sensor implantations. The AR prediction and Kalman

�lter correction of future workloads forecast potential power spikes and allow the

cooling system to react proactively to achieve thermal stability. With the aid of

the thermal model, the real-time cooling demand is determined and the 
ow rate

is allocated in �ne granularity to achieve the best cooling result while reducing the

cooling cost. Experiment results show that with the proposed thermal management

scheme, the system temperature is suppressed well under a reliable threshold. The

total 
ow rate, which is a direct re
ection of the pumping power, has been reduced

by up to 27.4% with a �ne grained 
ow rate control.

An important innovation of the proposed thermal management scheme is the

�ne-grained micro
uidic cooling using the concept of channel clusters. The channel

clustering method used in this work is intuitive and lacks theoretical guidance thus

the optimality is not guaranteed. From experiment results it can be seen that

the way the channels are clustered signi�cantly a�ects the e�ectiveness of the �ne-

grained liquid cooling. There is thus a need to develop a channel clustering algorithm

for the best cooling results. In addition, the comparison between micro
udic cooling

and conventional heatsink-based air cooling shows clear advantage of the former due

to its high heat transfer rate and scalability. However, it is also worth noting that

micro
uidic cooling typically exhibits large spatial thermal gradients, as shown by

the max-min temperatures in Table 4.2. A good channel clustering method is one

possible solution to naturally mitigate the thermal gradient by allocating coolant

according to the needs at di�erent locations on the chip. Therefore, in the following

chapter, we will focus on the development of a clustering algorithm for �ne-grained

micro
uidic cooling, and investigate possible solutions to the thermal balancing

problem of micro
udic-cooled 3D integrated circuits.
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Chapter 5

Microchannel Clustering, Splitting

and Scaling for Thermal Balancing

of Liquid-Cooled 3DIC

5.1 Introduction

Despite the promising cooling potential and scalability reported by most literature,

microchannel-based micro
uidic cooling tends to introduce large spatial thermal

gradients. Such large thermal gradient is mainly contributed by the non-uniform

power distribution and the rising coolant temperature along the 
ow direction. In

practical situations, the power density may vary signi�cantly across the chip. To

meet cooling requirements, the coolant 
ow rate is usually set at high level accord-

ing to the worst case, thus over-cooling the low power region and inducing high

cooling costs. Furthermore, as the coolant 
ows through the microchannels, heat is

absorbed and the coolant temperature increases. The rise of coolant temperature

directly increases the circuit temperature along the 
ow direction, thereby deter-

mining the basic temperature pattern of micro
uidic-cooled circuits. At high 
ow

rate settings, coolant temperature rise is small and power-induced thermal gradient

is more pronounced. On the other hand, at low 
ow rate settings, the circuit tem-

perature follows closely the basic pattern with variations due to non-uniform power

distribution.



Section 5.2 Introduction

The stress built up by the large thermal gradient is detrimental to reliable circuit

operation. It complicates circuit modeling and also increases design constraints. To

solve this problem, a non-uniform channel design scheme was proposed in [185],

where microchannels are placed only at necessary hot spots to match with the non-

uniform power density. Signi�cant reduction of pump power was reported. Another

proposal is the channel modulation technique by [190], which aims to mitigate the

e�ect of rising coolant temperature. By varying the channel width along the 
ow

direction, the convective resistance is reduced at hot spots and hence partially o�sets

the rising coolant temperature. However, the narrowed microchannels would require

extraordinary high pressure drop to deliver enough amount of coolant. Independent

coolant supply for every microchannel is also needed to implement this channel

modulation technique, which may not be pragmatic even if it is technically possible.

In this chapter, we investigate on thermal balancing techniques for liquid-cooled

3DICs. A detailed analysis on micro
uidic cooling for 3DICs by di�erent clustered

cooling e�orts will be �rst presented. A channel clustering and 
ow rate allocation

algorithm is proposed to provide a customized cooling according to the circuit power

distribution. After that, a combination of novel microchannel splitting and scaling

techniques is presented. Di�erent from the clustering method, this splitting and

scaling approach aims to match the cooling e�ort with the heat generation, and at

the same time mitigate the e�ect of rising coolant temperature.

The remaining of this chapter is organized as follows. In Section 5.2, the clus-

tering and 
ow rate allocation algorithm is presented in detail. A guideline for

achieving minimum total 
ow rate under the maximum temperature constraint is

also introduced. In Section 5.3, the channel splitting and scaling algorithm is pro-

posed. We will explain how the splitters are inserted to reduce convective resistance

and how the channels are scaled to regulate the 
ow rates. Experiment results will

be presented in Section 5.4, where the proposed algorithms are implemented on a

3D multi-core testbench to observe their e�ectiveness. Finally, the chapter will be

summarized in Section 5.5.
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5.2 Microchannel Clustering and Flow Rate Allo-

cation for Non-uniform Micro
uidic Cooling

Depending on the circuit function and 
oorplanning, the power consumption of 3D

stack is usually distributed unevenly on each layer. Fig. 5.1 shows the power density

map of a multi-core circuit layer, where the red colored cells represent high power

density areas as opposed to the blue regions where the power densities are relatively

low. If uniform cooling e�ort is applied to the 3D stack, to keep the temperatures of

potential hot spots under threshold, a large 
ow rate is needed. This will result in

wasted energy for over-cooling of the low power regions, which creates large lateral

thermal gradients and shortens the device’s lifespan. In contrast, if the cooling e�ort

can be customized to adapt to the appropriate cooling demand variation caused by

the uneven power distribution, e�cient micro
uidic cooling with better steady state

results is envisioned.

���������	

����	

���
��
���	

����
���	 ����
���	

��
���	��	 ��
������	 ��
������	 ����	��	 �������	 �������	

������	��	 ���������	

������	��	 ���������	 ���������	 ���������	

������	��	 ���������	

������	��	 ���������	 ��������	 ������	 �������	��	 ����������	

��� !����	

�����	 ��"����	

����	��	 �������	

����������

�����

���
��
����

����
���� ����
����

��
���	��� ��
������� ��
������� ����	��� �������� ��������

������	��� ����������

������	��� ���������� ���������� ����������

������	��� ����������

������	��� ���������� ��������� ������� �������	��� �����������

��� !�����

������ ��"�����

����	��� ��������

����������

�����

���
��
����

����
���� ����
����

��
���	��� ��
������� ��
������� ����	��� �������� ��������

������	��� ����������

������	��� ���������� ���������� ����������

������	��� ����������

������	��� ���������� ��������� ������� �������	��� �����������

��� !�����

������ ��"�����

����	��� ��������

����������

�����

���
��
����

����
���� ����
����

��
���	��� ��
������� ��
������� ����	��� �������� ��������

������	��� ����������

������	��� ���������� ���������� ����������

������	��� ����������

������	��� ���������� ��������� ������� �������	��� �����������

��� !�����

������ ��"�����

����	��� ��������

#$%&'

(&%	(

'&%�(

�&%�#

�&%�#

�&%')

&%($

�%&$

Figure 5.1: An illustration of non-uniform power distribution (W=cm2) of 3DIC

The scalability and high heat removal ability of micro
uidic cooling have been

well documented in the literature [179, 180, 187, 204, 247, 263]. One feature that

has escaped the attention is the 
ow rates of the microchannels can in principle be

controlled individually to provide a customized cooling since they are independent
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of each other. The ultimate control of cooling e�ort, i.e., the microchannel 
ow

rate, requires one 
ow rate setting per channel, which leads to large overheads

and is usually unnecessary. Instead, a limited number of 
ow rate settings can be

assigned to di�erent channels. The microchannels that share the same setting are

said to belong to the same channel cluster. In Chapter 4, a thermal management

scheme has been presented based on clustered micro
uidic cooling. Although an

impressive saving of total 
ow rate over the uniform 
ow rate cooling was reported,

the channels were grouped intuitively and the results could actually be undermined

by poorly grouped clusters. An algorithm that guides the clustering of channels and

appropriate 
ow rate assignment, if correctly designed, can produce better cooling

result for this notion of micro
uidic cooling.

5.2.1 Clustering of Microchannels

The heat transfer problem of 3DIC can be analyzed by dividing the 3D chip into

regular grid cells as presented in Chapter 3. The heat exchange paths of any silicon

cell in the 3D grid can be classi�ed into two categories. One is referred to as the

silicon to channel heat transfer, which contributes to micro
uidic cooling. The other

is referred to as the silicon to silicon heat transfer, which only helps to spread the

heat passively over the entire chip. The former can be controlled directly by varying

the 
ow rate while the latter depends only on the nearby thermal gradient due to

the �xed silicon to silicon thermal conductance for a �xed architecture. However,

the silicon to channel heat transfer is predominant due to the larger circuit-coolant

temperature di�erences and highly conductive liquid cooling. An even temperature

pro�le, as part of the goal of our proposed cooling method, will further reduce the

silicon to silicon heat transfer to result in nearly zero thermal gradient across the


ow direction. In the steady state, the heat generated by each silicon cell needs to be

absorbed locally by the neighboring microchannels. Consequently, the cooling e�ort

of microchannels should match the power distribution of the silicon cells. Hence,

the power consumption level to be coped by each channel makes a good criterion to

divide the channel clusters.

As shown in Fig. 5.2, any microchannel (denoted by the channel number li,
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Figure 5.2: Grid division of 3D integrated circuit

i = 0; 1; � � � ;M � 1) is in contact with two columns of silicon cells that generate

heat, one above and one below the channel. We de�ne the two columns of silicon

cells as the cooling region of channel li, denoted by

CR(li) = fsilicon cell j jj is in contact with channel lig (5.1)

Let the power consumption of silicon cell j be Pcj
. It is possible to de�ne a cooling

demand for each channel as a weighted sum of power dissipation based on the silicon

cells in the region, i.e., Psum;li =
P

j2CR(li)

(�j � Pcj
), where

�j =
n 0:5 if cell j is on an inner layer

1 if cell j is on the top or bottom layer

The factor � accounts for the advantage of cells situated at the inner layers that

have twice the number of channels for cooling compared to those at the top or bottom

layer. These cooling demands are then sorted in ascending order of magnitude into

an array P = [p0; p1; � � � ; pM�1], where pi < pj for i < j and pi = Psum;li for

i; li 2 [0;M � 1] . The channel indexes corresponding to the sorted power values

in P can be retrieved from an order array, L = fl0; l1; � � � ; lM�1g, where li = j if

pi = Psum;j.

The next step would be the segmentation of the sorted array P to divide the M

channels into N (N < M) clusters. Since channels in one cluster will share the same


ow rate setting, the standard deviation of their Psum;li values should be as low as

possible to achieve an uniform cooling under the same 
ow rate. This can be readily
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resolved by �nding the natural separations, which are the largest di�erences between

every pairs of adjacent elements of the array P . An array D = [d0; d1; � � � ; dM�2]

can be obtained by computing the di�erence di = pi+1 � pi for i = 0; 1; � � � ;M � 2.

The demarcations between clusters can then be found by searching for the (N � 1)

largest elements in D.

The number of clusters, N can create subtle trade-o� between con
icting factors

such as the thermal pro�le, total 
ow rate and overhead for a given power trace. The

dilemma is that there is no easy way to predetermine an ideal N . Therefore, a divide

and conquer approach is adopted in this work. By searching for the largest di�erence

in D, the elements in the sorted array P are divided into two clusters. If the largest

di�erence is dj, then all channels with indexes li for i 2 [0; j] will be grouped into

one cluster and the remaining channels with indexes li for i 2 [j + 1;M � 1] will be

grouped into another cluster. Let ri = pM�1� pi be the moderated cooling demand

of the ith channel, and �R and �R be the mean and standard deviation, respectively

of the modulated power values of all channels within the same cluster. If �R > � ��R,

where � is a parametric fraction, the cluster will be further divided into two clusters

by the same approach. This process iterates until every clusters have their �R less

than � ��R. The pseudo code of the clustering algorithm is shown in Algorithm 5.1.

The reason for using a biased ri value instead of the pi value directly for the

computation of mean and standard deviation is to relax the uniformity criterion

for clusters with lower power consumption while forcing a tighter homogeneity in

power consumption for high power regions. This is because high power regions

often have low population with high variation in power values. If the clustering

is not carried out with enough granularity, severe mismatch between the cooling

e�ort and cooling demand may occur in these regions and lead to potential thermal

management failure. The control parameter � provides the desire trade-o� between

cooling e�ciency and overheads. If � is set too high, the clustering may not be

optimal; and if � is set too low, excessive clustering may incur heavy overheads. In

our simulation, the number of clusters is constrained to between two and six.
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Algorithm 5.1 A divide and conquer algorithm for channel clustering

Function clustering(L, �).

Input: L: Set of channels to be clustered; �: cluster control fraction.

Output: C: Set of channels in a cluster;

Pci
: Power consumption of cell i;

CR(li): Cells in contact with channel li8i 2 [0;M � 1]

M = n(L): Number of channels in L;

for li = 0 to M � 1 step 1 do

Psum;li =
P

j2CR(li)

(�Pcj
);

end for

Sort Psum;li : P = fpigM�1
i=0 , where pi � pi�18i 2 [0;M � 2];

Order L = fligM�1
i=0 : li  j if pi = Psum;j ;

Calculate R = fpM�1 � pigM�1
i=0 ;

for i = 0 to M � 2 step 1 do

di = pi+1 � pi;

end for

D = fdigM�2
i=0 ;

t = argfmaxjdjg;

C1 = fligti=0; C2 = fligM�1
i=t+1;

Calculate �R1 and �R1 8li 2 C1;

if �R1 < � � �R1 then

return C1;

else

return clustering(C1, �);

end if

Calculate �R2 and �R2 8li 2 C2;

if �R2 < � � �R2 then

return C2;

else

return clustering(C2, �);

end if

129 of 182



Section 5.2 Microchannel Clustering and Flow Rate Allocation for . . .

5.2.2 Allocation of Flow Rate

The power pro�le of a 3D chip often exhibits a Pareto distribution, i.e., there is a

large number of low power areas and a few patches of high power points. As a result,

the channel clustering algorithm will normally produce some clusters with many mi-

crochannels of low cooling demand and a few clusters with much less microchannels

that require high cooling e�ort. If the cooling resource is constrained by the total

available 
ow rate, the basic principle of its reallocation is just to move the 
ow rate

saved from low-cooling-demand clusters to where it is needed the most. From the

system point of view, the amount of heat removed is (Tout � Tin) � Q � SpHeatf . If

the 
ow rate is ideally adjusted, uniform temperature distribution can be achieved

whereby the inlet and outlet temperature di�erences of microchannels are similar.

In that case, the 
ow rate should be proportional to the amount of heat removed,

which is equal to the steady state power dissipation. Quantitatively, the average

cooling demand P (Ci) of any cluster Ci can be obtained by calculating the mean

of Psum;lj for all channels lj 2 Ci. Due to the predominant silicon to channel heat

transfer, the following approximation is used to apportion the total 
ow rate to each

cluster for the best cooling e�ect.

Q(C0) : Q(C1) : � � � : Q(CN�1) � P (C0) : P (C1) : � � � : P (CN�1) (5.2)

Thus, the 
ow rate per channel for the ith cluster is set to be

Q(Ci) = Qtotal �
P (Ci)PN�1

j=0 n(Cj)P (Cj)
(5.3)

where Qtotal denotes the total available 
ow rate and n(Cj) denotes the number of

channels in Cluster Cj.

5.2.3 Minimization of Cooling E�ort under Thermal Con-

straints

In most thermal management scheme, a maximum allowable temperature is set as

the control target instead of a �xed total 
ow rate [187, 206]. As clustered micro
u-

idic cooling is capable of producing an evenly distributed temperature pro�le, the
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cooling e�ort can be reduced and the total 
ow rate can be minimized e�ectively. In

our proposed scheme, this is accomplished by incorporating the thermal modeling

metric into the clustering algorithm. The procedure is described as follows:

� Step 1: Perform channel clustering according to the power information.

� Step 2: Simulate the steady state temperature of the 3D stack.

� Step 3: Record the current maximum steady state temperature of silicon cells as

Tmax.

� Step 4: Determine scaling factor

’ =
Tmax(Ch)� Ta

Tmax(Ch) + (Tth � Tmax) � (1� gSi;y+gSi;wall

nr�gSi;Ch
)� Ta

(5.4)

where Tmax(Ch) denotes the average temperature of the channel sections that are

in contact with the silicon cells of maximum temperature, and Tth denotes the

temperature threshold. gSi;y, gSi;wall and gSi;Ch denote the thermal conductances

from silicon circuit cell to silicon circuit cell along the channel direction, from

silicon circuit to channel wall cell, and from silicon circuit cell to channel cell,

respectively.

� Step 5: Update the 
ow rate settings to Qnew = ’ �Qold.

The scale factor ’ provides a rough guide on the minimization of cooling e�ort.

When 
ow rate is minimized, the maximum circuit temperature will approach the

threshold. The temperature of channel cells in contact with the hottest circuit

cell will also rise accordingly to remove the same amount of heat at low 
ow rate.

Therefore, the 
ow rate is inversely proportional to the inlet-outlet temperature

di�erence. In Equation (5.4), the temperature rise of channel cells in contact with the

hottest spot is estimated as a scaled temperature rise of the hottest spot. The use of

thermal conductance at high 
ow rate tends to overestimate the channel temperature

while the inclusion of circuit cell to channel wall 
ux tends to underestimate the

channel temperature. This kind of o�set makes the estimation relatively accurate.
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As such, the total 
ow rate is reduced by (1 � ’). However, since the overall

steady state temperature of 3D stack is raised, the thermal gradient will be ampli�ed

as well. A positive e�ect of such ampli�cation is that higher thermal gradient induces

a bigger heat 
ux among the silicon cells to swiftly spread the temperature away from

the hot spots. This has added a safety margin spontaneously into our minimization

method to ensure that the maximum temperature will not exceed the thermal limit.

5.2.4 Issues on Practical Implementation

Our proposed clustered micro
uidic cooling for 3DIC requires coolant supply at

multiple 
ow rates simultaneously. Intuitively, an easy way of implementation is

to provide each cluster with an independent pump and manifold system. However,

doing so would incur excessive overhead on design complexity, space and power

consumption. A more feasible way is to supply the coolant for one 3DIC or several

3D stacks with only one micropump, while using valves to achieve di�erent 
ow rate

settings as suggested in [264]. Micropumps such as piezo-electric micropump [266],

and miniature valves [267] are widely available in the market. In such case, the

overhead is only the increased complexity of manifold system and additional valves

for multiple 
ow rate settings. With a restricted number of clusters, this overhead

is justi�able by the longer lifespan, stable operation and possible speedup of 3DIC

in the long run.

As the clustering of channels will be implemented in hardware, once decided, it

will be almost impossible to change the channel groupings during runtime. There-

fore, the power pro�le needs to be chosen such that the resulting clustering addresses

most of the applications executed on the 3DIC. A reasonable solution is to consider

typical applications executed by the 3DIC. Fortunately, the optimal distribution of

microchannels will vary much less than the power variations for di�erent applica-

tions. Thus, the minor mismatch between cooling and power dissipation would not

be catastrophic during runtime. This problem will be discussed further in Section

5.4.

132 of 182



Chapter 5 Microchannel Clustering, Splitting and Scaling for . . .

5.3 Microchannel Splitting and Scaling Techniques

for Low-overhead Thermal Balancing

As shown in Fig. 5.3, the temperature rise of circuit cells above ambient can be

represented by

�Tcircuit = �Tchannel + q(Rcond +Rconv) (5.5)

At steady state, the temperature rise of a channel 
uid cell is proportional to the

Figure 5.3: Thermal resistances between the circuit and channel cells

total amount of heat absorbed since it enters the channel, which can be formulated

as

�Tchannel =

Pcurrent location
inlet qi
�fQCf

(5.6)

The above formula clearly indicates that the amount of channel temperature rise

depends on the power density of the region through which the coolant 
ows, and can

be adjusted by varying the 
ow rate Q. From the regional view, the spatial variation

of power density makes the temperature rise of microchannels di�erent from each

other. On the other hand, the power consumption of a particular circuit cell deter-

mines the local heat 
ux q to be transferred to the coolant, which creates further

temperature variations among circuit cells with di�erent power densities. Therefore,

to reduce the thermal gradient of micro
uidic-cooled 3DIC, the microchannels need

to be designed to partially o�set (if not completely) the e�ect of power density vari-

ation and the disparity in coolant temperature distribution, without increasing the


ow rates.
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5.3.1 Microchannel Splitting by Splitter Placement

From (5.5), it is evident that to reduce the thermal gradient, Rconv needs to be

made small at downstream regions and also hot spots that have high q’s. A novel

microchannel splitting technique is proposed here to e�ectively adjust Rconv. Let

the 3D stack be partitioned into m � n grids for thermal analysis, such that the

microchannels are divided into m sections with equal section length Lchij
. As shown

in Fig. 5.4, by depositing etching mask on the substrate to preserve nsp parallel

thin silicon splitters in any microchannel section during the etching process, the

original wide channel can be divided into nsp+1 subchannels. As such, the hydraulic

diameter Dh of the subchannels becomes smaller and the contact area A between

the circuit cell and the channel 
uid cell is substantially increased.

gconv = hAandh = kfNu=Dh (5.7)

According to (5.7), Rconv can thus be e�ectively reduced by the placement of splitters

at the desired sections of microchannels, and the reduction rate can be regulated by

the number of splitters nsp.

Figure 5.4: Illustration on splitter insertion for channel splitting

The maximum number of splitters Nsp;max that can be placed in a microchannel

section is constrained by the user-de�ned minimum channel width Wch;min and the
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splitter width Wsp. To maximally balance the circuit temperature, Nsp;max is set

at the hottest sections. The number of splitters of other channel sections are then

determined according to their heat generation relative to those sections. For imple-

mentation feasibility, the subchannels shall be wide enough to prevent high pressure

drop. The splitters are deposited evenly inside the microchannel, with enough thick-

ness for physical reliability and allowing the through silicon vias (TSVs) to punch

through. In our case studies, we set Wch;min = 20�m and Wsp = 10�m to provide

passages for signal TSVs with diameters around 5�m. The length of the splitters is

set equal to the channel section length, except for those at transition regions where

consecutive channel sections have di�erent nsp’s. As illustrated in Fig. 5.4, when

there is a change in the number of splitters from Chij to Chi(j+1), the length of

these splitters will be reduced to leave a gap between them so as to avoid uneven

share of 
ow among the subchannels in Chi(j+1). In our experiments, the splitters at

transition regions are shortened by 10%. Algorithm 1 shows the proposed heuristic

to optimize the placement of splitters for thermal balancing.

5.3.2 Microchannel Scaling for Redistribution of Coolant

Appropriate placement of channel splitters e�ectively reduces convective resistances

to o�set excessive temperature rise at potential hot spots. However, reducing chan-

nel width may signi�cantly increase the pressure drop, as indicated by the following

equation [269],

�P =
4

3
�2�vL

(H2
ch +W 2

ch)

H3
ch �W 3

ch

Q (5.8)

where �P denotes the pressure drop, � and v denotes the density and dynamic

viscosity of the 
uid, Q denotes the 
ow rate, L, Hch and Wch denote the length,

height and width of the microchannel respectively. For most micro
uid-cooled 3DIC,

the coolant is supplied by only one pump. The 
uid network is designed such

that all the microchannels have the same pressure drop. As a result, coolant 
ow

rate will be reduced from channels that have more splitters and added to channels

with less splitters, which may contradict with the cooling needs. A sophisticated


uid network that has separate supply loop for each microchannel is infeasible with
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Algorithm 5.2 Heuristic for optimal channel splitting

Function Splitting():

Input: Power Distribution, Cooling Setting

Output: Splitter quantity nsp for every channel section

Chij: j
th section counting from the inlet of channel Chi

qij;above: heat 
ux from circuit above Chij

qij;below: heat 
ux from circuit below Chij

for every channel section Chij do

qsumij = qsumi(j�1) + qij;above + qij;below

where qsumi0 = qi0;above + qi0;below

end for

Find qsummax: maximum of qsumij

Nsp;max = roundfWch=(Wch;min +Wsp)g

for every channel section Chij do

nsp;ij = round(Nsp;max � qsumij=qsummax)

end for

existing technology. Instead, a channel scaling technique is proposed to redistribute

the coolants after channel splitting. Algorithm 5.3 shows the proposed channel

scaling heuristic to match the power distribution.

Initially, all microchannels are assumed to be equally wide and uniformly dis-

tributed. After the channel splitting, more splitters are placed in channels passing

through high power areas and their 
ow rates have been reduced substantially.

These highly split microchannels will be expanded to accommodate more coolant

while those unnecessarily wide channels will be shrunk to save coolant. The expan-

sion of a channel is constrained by the minimum channel wall width Wwall;min, and

the shrinking is limited by Wch;min. Boundary values shall be used when there is

a violation during channel scaling. Fortunately, changing channel width has a su-

perlinear e�ect on the channel’s 
ow rate as evinced by (5.8). By setting the initial

channel width at medium level, and choosing a proper reference channel to limit
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Algorithm 5.3 Heuristic for optimal channel scaling

Function Scaling():

Input: Power Distribution, Cooling Setting

Output: Adjusted channel width Wch of every microchannel

m: grid row number

Sort qsumi(m�1) for all i in ascending order

qsummid: median of qsumi(m�1)

mid: index of qsummid

De�ne f(i) = 1=
mP
j=0

(H2
ch;i+W

2
ch;ij)

H3
ch;iW

3
ch;ij �(nsp;ij+1)

for every microchannel Chi do

Solve f(i) = f(mid)qsumi(m�1)=qsummid for Wch;i

end for

the extent of scaling, violation of constraints can usually be avoided to achieve a

good result. For compatibility with bigger TSVs, Wwall;min = 20�m is set in our

experiments.

5.4 Validation of Proposed Thermal Balancing Tech-

niques

In this section, the proposed thermal balancing techniques will be validated on a

4-layer multi-core testbench. The 3D stack integrates 16 Alpha-2 microprocessors

with four of them on each layer. SPEC2000 applications bzip, eon, fma, gcc and

gzip [254] are used as input to the processors and the micro-architecture-level power

information is obtained from simulation by Wattch [252]. The 3DIC has a footprint

of 32 � 32mm2. The BEOL, Source and Substrate of the circuit layers are 12�m,

2�m and 48�m in thickness, respectively. The microchannel has a height of 100�m

and the default channel and channel wall width are both set to be 100�m. All the

experiments are based on simulations on a Linux server with the ease and 
exibility

to analyze the cooling performances for di�erent parameters.
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5.4.1 Thermal Balancing by Channel Clustering

To show the e�ect of the clustering algorithm, four rounds of random allocation of

the benchmarks to cores and one round of average power assignment are performed

to generate �ve di�erent power distributions for the case study. For all the case

studies, the steady state power density varies between 2:98W=cm2 to 68:95W=cm2

across the entire 3D stack.

Clustering of Microchannels

As described in Section 5.2, the total heat generation to be handled by each mi-

crochannel in the �ve study cases is determined. In Cases 1-4, the �ve benchmarks

are randomly distributed to the 16 cores, while in Case 5, all the cores are assigned

with an average power consumption which is the mean value of the �ve bench-

marks. The last case is presented to simulate the practical case where clustering is

performed with an average power consumption to cater for various runtime scenar-

ios. The sorted power values in ascending order of magnitude are charted in Fig.

5.5. To be concise, each dot in the chart actually represents the power level of a

channel bundle of �ve channels sharing the same cooling region.

The clustering results at di�erent � values are summarized in Table 5.1, where the

number of channels in each cluster is listed in ascending order of cooling demand.

As the value of � decreases, the deviation in the total power dissipations among

channels in the cluster reduces. It can be seen that more clusters are de�ned with

a stringent variation control with coarse clustering when � is relaxed. To have the

best cooling e�ect while not imposing excessive overhead, � is set to be 20% for

Cases 1-4 and 10% for Case 5.

Uniform Cooling E�ort v.s. Clustered Cooling E�ort

With the above clustering results, the �xed total 
ow rate of 288ml=min are re-

allocated to each cluster, as shown in Table 5.2, where the 
ow rate per channel

allocated to each cluster is listed in ascending order of cooling demand. Here the

upper limit for 
ow rate per channel is speci�ed as 1:5ml=min corresponding to
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(a) Case 1 (b) Case 2

(c) Case 3 (d) Case 4

(e) Case 5

Figure 5.5: Cooling demand of microchannels with di�erent power distributions
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Table 5.1: Clustering results with di�erent � values

Case No. � N Number of channels per cluster

Case 1

20% 3 300, 60, 120

10% 5 300, 60, 20, 60, 40

5% 7 280, 20, 60, 20, 60, 20, 20

Case 2

20% 3 360, 100, 20

10% 6 300, 60, 20, 50, 30, 20

5% 9 40, 200, 60, 40, 20, 20, 50, 30, 20

Case 3

20% 3 360, 100, 20

10% 6 300, 60, 20, 50, 30, 20

5% 9 40, 200, 60, 40, 20, 20, 50, 30, 20

Case 4

20% 3 360, 100, 20

10% 6 200, 100, 60, 40, 60, 20

5% 10 200, 100, 40, 20, 20, 10, 25, 25, 20

Case 5

20% 2 72, 24

10% 4 300, 60, 40, 80

5% 6 100, 300, 60, 40, 20, 60

about 90KPa pressure drop according to the method of calculation in [265].

Table 5.2: Reallocation of cooling resources

Case No. N Flow Rate per channel (ml=min)

Case 1 3 0.348, 0.798, 1.131

Case 2 3 0.417, 1.126, 1.255

Case 3 3 0.417, 1.128, 1.250

Case 4 3 0.412, 1.139, 1.281

Case 5 4 0.403, 0.696, 0.996, 1.068

Fig. 5.6 depicts the top layer’s steady state thermal maps in Case 1 under both
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uniform and non-uniform 
ow rate coolings by channel clustering. It is clear that

with clustered micro
uidic cooling, the overall temperature of the 3D chip is much

lower. Numerical results for all the study cases are summarized in Table 5.3. Note

that for Cases 1-4, the power distribution and channel clustering are ideally matched

as the same power pro�le is used for both clustering and thermal simulation. While

for Case 5, power pro�les of Cases 1-4 are used for thermal simulation after clustering

based on average power consumption. Only the maximum temperature is recorded

because the minimum temperature is always close to 300K at the inlet area. From

the table, it is clear that clustered cooling method is e�ective in reducing the peak

temperature under both ideal and practical cases. On average, a drop of 6:22�C in

the maximum temperature is observed.
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(b) Clustered Cooling E�ort

Figure 5.6: Temperature distribution comparison: thermal maps of the top layer for

Case 1 under uniform 
ow rate cooling and reallocated clustered 
ow rate cooling

with the same total 
ow rate, coolant 
ows from north (upper) to south (lower)

direction.

Minimization of Cooling E�ort under Thermal Constraint

Based on the steady state simulation results, the total cooling e�ort can be further

minimized by the proposed minimization steps presented in Section 5.2.3. By �nding
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Table 5.3: Comparison of the maximum temperatures under uniform and clustered

coolings

Case No. Uniform(K) Clustered(Case 5)(K) �T (K)

Case 1 333.62 326.40(327.48) 6.68

Case 2 332.02 326.64(326.02) 5.69

Case 3 333.63 327.45(327.50) 6.16

Case 4 333.94 327.49(327.68) 6.36

the hottest point of the 3D stack under clustered micro
uidic cooling and its nearby

channel temperatures, the scaling factors ’ are calculated and the steady state ther-

mal conditions are re-simulated after reducing every channel’s 
ow rate by (1� ’).

The maximum temperatures after minimization are reported in Table 5.4. It can be

seen that the minimization method accurately predicts the 
ow rate demand under

certain thermal constraint with a suitable safety margin in both ideal and practical

cases. For the purpose of comparison, uniform 
ow rate thermal management is also

implemented by a recursive decrease of 
ow rate until the maximum temperature of

the 3D stack approaches the maximum temperature limit of 358:15K(85�C). For a

fair comparison, the maximum temperature after minimization is further pushed to-

wards the thermal limit by reducing the 
ow rate proportionally. Some key �ndings

are summarized in Table 5.5, where the total 
ow rate is measured in ml=min. It

is shown that with clustered cooling scheme, the total 
ow rate can be saved up to

21:8% under the same thermal constraint. Note that the cooling power of microp-

umps can be formulated as Pcool = �PQ where �P denotes the pressure drop along

the microchannel and Q denote the 
ow rate. Together with (5.8), Pcool / Q2 can

be derived. The power savings can thus be obtained by summing up the power con-

sumption of every microchannel and then comparing with the uniform cooling case.

A maximum of 22:8% cooling power saving has been achieved for our case studies.

It can be seen that the cooling e�ort (power) has been e�ectively distributed to the

places where it is needed most by controlling the 
ow rate distribution.

In addition, Fig. 5.7 compares the top layer thermal distribution of two mini-
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Table 5.4: Maximum temperature after minimization of cooling e�ort

Case No. ’ (Case 5) Max Temperature(Case 5)(K)

Case 1 0.35 (0.38) 354.06 (352.84)

Case 2 0.37 (0.36) 352.52 (352.16)

Case 3 0.36 (0.38) 354.30 (352.72)

Case 4 0.34 (0.36) 356.00 (353.99)

Table 5.5: Comparison of cooling e�ort under thermal constraint

Case No. Case 1 Case 2 Case 3 Case 4

Tmax(K)

Uniform 357.28 357.73 357.27 358.01

Cluster 357.85 357.43 358.01 358.10

Case 5 357.69 358.40 357.55 357.62

Qtotal

Uniform 119.95 112.58 120.01 117.72

Cluster 91.93 94.70 94.97 93.42

Case 5 95.69 90.24 96.02 95.03

Flow Rate Saving 21.8% 17.9% 20.4% 19.96%

Power Saving 22.8% 16.0% 21.3% 19.89%

mization methods for Case 1. With the uniform cooling scheme, most of the chip

area is over-cooled to keep the center hot spot within threshold. Over cooling wastes

unnecessary cooling powers as it does not help to reduce the thermal gradient. The

over-cooled regions may exhibit disparate electrical properties, and create unex-

pected timing mismatch between the circuits at hot spot. Note that although the

thermal map of our proposed method exhibits high temperature in the downstream

region, none of the spots exceeds the thermal limit. Furthermore, with uniform 
ow

rate, there is no clue on how to adjust the 
ow rate to maintain the maximum tem-

perature just below the thermal limit (hence it was accomplished by recursive trial

and error). In contrast, our proposed method provides a logical way to scale 
ow

rates according to the maximum allowable temperature. This is useful for runtime
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thermal management controller.
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(a) Proposed Minimization Method
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(b) Uniform Flow Rate Minimization

Figure 5.7: Temperature distribution comparison: top layer thermal maps of Case 1

using the proposed minimization method and uniform 
ow rate minimization with

the same thermal limit, coolant 
ows from north (upper) to south (lower) direction.

5.4.2 Thermal Balancing by Channel Splitting and Scaling

In this part of the experiment, the total coolant 
ow rate is �xed at 288ml=min to

maintain the circuit temperature.

Thermal E�ect of Channel Splitting

To avoid disturbing the 
ow rate distribution while examining the e�ect of channel

splitting, a special power distribution is assumed where the top and bottom circuit

layers have uniform power densities of 12:5W=cm2 and inner layers have twice the

power densities. In this way, the splitting scheme will be the same for every channel

and the 
ow rate will remain uniformly distributed. Fig. 5.8 compares the convective

resistances of a channel before and after channel splitting, together with the change

of circuit temperature along the channel.

It can be seen that both the convective resistances and circuit temperature have

been e�ectively reduced by channel splitting. In fact, reductions of 7:11K in the
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Figure 5.8: Comparison of the convective resistances of a channel and its surrounding

circuit temperatures before and after channel splitting.

maximum temperature and 7:12K in the thermal gradient (di�erence between the

maximum and minimum circuit temperatures across the entire 3D stack) are ob-

served for this case.

Thermal Gradient Reduction with Channel Splitting and Scaling

To investigate the e�ectiveness of our proposed techniques under di�erent power

conditions, four sets of practical power distribution are generated by feeding di�erent

applications to the microprocessors. Three di�erent microchannel design strategies,

namely splitting only, scaling only and combined splitting and scaling, are then

applied. The resulting maximum temperatures and thermal gradients are shown in

Table 5.6.

As expected, due to the redistribution of coolants, splitting the channel alone

worsens the results. By applying merely channel scaling, the peak temperature and

temperature gradient are on average reduced by 8:28K and 8:77K, respectively.

However, a further reduction of 4:56K and 4:42K from the maximum temperature

and thermal gradient respectively can be achieved if scaling is applied after splitting.

This can be explained by (5.5) and (5.6) that �Tchannel is reduced due to the match-

ing of 
ow rate with heat generation by channel scaling. On top of that, �Tcircuit
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Table 5.6: Comparison of maximum temperatures (Tmax) and thermal gradient

(�T ), measured in Kelvin under di�erent microchannel design techniques

Power SetnStrategy Default Splitting Scaling Combined

Set A
Tmax 341.08 352.29 332.79 328.46

�T 40.25 51.63 31.51 27.40

Set B
Tmax 339.11 350.60 331.61 327.12

�T 38.25 49.92 30.33 25.96

Set C
Tmax 341.09 352.15 332.68 328.27

�T 40.21 51.47 31.33 27.10

Set D
Tmax 342.34 352.78 333.44 328.41

�T 41.46 52.11 31.94 26.96

Average Reduction
-11.05 8.28 12.84

-11.24 8.77 13.19

is further suppressed by channel splitting through the reduction of convective re-

sistances. As �Tchannel dominates the temperature rise in 3DIC, channel scaling

usually contributes more than channel splitting to the temperature reduction. Fig.

5.9 compares the top layer temperature distributions under default condition and

combined channel design strategy for Power Set A. Several hotspots appear in the

default case. In contrast, the temperature distribution after splitting and scaling is

much 
atter with an overall lower temperature rise.

5.5 Summary

This chapter has proposed two novel techniques to reduce the large thermal gradi-

ent that was commonly seen on micro
uid-cooled 3DICs. The �rst technique is the

channel clustering method, where the microchannels are divided into groups called

channel clusters based on the cooling demand, and appropriate 
ow rate settings are

then assigned to every cluster. A channel clustering algorithm has been developed
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(a) Default Microchannel Setting (b) Channel Split and Scaled

Figure 5.9: Temperature distribution comparison: top layer thermal maps of Set A

(a) under default microchannel setting and (b) with channel splitting and scaling.

Coolant 
ows from north (upper) to south (lower) direction.

to guide such grouping and 
ow rate allocation process for optimal results. Experi-

ment results show that this technique e�ectively reduces the peak temperature and

thermal gradients. In addition, the proposed cooling e�ort minimization technique

has saved up to 21:8% of total 
ow rate and 22:8% of cooling power compared to

the uniform 
ow rate cooling without exceeding the pre-speci�ed thermal limit of

the 3D stacks.

The second technique is an augmented channel splitting and scaling technique

for microchannel design. This method reduces the thermal gradients from two per-

spectives. One is to re-allocate the coolant resource to match with the power dis-

tribution by scaling the channel width. The other is to mitigate the temperature

rise along coolant 
ow direction by adding channel splitters to reduce the convective

resistances. Experiment results from the 4-layer 3D multi-core testbench have cor-

roborated our expectations with an average thermal gradient reduction of 13:19K.

The reduced thermal gradient can potentially improve circuit performance and re-

liability from several aspects. From design aspect, large thermal gradient imposes

signi�cant contraint on the component selection and placement process. Extensive

e�ort needs to be spent on the thermal simulation and timing veri�cation. With
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reduced thermal gradient, the design space is directly expanded with more options

thus simpli�es the design process and may lead to better solutions. From opera-

tion aspect, smaller thermal gradient causes only a limited thermal-induced device

characteristic variation, thus reduces the chance of thermal-induced timing viola-

tion and malfunction. Finally, as the failure mechanisms such as fatigue and plastic

deformation are closely related to the thermal cycles, a prolonged life span of 3DIC

chips can be expected with reduced thermal gradients.

The two proposed techniques shared one common underlying optimization prin-

ciple that the 
ow rate should be allocated to match with the cooling demand

distribution. The channel cluster method adopted such optimization actively with

complicated coolant delivery system including micro-pump, valves and customized


uid network. In contrast, the 
ow rate redistribution is achieved passively by the

channel splitting and scaling method. Only customized etching masks are needed

to insert the splitters and allow the variable microchannel width. Therefore, com-

pared to the channel clustering technique and previous works [190] in literature, the

channel splitting and scaling method incurs no noticeable overheads and is more

practical for implementation.
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Conclusion and Future Work

6.1 Conclusion

Much of the dramatic improvement in the integrated circuit performances over the

last several decades has been attributed to the increased levels of integration. Device

scaling enables more devices to be packed into a single die and therefore more func-

tionality to be o�ered at a lower cost. Due to subthreshold leakage, short channel

e�ects, gate induced drain leakage, gate tunneling current, time-dependent dielectric

breakdown and hot carrier e�ects, it is predicted that the limit of device scaling will

soon be reached. Furthermore, scaling device alone without simultaneously scaling

the interconnects that provide for communications between devices will have a se-

vere impact on the overall circuit delay. By expanding circuit integration in the

vertical direction, three dimensional integrated circuit (3DIC) o�ers a commercially

viable solution to overcome barriers in interconnect scaling, thereby sustaining the

continued higher performance with increased device density, greater 
exibility in

routing the signals, power and clock based on the same CMOS technology. The fast

vertical links such as TSVs are promising to mitigate bandwidth-induced through-

put limitations such as the \memory wall" e�ect. The fabrication process of bonding

separately processed wafers has also enabled the heterogeneous integration of dis-

parate technologies on the same chip to reduce the form factor. However, despite

all the potential bene�ts, 3DICs are prone to thermal induced hazards. Due to

the stacking structure, 3DIC typically exhibits high power density and thermal re-
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sistance which impose challenges on maintaining the circuit operation under safe

temperature. New thermal management schemes at design and runtime need to be

proposed to guarantee the safe and reliable operation of 3DIC chip.

To provide thermal evaluation and prediction of 3DICs, fast and accurate ther-

mal modeling is almost always needed for any thermal-aware design or runtime

algorithms. A compact thermal model has been proposed in this thesis which is ca-

pable of simulating the steady state temperature of 3DICs with both heatsink-based

air cooling and micro
uidic cooling through microchannels. Unlike state-of-the-art

thermal simulators, the proposed model considers anisotropic thermal e�ect of TSVs

and entrance e�ect of microchannels, which produces simulation results closer to

the real physical model. The proposed thermal model has adopted the �nite di�er-

ence approach by building the equivalent thermal resistive networks. Sparse matrix

solvers is invoked to solve the circuit problem to achieve the best computational

e�ciency. The model has been veri�ed against commercial simulator COMSOL

[219] and the state-of-the-art compact thermal models, Hotspot [222] and 3D-ICE

[207]. It was shown that for the case of air-cooled designs, the proposed model

produces similarly accurate results as Hotspot. While for cases of micro
uid-cooled

designs, the proposed model has achieved better accuracy than 3D-ICE in terms of

the magnitude and distribution of temperatures.

With the help of the developed thermal model, runtime thermal management

problem of 3D multi-processor system-on-chip (MPSoC) has been investigated. A

proactive thermal management scheme has been proposed to adaptively adjust the

coolant 
ow rate according to the real-time cooling demands. The complete scheme

consists of three parts, namely power sensing, cooling demand prediction and 
ow

rate adjustment. To reduce the implantation cost of thermal sensors, runtime sys-

tem pro�le has been obtained by software-sensing methods using the architectural

level power simulators, Wattch [252] and Cacti [253]. The historical power values

are used to predict the future power consumption by assuming an autoregressive

correlation and then further corrected by Kalman �lter. Based on the predicted fu-

ture workload, the proposed thermal model is invoked to estimate the future system

temperature so that potential thermal spikes could be anticipated. The predicted
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future system temperature pro�le is then used as the cooling demand to guide the


ow rate adjustment process. A �ne-grained 
ow rate adjustment has been proposed

to provide a customized cooling through intuitively clustered microchannels. Ex-

periment results showed that the proposed thermal management scheme e�ectively

maintained the system temperature under the maximum threshold, and a 27:4%


ow rate reduction was achieved by �ne-grained 
ow rate control in comparison

with the uniform 
ow rate distribution.

Upon analyzing abundant simulation results, it was found that micro
uidic cool-

ing typically introduces large lateral thermal gradients. This problem was mainly

caused by the rising coolant temperature along the 
ow direction and highly unbal-

anced circuit power distribution. Two design time strategies have been proposed to

tackle this problem. The �rst strategy matches the cooling e�ort and spatially non-

uniform cooling demand using the concept of \channel clusters". A channel cluster

is de�ned as a group of microchannels that dissipate similar amount of heat. The

coolant 
ow rate is distributed to the channel clusters according to their respective

cooling needs. It was shown that only a small number of channel clusters are needed

to e�ectively reduce the peak temperature. The total 
ow rate was also reduced by

up to 21:8% under the same peak temperature constraint. The second proposed

strategy is a set of microchannel design algorithms called channel splitting and scal-

ing techniques. The channel splitting technique aims to decrease the local convective

resistance of microchannels by inserting channel splitters. With more splitters at

the downstream, the coolant temperature rise can be partially o�set. The channel

scaling technique then matches the 
ow rate distribution with the power distribu-

tion at the granularity of each channel by adjusting the channel width. Experiment

results proved the e�ectiveness of the proposed techniques and the thermal gradient

was reduced by 13:19�C on average. One key advantage of the proposed channel

splitting and scaling techniques over the channel modulation method [190]is their

implementation feasibility. Only customized masks are needed during microchannel

etching process, which incur negligible overheads.
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6.2 Recommended Future Work

Based on existing PhD research work, the following relevant topics are suggested for

further exploration.

6.2.1 Investigation on Channel Splitter Placement for Si-

multaneous Thermal and Routing Optimization

In micro
uid-cooled 3DICs, the microchannels are seen as blockages where TSVs are

not allowed to punch through. Instead, TSVs have to be routed through the channel

walls which restrict their placement. The �nal routing result may be sub-optimal

due to such blockage e�ect. The channel splitters may be utilized to mitigate this

problem. In Chapter 5, channel splitters have been proposed to be inserted at

microchannel sections where the convective resistance needs to be reduced. In fact,

the channel splitters can be used not only for thermal control purpose but also to ease

the placement of TSVs. By inserting the splitters at the desirable locations, passages

for TSVs can be provided. However, since thermal and TSV routing optimization are

not necessarily correlated, they may produce con
icting optimal splitter locations.

Therefore, a trade-o� needs to be established which is worth further investigation.

6.2.2 3D Clock Tree Synthesis Considering Microchannel-

Induced Thermal Gradient and Congestions

Clock tree is an essential routing network in synchronous circuits. The primary

design objective of clock tree is to deliver clock signals to all the clock sinks si-

multaneously or with a bounded skew, while minimizing the routing wire length

and hence the power consumption. Previous works have extended algorithms such

as 3D-MMM [270] and NN-3D [271] for the topology generation and DME [272]

algorithm for 3D clock tree embedding. Thermal [270] and testability [273] issues

have been discussed and fault-tolerant designs [274] were also presented. However,

none of them addressed 3D clock tree synthesis problem for micro
uid-cooled 3DICs.

The micro
uidic cooling imposes two unique challenges to 3D clock tree synthesis,
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namely the large lateral thermal gradient and routing congestions due to the mi-

crochannels. Fault-tolerant design strategies are needed to address these problems

for robust clock tree synthesis.
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