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ABSTRACT 

The wireless mesh network connection between GPS stations empowers them with 

the ability to share information and adjustments with each other in real-time. The main fo-

cus of this research is to utilize wireless mesh network with three main directions 1) com-

munication bandwidth reduction, 2) real-time event detection and 3) in-network GPS data 

processing. 

Wireless mesh networking (WMN) is proposed to reduce the number of satellite 

links and bandwidth required for transmission of GPS data. WMN can be established using 

long range radios. Clusters of GPS stations will then be formed and a cluster-head is 

selected for each cluster. Each cluster-head will have satellite communication capabilities 

and will be responsible for collecting and compressing all the observation data from the 

GPS stations within the cluster and transmitting them to the remote centralized data server. 

This greatly reduces the number of satellite upload links needed when each cluster requires 

a minimum of only one satellite upload link. Furthermore, the cluster based GPS data 

compression could reduce 70% of daily upload data in our experiment. 

In-situ parallel and distributed processing of GPS corrections can be made possible 

using mesh networking. The observation data from adjacent GPS stations are grouped 

together and processed in hierarchy fashion. Compared to conventional sequential 

processing method, the computational complexity and computation time of parallel and 

distributed GPS processing with various schemes decrease significantly. By sharing data 

within the mesh network, it is possible for in-network processing to be performed for GPS 

corrections using the embedded processing capability at each GPS station. This allows 



 

ii 

early-warning applications to be developed without the need for costly data transmission to 

a remote centralized server. Moreover, event detection algorithm using single station may 

fail to identify events that are caused by noisy data or human made events. The collabora-

tion GPS processing to have better detect seismic events could possibly be implemented by 

mesh network connections. 

This thesis summarizes our work on the research topic of in network processing for 

tectonic monitoring. It investigates the use of mesh network connections between stations 

to able in-network processing. 



 

iii 

ACKNOWLEDGEMENTS 

This work could not have reached this state without the dedicated guidance and 

support from my supervisors, Prof. Wong Kai Juan and Prof. Lee Bu Sung. I am grateful 

to them for helping me during my four years of graduate student at Nanyang Technologi-

cal University (NTU). Without their patience, understanding and encourage, I could not 

keep focus on my research direction and fully comprehend the research topic. 

I would like to thank staffs and technicians in the Emerging Research Lab for their 

kindly assisted me in many aspects and provided me a friendly and convenient working 

environment.  

I would like to thank all my friends, who helped me due with difficulty in my study-

ing and daily life at NTU. I especially thank my mother, father and elder brother who pro-

vided unconditional love and care. Finally yet importantly, I would like to dedicate this dis-

sertation work to my family especially my wife Linh and my daughter Mai for their un-

derstanding, encouragement and unconditional love. 

   



 

iv 

TABLE OF CONTENTS 

ABSTRACT  i	  

ACKNOWLEDGEMENTS iii	  

LIST OF FIGURES vii	  

LIST OF TABLES ix	  

CHAPTER 1	   INTRODUCTION 1	  

1.1.	   Research Background ................................................................................................ 1	  
1.2.	   Motivation .................................................................................................................. 3	  

1.3.	   Outline of The Thesis ................................................................................................. 4	  
1.4.	   Contributions .............................................................................................................. 5	  

CHAPTER 2	   LITERATURE SURVEY 7	  

2.1.	   The Global Positioning System ................................................................................. 7	  
2.1.1.	   Pseudo-range and carrier-phase measurement .......................................................... 9	  
2.1.2.	   Differencing GPS measurement .............................................................................. 11	  
2.1.3.	   GPS data compression ............................................................................................. 13	  

2.2.	   GPS Processing Methods ......................................................................................... 14	  
2.2.1.	   Point positioning ...................................................................................................... 14	  
2.2.2.	   Precise point positioning ......................................................................................... 17	  
2.2.3.	   Real-time precision point positioning ..................................................................... 18	  
2.2.4.	   Relative positioning ................................................................................................. 20	  
2.2.5.	   Real-time relative positioning ................................................................................. 20	  

2.3.	   GPS Processing Software ........................................................................................ 24	  
2.3.1.	   Bernese GPS software ............................................................................................. 24	  
2.3.2.	   GAMIT/GLOBK/TRACK ...................................................................................... 25	  
2.3.3.	   GIPSY-OASIS ......................................................................................................... 25	  
2.3.4.	   GPSTk ..................................................................................................................... 26	  

2.4.	   GPS Network for Tectonic and Volcanic Monitoring ............................................. 26	  
2.4.1.	   GPS Network for Tectonic Monitoring ................................................................... 27	  
2.4.2.	   GPS Network for Volcanic Monitoring .................................................................. 30	  

2.5.	   Wireless Mesh Network ........................................................................................... 32	  
2.5.1.	   Introduction ............................................................................................................. 32	  
2.5.2.	   Advantages of WMN ............................................................................................... 33	  

2.6.	   Wireless Sensor Network for Seismic Monitoring .................................................. 34	  
2.6.1.	   Introduction ............................................................................................................. 34	  



 

v 

2.6.2.	   Seismology wireless sensor network ....................................................................... 34	  

CHAPTER 3	   MESH NETWORKING FOR GPS DATA COMPRESSION 38	  

3.1.	   Proposed Modification for SuGAr ........................................................................... 38	  
3.1.1.	   Removal of correlation information ........................................................................ 38	  
3.1.2.	   Mesh networking and cluster formation .................................................................. 39	  
3.1.3.	   Cluster-based compression at the cluster-heads ...................................................... 40	  

3.2.	   Empirical Study ....................................................................................................... 41	  
3.2.1.	   Uplinks reduction .................................................................................................... 41	  
3.2.2.	   Data transmission reduction .................................................................................... 43	  

3.3.	   Summary .................................................................................................................. 48	  

CHAPTER 4	   PARALLELIZING THE COMPUTATION OF GPS PROCESSING 49	  

4.1.	   Computation Complexity ......................................................................................... 49	  
4.2.	   Parallel GPS Processing ........................................................................................... 51	  

4.2.1.	   Single layer parallelism ........................................................................................... 52	  
4.2.2.	   Multilayer parallelism ............................................................................................. 55	  
4.2.3.	   Computation time .................................................................................................... 57	  

4.3.	   Empirical Study ....................................................................................................... 58	  
4.4.	   Summary .................................................................................................................. 62	  

CHAPTER 5	   IN-NETWORK SINGLE-FREQUENCY GPS PROCESSING 64	  

5.1.	   Introduction .............................................................................................................. 64	  
5.2.	   The Taal GPS Network ............................................................................................ 66	  

5.3.	   Process Taal’s Dual-Frequency GPS Data .............................................................. 67	  
5.4.	   Centralized Single-Frequency Taal’s GPS Data Processing ................................... 69	  

5.5.	   WMN for Taal Single-Frequency GPS Processing ................................................. 72	  
5.5.1.	   Uplinks reduction .................................................................................................... 73	  
5.5.2.	   Stations location errors evaluation regardless communication channel errors ....... 74	  
5.5.3.	   Stations location errors evaluation link packet errors ............................................. 77	  

5.6.	   Summary .................................................................................................................. 80	  

CHAPTER 6	   PROOF OF CONCEPT DEPLOYMENT 82	  

6.1.	   System Design ......................................................................................................... 82	  
6.1.1.	   Hardware design ...................................................................................................... 82	  
6.1.2.	   Software design ....................................................................................................... 84	  
6.1.3.	   Distributed GPS processing ..................................................................................... 85	  

6.2.	   System Deployment and Processing Results ........................................................... 85	  
6.2.1.	   Proof of concept deployment .................................................................................. 86	  
6.2.2.	   Processing result ...................................................................................................... 86	  
6.2.3.	   Mesh network capability ......................................................................................... 88	  

6.3.	   Conclusions .............................................................................................................. 89	  



 

vi 

CHAPTER 7	   SUMMARY AND CONCLUSIONS 91	  

7.1.	   Summary .................................................................................................................. 91	  
7.1.1.	   Mesh networking for GPS data compression .......................................................... 92	  
7.1.2.	   Mesh network for parallelizing the computation of GPS processing ...................... 94	  
7.1.3.	   In-network single-frequency GPS processing for volcano monitoring ................... 94	  

7.2.	   The Limitation of The Proposed Wireless Mesh Network ...................................... 96	  
7.3.	   Suggestion and Recommendation for Future Research ........................................... 96	  

REFERENCES  99	  



 

vii 

LIST OF FIGURES 

Figure 2-1 Geographical distributions of GEONET stations ............................................. 28	  

Figure 2-2 Geographical distributions of SuGAr stations ................................................. 29	  

Figure 2-3 Map of the 50 wireless UCLA sites in Mexico ................................................ 36	  

Figure 2-4 Map of the 50 wireless UCLA sites in Peru ..................................................... 37	  

Figure 3-1 Clusters of GPS station using 90 kilometers radio range ................................. 42	  

Figure 3-2 Number of satellite uplinks required across various radio ranges ................... 43	  

Figure 3-3 Cluster sizes characteristics based on the various radio ranges ....................... 43	  

Figure 3-4 Total size of transmitted data based on daily updates across two months for 
various radio ranges ........................................................................................................... 44	  

Figure 3-5 Comparing the improvement between compress observation data and use of 
clusters over different update intervals and radio ranges ................................................... 46	  

Figure 3-6 Comparing the improvement between compress observation data (with header) 
and the use of cluster-based compression (without headers) over different update intervals 
and radio ranges ................................................................................................................. 47	  

Figure 4-1 One level parallel processing ........................................................................... 53	  

Figure 4-2 Computational reduction of Sumatra cGPS array using one level parallel 
processing .......................................................................................................................... 55	  

Figure 4-3 Multilayer parallel processing with L layer with power of 2 groups. .............. 55	  

Figure 4-4 Single layer critical path ................................................................................... 57	  

Figure 4-5 Multilayer critical path ..................................................................................... 58	  

Figure 4-6 Comparison number of computation processing groups .................................. 59	  

Figure 4-7 Comparison of computation reduction ............................................................. 60	  

Figure 4-8 Comparison of computation time ..................................................................... 60	  

Figure 4-9 Compare the number of computation processing groups ................................. 61	  

Figure 4-10 Compare the computation reduction .............................................................. 61	  

Figure 4-11 Computation time comparison ....................................................................... 61	  

Figure 5-1 Elevation map of Taal Volcano with entire Taal GPS network. Dual-frequency 
GPS sites are shown as solid triangles; single-frequency GPS sites are shown as open 
diamond. ............................................................................................................................. 67	  



 

viii 

Figure 5-2 Taal’s dual-frequency GPS stations location ................................................... 68	  

Figure 5-3 Taal’s dual-frequency stations and reference stations velocity ........................ 69	  

Figure 5-4 Time series of all single-frequency stations coordination ................................ 72	  

Figure 5-5 Cluster sizes characteristics based on the various radio ranges ....................... 74	  

Figure 5-6 Stations location error at difference WMN radio range ................................... 76	  

Figure 5-7 Stations locations error with respect to various radio ranges ........................... 77	  

Figure 5-8 Number of hop count ....................................................................................... 78	  

Figure 5-9 Stations location errors at 3 km radio range ..................................................... 79	  

Figure 5-10 Stations location errors at 6 km radio range ................................................... 80	  

Figure 6-1 Deployment box ............................................................................................... 83	  

Figure 6-2 System design architecture ............................................................................... 84	  

Figure 6-3 Proof of concept deployment topology ............................................................ 86	  

Figure 6-4 Single station processing error ......................................................................... 87	  

Figure 6-5 Collaboration processing error ......................................................................... 88	  

Figure 7-1 Contribution of the study ................................................................................. 92	  

 

  



 

ix 

LIST OF TABLES 

Table 3-1 LZMA algorithm compression time .................................................................. 40	  

Table 3-2 Comparison of uncompressed and compressed GPS data ................................. 46	  

Table 3-3 Comparison of uncompressed and compressed data without header ................ 47	  

Table 6-1 XBee-PRO DigiMesh transmission range ......................................................... 89	  

Table 6-2 Xbee-PRO DigiMesh throughput ...................................................................... 89	  

 



1 

CHAPTER 1   

INTRODUCTION 

1.1. Research Background 

In recent years, volcanic eruptions and tectonic plate movements have caused big 

natural disasters, such as the Great Sumatra-Andaman earthquake [1-4] and the resulting 

Asian tsunami, which led to significant loss of human lives and properties. Scientific ev-

idences [5, 6] proved it was the beginning of a new earthquake supper-cycles [5] in this 

active area. In order for scientists to further study such disasters and provide early warn-

ing of imminent seismic and volcanic events, many continuous-Global Positioning Sys-

tem (cGPS) arrays [7-15] were developed and deployed to monitor some of the active 

volcanic areas and tectonic plates around the world. Each of these cGPS array contains 

tens to hundreds of GPS stations; varying methods were used for collecting data from 

these stations. For the cGPS arrays were deployed in Andes [8] and Himalaya [9], GPS 

data was collected manually. In other deployments, such as GEONET [11] and SCIGN 

[12], telemetry was achieved from some stations using a modem connected to the tele-

phone line. In other cGPS arrays for example the NZNSN [10] or Sumatran continuous-

Global Positioning System Array (SuGAr) [7], due to the lack of wired telecommunica-

tion infrastructures, satellite communications were used as the primary means for teleme-

try. In other cGPS arrays were deployed in a small area such as Taal [13], Gunung Pa-
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pandayan [14] or WiLSoN [15], due to the lack of wired and cellular telecommunication 

facilities, long-range line-of-sight (LoS) wireless communications were used to up-load 

data to a local processing facility before relay to a centralized server. 

In cGPS arrays utilizing satellite or long-range LoS wireless communications, each 

GPS station in the cGPS array will periodically (usually from milliseconds to hours) 

measure the tectonic and/or meteorological data and store the data locally. This observed 

GPS data is sent to a data aggregation server through a dedicated uplink at various update 

intervals ranging from hours, days to months. At the server, the collected data from the 

GPS stations is processed with preprocessed correction information. 

For cGPS array taking advantage of satellite communications, the communication 

bandwidth and the number of uplinks are the most important factors in terms of opera-

tional expenditure. Each satellite link requires costly subscription and data transmission 

across these links is usually charged based on the connection time or the amount of data 

transmitted/received. It could cost network operator hundreds of thousands to millions of 

dollar for satellite data subscription every year. Due to the high cost, operators could only 

afford to upload low sampling rate GPS data, bigger than two minutes sampling rate and 

employ daily to monthly data upload scheme. Therefore, in order to reduce the opera-

tional cost of a cGPS array, it is paramount that the number of satellite links as well as 

the data sent on these links is kept to a minimum. 

For long-range GPS station using LoS wireless communications, the number of up-

links is the most important factors in terms of network construction expenditure. Each 

link requires well-constructed and carefully selected antenna mounting base to keep an-

tennas in line; hence, in order to reduce the construction and maintenance cost of a cGPS 

array, the number of uplink and the amount of upload data are kept to a minimum. 
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1.2. Motivation 

Post event processing method is the widely used technique to processing GPS data 

from remote cGPS arrays (e.g. Sumatran, Andes, Himalaya, Taal or Gunung Papanda-

yan). These cGPS arrays located at far-off locations and some of the station located near 

hazardous and hard to access like active volcanic plates, which lack of wired telecommu-

nication infrastructures. Hence, they have to make use of costly satellite subscription, 

long-range line-of-sight wireless connections or even manual data downloading method 

to send GPS data to centralized processing facility. As a result, it takes days to months to 

collect and process GPS data, which is inadequate for instantaneous responses in case of 

big tectonic or volcanic events occurred. 

In order to reduce GPS data collection time, satellite subscriptions cost and make 

use of high frequency GPS data which could be stored locally at each GPS station; long 

range wireless mesh network is proposed and studied in this research. Wireless mesh 

network makes use of long-range multi-hop of point-to-point wireless connections be-

tween GPS stations to exchange GPS data and corrections that share between stations 

within network. Furthermore, it makes collaboration cluster based GPS processing possi-

ble to estimate stations’ location within cGPSs network in near real-time. The aims of 

this research are: 

• Decreasing number of costly communication subscription satellite up-links 

and/or power consumption long range radio uplinks of cGPS array which is 

studied in chapter 3, 

• Reducing transmitted GPS data between stations in cGPS network and central-

ized processing facility which is studied in chapter 3, 
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• Utilizing high sampling rate GPS data at local station which costly to upload to 

centralized server in real-time which is studied in chapter 5,  

• Paralleling GPS processing by make use of small, low and spare computation 

power within the GPS network which is studied in chapter 4. 

1.3. Outline of The Thesis 

This thesis consists of seven chapters. 

Chapter 1 − Introduction. A brief summary of the background of this research is 

provided. The reasons motivating this research are summarized, outline of this thesis is 

presented and contributions of this research are highlighted. 

Chapter 2 − Literature survey. A survey of GPS processing technique, GPS for tec-

tonic monitoring, wireless sensor network for seismic monitoring, and GPS processing 

software are presented. 

Chapter 3 − Mesh networking for GPS data compression. Mesh networks were cre-

ated using multi-hop and long-range wireless communication between GPS stations and 

clusters are formed. A station in each cluster was selected to be the header of each cluster 

in order to process observed GPS data from all stations within the cluster. 

Chapter 4 − Parallelizing the computation of GPS processing. The processing of 

GPS data in a parallel manner is studied and presented. The aim of this study is to reduce 

the computational complexity and decrease the number of arithmetic calculations re-

quired to estimate stations location. 

Chapter 5 − In-network single-frequency GPS processing. In-network single-

frequency GPS processing method is proposed. Four case studies of proposed processing 
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method using real single-frequency GPS data collected at Taal network are evaluated in 

this chapter. 

Chapter 6 − Proof of concept deployment. The early results of an ongoing research 

of an in-network single-frequency GPS system is presented in this chapter. 

Chapter 7 − Summary and conclusions. The final chapter of this thesis includes a 

brief summary of the research results, recommendations for future research. 

1.4. Contributions 

The contributions of this research could be summarized as follows: 

• Wireless mesh network has been proposed and designed for seismic monitoring 

cGPS array by mean of long-range radios and data aggregation is performed to 

enable cluster-based compression. Using the actual data captured from the Su-

matran cGPS array in the evaluation and analysis processing, the results show 

mesh networking not only reduces the number of costly satellite uplinks re-

quired, it also significantly reduces the total amount of data transferred through 

these links. 

• GPS receivers in a GPS array are divided into groups with share common pa-

rameters and reference receivers. They will be processed in parallel, distributed 

and hierarchy fashion. This method significantly decreases the computational 

complexity and processing time. By reducing the computational complexity, 

the proposed computation model promises to make use of small, low and spare 

computation power within the GPS network. 

• In-network distributed single-frequency GPS processing is studied. Various 

network setups are studied to evaluate the proposed method. The results show, 
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1) Location errors are very sensitive to communication channel errors especial-

ly when stations are more than two hops away from the cluster head, 2) The 

bandwidth required for daily solution is well supported by low power long-

range radio module and 3) The proposed in-network single-frequency GPS 

method noticeably reduces the number of long-range uplink required for GPS 

network. 



 

7 

CHAPTER 2   

LITERATURE SURVEY 

In this chapter, Global Positioning System (GPS), GPS processing techniques, GPS 

network for tectonic monitoring, wireless sensor networks for seismic monitoring, and 

GPS processing software are briefly presented. 

2.1. The Global Positioning System 

The first global positioning system (GPS) satellite, which launched on 22 February 

1978, and became fully operation on 27 April 1995, has opened up a new era of position-

ing. The GPS system is maintained and operated by the U.S. Department of Defense. The 

main purpose of this satellite system is to support the U.S. military and national security 

in specifying the position and time all over the world in any weather condition 24 hours a 

day. The constellation of this system nominally includes 24 out of 31 active satellites. 

Satellites orbit about 20,000 km above the Earth’s surface, in six orbit planes. The planes 

are at 55 degrees with respect to the equator plane. 

The navigation messages are transmitted with frequencies L1 at 10.23 x 154 = 

1575.42 MHz (having wavelength λ1 ≈ 19.0cm) and L2 at 10.23 x 120 = 1227.6 MHz 

(having wavelength λ2 ≈ 24.4cm). They are modulated with two types of codes. The 

slower Coarse/Acquisition (C/A) code has a chipping rate of 1.023 MHz and it is meant 
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for civilian purposes. The Precision (P) code is ten times faster than the C/A code, and it 

is encrypted for military purposes. At present, the L1 carrier is modulated with both C/A 

and P codes, while L2 is modulated only with the P code. The more modern GPS trans-

mits a second civilian-use code on L2 frequencies, L2C, and a third civilian code, first 

transmitted from the IIR(M)-20 satellite on 10 April 2009, is transmitted in a new carrier 

frequency L5 at 10.23 x 115 = 1176.45 MHz.  

The GPS system provides two levels of service, the Standard Positioning Service 

(SPS) and the Precise Positioning Service (PPS). The civilian SPS, using L1 C/A-code 

positioning, is a positioning and timing service, which is available for all users without 

service charge. Until the discontinuation of selective availability (SA), SPS positioning 

accuracy was 100 m horizontally and 156 m vertically, and the time transfer accuracy 

was 340 ns (with 95% probability). The United States decided to discontinue use of SA 

at 4.00 UTC on 2 May 2000. As a result, the civilian C/A-code was immediately im-

proved at 20 m. The PPS makes use of encrypted P code, which provides predictable po-

sitioning accuracy better than 22 m (95 %) horizontally, 27.7 m vertically and time accu-

racy to UTC within 200 ns (95 %) for U.S. Military use. The anti-spoofing capability of 

the P code prevents enemies mimicking the GPS signals by sending bogus information.  

The International GPS Service (IGS) was established on 21 June 1992 and later re-

named the International GNSS (Global Navigation Satellite Systems) Service in 2005 

[16, 17]. It is a voluntary federation to archive and generate precise GPS/GLONASS 

products. IGS products [18] include GNSS observation data from the IGS network, 

GNSS orbits, Earth orientation parameters, satellite and clock information with different 

latencies and accuracies. IGS products are utilized to remove error sources, which affect 
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the accuracy of GNSS measurements due to the ephemeris/orbital, satellite clock, receiv-

er clock, ionosphere, troposphere and multipath errors. 

A brief overview of the pseudo-range measurement, carrier-phase measurement 

and different GPS processing methods are described in the following subsections. 

2.1.1. Pseudo-range and carrier-phase measurement 

Pseudo-range is associated with the distance between the satellite’s antenna and the 

receiver’s antenna. The code transmission is measured by correlating the pseudorandom 

noise (PRN) code generated by the satellites with the same code generated locally by the 

receivers. The code is generated by the satellites and the receivers are based on their own 

clock which leads to unpreventable timing errors.  

The equation of a pseudo-range measurement in a vacuum space is shown in (2.1), 

where the subscript is the name of the receiver and superscript is the name of the satellite 

[19]. 

( ) ( ) ( )p p p p
k k k kt t t c t dt t dt cρ = − = + − −
) ) )

 
(2.1) 

in which: 

( )p
k tρ )

: Geometric distance between the antenna of the satellite p and the an-

tenna of the receiver k, 

kt
)

: True time at the receiver’s epoch k when the satellite code entered the antenna, 

pt
)

: True time at the satellite p when the code is transmitted, 

c: Velocity of light, 

kdt : Clock error at receiver k, 
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pdt : Clock error at satellite p. 

Therefore, the pseudo-range observation as a the function of the vacuum pseudo-

range distance is 

( ) ( ) ( )p p p p
k k k kP t t t c t cdt cdtρ≡ − = − +

)
 

(2.2) 

Moreover, the pseudo-range is affected by the ionosphere, troposphere, and delay 

errors at both satellites and receivers. Thus, the final pseudo-range function is  

,1, ,1, 1,( ) ( ) ( ) ( ) ( ) ( )p p p p p p p
k k k k k P k k P PP t t t c t cdt cdt I t T t tρ δ ε= − = − + + + + +

)
 

(2.3) 

2 2 2( ) x x ( ) ( ) +( )p p p p p
k k k k kt x x y y z zρ = − = − + − −
)

 (2.4) 

,1, ,1, 1, ,1,where, ( ) ( ) ( ) ( )p p p
k P k p p k pt d t d t d tδ = + +

 
(2.5) 

,1, ( )
p
k PI t : Ionospheric P-code delay of frequency L1 from satellite p to receiver k, 

( )p
kT t : Tropospheric delay – which depends on the troposphere along the propaga-

tion path not the frequency of the signal. 

1,Pε : Pseudo-range measurement noise of frequency L1 with P code, 

,1, ( )k pd t : Receiver hardware delay, 

1, ( )
p
pd t : Satellite hardware delay,  

,1, ( )
p
k pd t : Multipath delay. 

The phase measurement for the signals at frequency f1 arriving at the receiver’s an-

tenna at time t is: 

1 1
,1 1 1 ,1, ,1, 1,( ) ( ) (1) ( ) ( ) ( )p p p p p p p
k k k k k k k

f ft t N f dt f dt I t T t t
c cϕ ϕ ϕϕ ρ δ ε= + − + − + + +

)  (2.6) 
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,1, ,1, 1, ,1,( ) ( ) ( ) ( )p p p
k k kt d t d t d tϕ ϕ ϕ ϕδ = + +

 
(2.7) 

where the new parameters in Equation (2.6) are 

(1)p
kN : Integer ambiguity, with its value unchanged until a cycle slip happen, 

,1, ( )
p
kI tϕ : Ionosphere delay for frequency L1, 

,1, ( )
p
k tϕδ : Hardware delay and multipath of frequency L1, 

1,ϕε : L1 measurement noise 

The carrier-phase can be scaled to unit length by multiplying by 𝛾 = 𝑐/𝑓. 

,1 1 ,1, ,1, 1,( ) ( ) (1) ( ) ( ) ( )p p p p p p p
k k k k k k kt t N cdt cdt I t T t tφ φ φφ ρ λ δ ε= + − + − + + +

)
 (2.8) 

2.1.2. Differencing GPS measurement 

To remove the common parameters between receivers, satellites and epochs, sin-

gle-difference, double-difference and triple-difference are formed. The single-difference 

carrier-phase measurement between satellite p and two receivers, k and l, with a single-

frequency L1 is derived as 

1 1
,1 1 ,1,

,1, ,1, ,1,

( ) ( ) (1) ( ) ( ) ( )

                ( ) ( )

p p p p p
kl kl kl k l kl kl

p p
kl kl kl

f ft t N f dt dt I t T t
c c
d t d t

ϕ

ϕ ϕ ϕ

ϕ ρ

ε

= + − + − +

+ + +

)
 

 

(2.9) 

In the above equation, the additional notation for single-difference of distance, in-

teger ambiguity, ionosphere, troposphere, receiver hardware delay, multipath delay and 

measurement noise are 

( ) ( ) ( )p p p
kl k lt t tρ ρ ρ= −
) ) )

 (2.10) 
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(1) (1) (1)p p p
kl k lN N N= −  

(2.11) 

,1, ,1, ,1,( ) ( ) ( )p p p
kl k lI t I t I tϕ ϕ ϕ= −

 
(2.12) 

( ) ( ) ( )p p p
kl k lT t T t T t= −

 
(2.13) 

,1, ,1, ,1,( ) ( ) ( )kl k ld t d t d tϕ ϕ ϕ= −  
(2.14) 

,1, ,1, ,1,( ) ( ) ( )p p p
kl k ld t d t d tϕ ϕ ϕ= −  

(2.15) 

,1, ,1, ,1,
p p p
kl k lϕ ϕ ϕε ε ε= −

 
(2.16) 

If two receivers, k and l, receive signals from the same two satellites, p and q, the 

double-difference phase observation could be derived as 

1 1
,1 ,1, ,1, ,1,( ) ( ) (1) ( ) ( ) ( )pq pq pq pq pq pq pq

kl kl kl kl kl kl kl
f ft t N I t T t d t
c cϕ ϕ ϕϕ ρ ε= + + + + +

)   

(2.17) 

in which 

( ) ( ) ( )pq p q
kl kl klt t tρ ρ ρ= −
) ) )

 (2.18) 

(1) (1) (1)pq p q
kl kl klN N N= −  

(2.19) 

,1, ,1, ,1,( ) ( ) ( )pq p q
kl kl klI t I t I tϕ ϕ ϕ= −  

(2.20) 

( ) ( ) ( )pq p q
kl kl klT t T t T t= −

 
(2.21) 

,1, ,1, ,1,( ) ( ) ( )pq p q
kl kl kld t d t d tϕ ϕ ϕ= −  

(2.22) 

,1, ,1, ,1,
pq p q
kl kl lϕ ϕ ϕε ε ε= −

 
(2.23) 

The most important properties of double-difference are that the clock error and 

hardware delay of both receivers are eliminated. The multipath error of the two receivers 

cannot be removed because it depends on the surrounding geometry of each receiver. 

Integer ambiguity is very important for sub-millimeter level GPS processing. To 

estimate the other parameters, the triple-difference form between two epochs of two re-

ceivers with the same two satellites is formed in (2.24). 
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1 1
,1 2 1 2 1 ,1, 2 1 2 1

,1, 2 1 ,1,

( , ) ( , ) ( , ) ( , )

                     ( , )

pq pq pq pq
kl kl kl kl

pq pq
kl kl

f ft t t t I t t T t t
c c
d t t

ϕ

ϕ ϕ

ϕ ρ

ε

Δ = Δ +Δ + Δ

+Δ +Δ

) )
 

(2.24) 

The evaluated parameters will then be reinserted in equation (2.17) to estimate the 

integer ambiguities. 

2.1.3. GPS data compression 

In order to reduce the amount of transmitted data, compressed GPS formats and 

compression methods are studied. For the purpose of archives and exchanges of GPS da-

ta, the most commonly used GPS exchange format is the Receiver Independent Exchange 

(RINEX) format and the current Version is 3.0 [20]. It contains raw data collected by one 

GPS station. This format defines three file types for observation data, navigation mes-

sage and meteorological data.  

The RINEX file format contains much redundant information in its data record sec-

tion. As correlation exists between consecutive epochs in observed data, a compressed 

RINEX format called the CRINEX format [21], based on the fact that observation infor-

mation are related between consecutive epochs, is proposed by Hatanaka. The differen-

tial operation for text and numeric data in the record section is calculated. The multiple-

order differences, calculated from the series of epochs of the original RINEX file, are 

then written to the CRINEX file. CRINEX reduces storage space and transmission 

bandwidth as only the difference between the current epochs and some previous epochs 

is stored. The compression rate of observation data in the CRINEX format combined 

with text compression is a reduction of about 38% in comparison with that of using text 

compression of RINEX format files. The correlation between observation data of related 
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or nearby GPS stations is utilized in Chapter 3 of this thesis to reduce communication 

overheads. 

2.2. GPS Processing Methods 

In this part, the most commonly use GPS processing methods are briefly presented 

with focus on real-time GPS processing methods. 

2.2.1. Point positioning 

The point positioning processing method is used to estimate four coordinates, 

comprising three coordinates for the receiver antenna xk and one for receiver clock error 

dtk, using pseudo-range measurements. The carrier-phase is used for smoothing the pseu-

do-range if it is available. The satellite coordinates are assumed to be known and are cor-

rected by using broadcast ephemeris. The ionospheric and tropospheric delays are esti-

mated by using predefined models; hardware and multipath delays are neglected. 

In the point positioning processing method, the dilution of precision (GDOP) is of-

ten used to select a subset of satellites (≥ 4 satellites) from the visible satellites to mini-

mize GDOP. The relationship between the pseudo-range difference (Δρ) and the position 

difference (Δx) [22] is as follows: 

11 12 131 1
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Δ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥Δ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥Δ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥= +
⎢ ⎥Δ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥Δ⎣ ⎦⎢ ⎥⎢ ⎥ ⎢ ⎥Δ⎣ ⎦ ⎣ ⎦⎣ ⎦

 

 

 
(2.25) 

The compact form of (2.25) is 

z x vH= +  (2.26) 
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The 4x4 matrix H is formed by direction cosines ei1 ei2 ei3 from the receiver to the 

ith satellite, and v is the random noise. The error between the estimated receiver antenna 

location and the exact receiver position is 

% 1( ) vT Tx H H H−=  (2.27) 

in which, HTH is the measurement matrix and the GDOP is defined as the trace of the 

inversion matrix of the measurement matrix (2.28). 

1( )TGDOP trace H H −=  (2.28) 

It is proved that increasing the number of satellites will decrease GDOP, which 

leads to a more precise solution. Consequently, the number of satellites that can be seen 

by each receiver should be increased. However, due to the limitations of computational 

power and energy of embedded devices, many methods [22, 23] are proposed to reduce 

the computational complexity in computing GDOP. The use of a neural network (NN) 

based methods [23] sufficiently decreases the computation time and improve accuracy 

given enough training time for the Back-Propagation Neural Networks (BPNN) method 

or enough training data for Propagation Neural Network (PNN) or General Regression 

Neural Network (GRNN) method. However, this supervised learning requires costly and 

time-consuming training procedures. The learned model may not be useful if the pro-

cessing data deviates too much from the training data set. Another method based on 

Newton’s identities [22] reduces the computational complexity of the GDOP computa-

tion. It manages to marginally reduce the number of floating point operations (152 float-

ing point compared to 163 of the conventional LU decomposition method). 
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The following brief describes the close form position solution which is proposed 

by Bancroft [24] to compute the receiver antenna location. Exact four satellites are used 

and assumed to be a subset of the satellites that provide minimum GDOP. 

To shorten the equation, the Minkowski function for four spaces is used (2.29)  

3 3
1 1 2 2 3 3 4 4

    0
, ,  in which  

0       -1
T I

a b a b a b a b a b a Mb M
⎡ ⎤

= + + − = = ⎢ ⎥
⎣ ⎦

 
 

(2.29) 

The pseudo-range equation from four satellites is given as 

x x ,             1 4i i
k k kP cdt i− = − ≤ ≤  (2.30) 

Squaring both sides of (2.30) and using notations from (2.32) to (2.34) we have 

BMu α λτ= +  (2.31) 

where  

1 1[x    ] ,   [x    ] ,   , ,   ,
2 2

T i i T i
k k ku cdt v P u u v vλ α= = = < > = < >  (2.32) 

1 2 3 4[    ] ,     [1 1 1 1]T Tα α α α α τ= =
 

(2.33) 

1 1 1 1

2 2 2 2

3 3 3 3
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x y z P
x y z P

⎡ ⎤
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

 
 

(2.34) 

The value of u in Equation (2.31) is  

1( )u MB α λτ−= +  (2.35) 

Hence, λ is a function of u (receiver antenna coordinators and clock error). By sub-

stituting (2.35) into (2.32) for the value of λ, we will obtain a function of λ which gives 

two solutions for xk coordination. Only one of them is a valid solution based on the ellip-

soidal high. An in-depth study of the special configuration of the pseudo-range with only 
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four satellites with an indicator ellipsoid [25] which determines Loci is used. In the first 

case, if a discriminant point is on the edge of the indicator ellipsoid, there is a unique so-

lution. In the second case, if the discriminant is one point inside the indicator ellipsoid 

there are two solutions. Lastly, if the discriminant point is outside the indicator ellipsoid, 

then no solution is found. 

2.2.2. Precise point positioning 

The Precise Point Positioning (PPP) method [26, 27], instead of processing all re-

ceivers concurrently by using the conventional double-difference method, makes use of a 

small group of high frequency and precise receivers to estimate the satellite clocks and 

constellation orbit parameters. The remaining receivers can use pre-estimated parameters 

to estimate the position of their stations one at a time. As a result, the computational bur-

den of each station using this method significantly reduces.  

Dual–frequency GPS receivers utilize both carrier-phase and pseudo-range linear 

combination to remove the effects of ionospheric errors. Tropospheric refraction, other 

ambiguities and station position will be estimated from the measurements. Single-

frequency PPP [28, 29] provides some promising results, however, it will not be consid-

ered in this study. Due to the lack of differential error removal, all the errors have to be 

taken into account, including errors related to satellites, stations and reference frames 

[27]. Satellite effects include phase wind-up and satellite antenna offsets. Site displace-

ment effects are caused by solid Earth tides, polar tides, ocean loading and Earth rotation 

parameters (ERP) as well as the receiver’s antenna phase center offset. 

The ionospheric-free mathematical model for the pseudo-range (2.36) and phase 

observation (2.37) of PPP processing method derived from (2.3) and (2.8) respectively is 

as follows 
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, ,1 ,2
p p p p p
k IF f k f k k k k PP P P cdt Tβ γ ρ ε= − = − + +  (2.36) 

1 1
, ,1 ,2 1 ,1 ,2 , ,

1 1
1 , ,       

p p p p p p p
k IF f k f k k k k f k f k IF IF

p p
k k k IF IF

f ff dt T N N
c c

f ff dt T R
c c

ϕ ϕ

ϕ ϕ

ϕ β ϕ γ ϕ ρ β γ δ ε

ρ ε

= − = − + + − + +

= − + + +
 

 
(2.37) 

in which tropospheric delay is modeled as a product of zenith path delay (ZPD) and the 

mapping function (M) [30]. The ZPD model comprises the predominantly well-behaved 

hydrostatic part (ZPDh) [31] and the volatile wet part (ZPDw) [32]. The tropospheric 

model is 

p
k h h w wT M ZPD M ZPD= +  (2.38) 

The PPP method is able to provide sub-centimeter accuracy in static mode and sub-

decimeter accuracy in the kinematic mode for both post-processing and real-time pro-

cessing modes. However, it suffers from long convergence period in the time required for 

PPP to achieve the centimeter-level from a cold start, and the lack of support infrastruc-

tures, precise orbit and clock offset. A complete discussion on the current status of PPP is 

presented by Bisnath and Gao [33]. 

2.2.3. Real-time precision point positioning  

Real-time PPP implies the ability to process GPS data using the PPP method with 

latency of around seconds at the user stations. It requires real-time orbit processing, 

which required a global network of GPS stations sending dual-frequency GPS data to a 

processing center in real-time, and the ability to provide adjustments to users in real-

time. The dissemination of real-time PPP estimated correction products is mainly divided 

into satellite-based and Internet-based methods. 

The Internet-based real-time PPP system was developed by the Jet Propulsion La-

boratory (JPL) of the National Aeronautics and Space Administration (NASA) is de-
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scribed by Muellerschoen, et al. [34]. The system is called Internet-based Global Differ-

ential GPS (IGDG). It is able to deliver decimeter-level position accuracy to end users 

uniformly on the Earth. This system provides broadcast orbit and clock corrections for 

users via a TCP servers in real-time. The tests [34-36] show the standard deviation for 

positioning, both in static and kinematic modes, with dual-frequency users, provided an 

accuracy is about 10 cm in the horizontal component and 20 cm in the vertical compo-

nent using both L1 and L2 frequencies. 

Another implementation of real-time PPP is the StarFire system [37], a satellite-

based system which transmits corrections using Inmarsat L-band communication fre-

quencies (1525-1565 MHz). The receiver is equipped with only a single multifunction 

antenna to receive both L1 and L2 GPS frequencies and the Inmarsat signals. Users apply 

global wide area differential GPS or global real-time GPS corrections together with their 

ionospheric-free carrier-phase observations to estimate their positions. The epoch posi-

tion solution at one-sigma accuracy horizontal is less than 10 cm.  

In the methods mentioned above, users will receive the correction with some laten-

cy. It takes about 2 seconds to obtain the data set from the Internet and half a second to 

process the clock solution in the Internet-base real-time PPP method. For method using 

Inmarsat satellite, the uplink and downlink take 1.5 seconds each. For real-time applica-

tions due to the delay, the correction must be extrapolated over 4–5 seconds and this does 

not considerably decrease in the station’s location accuracy [19]. 

Major research efforts are currently placed on enhancing the quality of high-rate 

real-time orbit and clock products [38, 39]. In particular, IGS has been studying real-time 

data products with the IGS real-time pilot project was started in 2007.  
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2.2.4. Relative positioning  

Differential positioning GPS (DGPS) is a technique using more than two receivers 

to estimate the location of all or part of those receivers. Typically, one receiver is fixed 

with a known coordinate and the coordinates of other stations are estimated relate to the 

fixed station. With this method, double-difference or triple-difference observations are 

often used, even though single-difference observation could still be used. 

The DGPS processing method is divided into two modes: post-processing mode 

and real-time mode. In post-processing mode, GPS observations within each processing 

interval are collected from stations and processed offline without any real-time commu-

nication among stations. The real-time DGPS processing mode is more complicated. It 

requires real-time or near real-time communication between reference stations and/or be-

tween reference stations and mobile stations. The observations or corrections from a sin-

gle reference station or network of reference stations are broadcast to the roving users. 

Differential GPS techniques are classified according to 

• Type of GPS measurement (pseudo-range or carrier-phase), 

• Post-processed or real-time mode, 

• Static or kinematic processing mode. 

In-depth discussions about DGPS can be found in [19, 40]. The focus of this study 

is real-time GPS processing. As a result, only real-time positioning is presented in the 

following section. 

2.2.5. Real-time relative positioning 

In real-time relative positioning, calibrations in terms of pseudo-range and/or carri-

er-phase observation adjustments from the reference stations are sent to moving receivers 
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enabling them to compute their locations in real-time. Distributed on site GPS processing 

provides a real-time processing mechanism for kinematic applications to obtain precise 

relative locations with respect to some fixed stations. There are many methods of trans-

mitting calibration data to users including via mobile phone networks, ground transmit-

ters, satellites and the Internet. Based on the network coverage, real-time service could be 

categorized as follows:  

• Local area differential GPS (LADGPS): This method uses a single reference 

station or a network of reference stations to evaluate pseudo-range or carrier-

phase corrections. The corrections are broadcast by using ground-based beacon 

transmitters employing the Radio Technical Commission for Maritime Service 

(RTCM) [41] format. Beacons typically have a maximum broadcasting range 

of 100 km to 200 km. Typically this technique is used in kinematic mode and is 

known as Real-Time Kinematic (RTK). With a single reference station, the ac-

curacy achieved is in the range of 1 m to 10 m. The enhancement of this meth-

od using a network of reference stations (network-RTK) [42] could achieve 

centimeter level accuracy. 

• Wide Area Differential GPS (WADGPS): This method uses a network of refer-

ence stations, which includes at least one master station and a number of moni-

tor reference stations to derive vectors of error corrections for each satellite. 

The accuracy of this method is nearly constant within the coverage region 

(hundreds to thousands kilometers). The evaluated error correction can be 

transmitted to users’ receivers by any means communication, such as satellite, 

telephone or radio. It supports real-time accuracy for pseudo-range measure-

ment in the range of decimeters to meters. 
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The estimated corrections are transmitted to users to reduce the telemetry budget 

and computation complexity of end-user receivers. Carrier-phase and pseudo-range cali-

bration using one reference station are evaluated in the subsequent part of this section. 

The carrier-phase correction at epoch t sending from reference station k to station m [19] 

is 

,( )p p p p
k k k b k kKφ ρ φ λ µΔ = − + −  (2.39) 

in which k is the integer correction and µk is the mean discrepancy of all satellites ob-

served at epoch t. The carrier-phase correction is added to the rover’s carrier-phase at 

station m for error calibration. 

p p p
m m kφ φ φ= +Δ  (2.40) 

The double-difference between the carrier-phase at the mobile station m with re-

spect to two satellite p and q with correction received from station k is 

, ,( )
qp qp pq pq pq pq pq
m m km km km km kmN K I T dφ φφ ρ λ= + + + + +  (2.41) 

The location of station m can be estimated by using the conventional double differ-

ence method with a modified ambiguity 
pq pq
km kmN K+  instead of 

pq
kmN  as normal double 

difference method. The telemetry load can be reduced by decreasing the frequency of 

correction transmission and by sending the correction rate. The carrier-phase correction 

can be calculated by using the correction received at time t0 and the correction rate: 

0 0( ) ( )
p

p p k
k k t t t

t
φφ φ ∂ΔΔ = Δ + −
∂

 
(2.42) 

The pseudo-range correction is calculated by using the same method for the carri-

er-phase as follows.  
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,
p p p
k k k b kP Pρ µΔ = − −  (2.43) 

p p p
m m kP P P= +Δ  

(2.44) 

, ,

qp qp pq pq pq
m m km P km km PP I T dρ= + + +  (2.45) 

In a network of multi reference stations, two requirements are necessary to calcu-

late the mobile station’s corrections; the centimeter level location of the reference station 

and the single-difference or double-difference integer ambiguity for the baseline between 

the references are known. The evaluated ionospheric and tropospheric corrections are 

broadcast by means of network coefficients over time. The mobile station interpolates the 

correction which is based on the estimated location. To reduce the computational com-

plexity of the software at the mobile station without changing it, the virtual reference sta-

tions (VRS) is proposed [43]. In this method, the master reference station computes the 

correction based on the provided estimated location of the mobile stations. As the base-

lines between the virtual reference station and the mobile stations are very short (in the 

range of meters), either tropospheric or ionospheric corrections are not required at the 

mobile stations. Implementation of some of real-time relative positioning is described in 

the following paragraphs. 

The first system NetAdjust [44, 45], which uses the network-RTK method to eval-

uate a set of corrections, will minimize the error variance between reference stations 

measurements and measurements of mobile receivers. First, the linear independent dou-

ble-difference among networks of reference stations is calculated. Then, the differential 

code and phase errors within the region covered by the reference stations are evaluated 

using linear least-square predictors and least-square collocations. The prediction equa-

tions are evaluated for the un-differenced carrier-phase between each satellite at the ref-

erence stations and a grid of known locations. Finally, the mobile stations will use the 
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received predict covariance to calculate their locations. The real-time field test [42], at 

Tokyo in August/September 2000 using both dual-frequency receivers at the reference 

stations and mobile stations, gave a correction accuracy of 25 cm and 5 cm at the users’ 

receivers located 70 km and 30 km respectively from the center of the reference network. 

At Calgary in September 2000, the corrections reached 5cm at a station 8km from the 

center with a data rate of 3 to 4 kps using the NovAtel binary format. 

The real-time wide area differential GPS (WADGPS) system [46], is implemented 

by SALOC, is based on the RT-GIPSY software package. The system consists of 14 

codeless dual-frequency geodetic receivers returning real-time data at a rate of 1 Hz. The 

system provides real-time ionospheric corrections with a vertical root mean square accu-

racy of 20 cm.  

Another WADGPS proposed by the NavCom Technology [37] uses dedicated pro-

cessing centers to evaluate the correction in real-time and uses geostationary communica-

tion satellites to broadcast the correction information for each satellite. The orbit correc-

tions of each satellite are generated and transmitted every five minutes and clock correc-

tions for each satellite are generated and transmitted every two seconds. The horizontal 

correction accuracy exceeds 10 cm. 

2.3. GPS Processing Software 

GPS processing software used in this research is briefly presented in this section. 

2.3.1. Bernese GPS software 

Bernese GPS software [47] is a commercial GPS post-processing package devel-

oped by the University of Bern. GPS and the Russian Global Navigation Satellite System 

(GLONASS) measurements are supported by Bernese GPS. The current version of the 
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Bernese GPS software is Version 5.0 released in April 2004. Its graphical user interface 

is based on the QT-library, which provides identical interfaces on the UNIX/Linux and 

Windows platforms. It supports the processing of a large number of receivers, which 

could be a combination of data from GPS, GLONASS, and GPS/GLONASS receivers. 

Both DD and PPP processing methods with mixed static and kinematic stations are sup-

ported by this software package. It can resolve ambiguity with long baselines up to 2000 

km. 

2.3.2. GAMIT/GLOBK/TRACK 

GAMIT/GLOBK/TRACK [48] is a comprehensive GPS analysis package devel-

oped at MIT, the Harvard-Smithsonian Center for Astrophysics (CfA), and the Scripps 

Institution of Oceanography (SIO) for estimating station coordinates and velocities, sto-

chastic or functional representations of post-seismic deformation, atmospheric delays, 

satellite orbits, and Earth orientation parameters. To control processing, it uses C-shell 

scripts, which run FORTRAN or C codes. The software is designed to run under any 

UNIX operating system supporting X-Windows. This program supports static (GAMIT 

package) and kinematic (TRACK package) DD processing modes. 

2.3.3. GIPSY-OASIS 

GIPSY-OASIS (GOA II) [49] is a combination of two earlier versions of GIPSY 

(GPS Interred Positioning System) and OASIS (Orbit Analysis and Simulation Soft-

ware). It is a sophisticated software packages for general satellite tracking and orbit de-

termination, which includes many special features, tailored for GPS applications. JPL 

developed GOA II with NASA funding. The processing capabilities include multi-

station, multi-satellite and satellite-satellite processing models. GOA II is used to deter-
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mine the position and velocity of fixed-location sites on the ground, or of moving vehi-

cles on the land, in the sea, the air and space.  

2.3.4. GPSTk 

GPS Toolkit (GPSTk) [50] is an open source GPS processing library developed at 

the Applied Research Laboratories, The University of Texas, Austin. The source code is 

written in ANSI C++ and released under LGPL license. GPSTk supports standard input 

files such as RINEX Version 2.1, precise ephemeris processing (SP3), and low level Bi-

nary Exchange Format (BINEX). The positioning applications developed with GPSTk 

comprise standard pseudo-range-based positioning, differential phase-based positioning 

and PPP [51]. The PPP processing results of GPSTk are consistently within 10 cm from 

the IGS nominal value [51], which is considerably favorable compared to other commer-

cial processing software. This library only supports short baselines for double-difference 

processing and requires fixed reference stations. It is free, small and portable providing a 

good GPS processing solution for embedded devices.  

2.4. GPS Network for Tectonic and Volcanic Monitoring 

GPS has become an interesting geodesy measurement method for studying a wide 

range of geophysical phenomena. GPS is used to monitor the Earth’s tectonic plate mo-

tion, to study the deformation process around active faults, volcano deformation, glacial 

adjustment and sea-level studies. GPS is even able to provide atmospheric information 

by measuring the delays when GPS signals pass through the Earth’s atmosphere (iono-

sphere and troposphere). GPS provides highly precise three-dimensional measurements 

accurate to a few millimeters to approximately one centimeter over long baselines rang-

ing from hundreds of meters to thousands of kilometers. Three-dimensional measure-
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ments emerging from GPS data allows the estimation of vertical and horizontal dis-

placements at the same time and place, which other methods cannot provide.  

The growth in crustal deformation research using GPS is mainly due to its light 

weight, precision and inexpensive properties compared to other space geodetic tech-

niques, such as Very Long Baseline Interferometry (VLBI) and Satellite Laser Ranging 

(SLR) that require large facilities and substantial budgets. Consequently, small teams 

with lower budgets can utilize GPS for their studies. Furthermore, GPS could comple-

ment Interferometric Synthetic Aperture Radar (InSAR) by providing long-term meas-

urements, deformation vectors and superior temporal coverage as compared to the wide 

spatial coverage of InSAR [52]. Moreover, GPS can also be used to provide atmospheric 

water vapor correction for InSAR measurements [53]. 

2.4.1. GPS Network for Tectonic Monitoring 

GPS applications in earthquake studies [54] include co-seismic deformation, post-

seismic and inter-seismic processes, often complementing seismological data. Post-

seismic (except aftershocks) and inter-seismic deformations are much smaller than co-

seismic measurements. Thus, there is little or no supporting information from seismic 

measurements. In this case, GPS measurements become the best method to detect long 

time interseismic strain accumulation which leads to identification of future earthquakes’ 

location [52]. 

In order for scientists to study earthquakes and tsunamis and provide early warn-

ings of imminent seismic events, many continuous-Global Positioning System (cGPS) 

arrays [7-12] are developed and deployed to monitor some of the active tectonic plates 

around the world. Each of these cGPS arrays contains tens to hundreds of GPS stations, 

spanning from hundreds to thousands of kilometers and varying methods are used for 
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collecting data from these stations. In the following paragraphs, some of these arrays are 

described.  

The GPS Observation Network system (GEONET) deployed across Japan [55], 

comprising over 1200 GPS stations nationwide deployed, is one of the most dense cGPS 

networks, Figure 2-1. It is used to support real-time crustal deformation monitoring and 

location-based services. GEONET provides real-time 1 Hz data through a dedicated IP-

VPN (Internet Protocol Virtual Private Network). 

  

(Atsushi Yamagiwa,  et al.,, 2006 [55]) 

Figure 2-1 Geographical distributions of GEONET stations  

The Southern California Integrated GPS Network (SCIGN) [12] contains more 

than 250 stations covering most of southern California which provides near real-time 

GPS data. It is collaboration between USGS, SOPAC and JPL. SCIGN is used to monitor 

fault interaction and post-seismic deformation in the eastern California shear zone. 
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The New Zealand GeoNet [10] is a nationwide network of broadband and strong 

ground motion seismometers, complemented by regional short period seismometers and 

cGPS stations, volcano-chemical analyzers, and remote monitoring capabilities. It com-

prises more than 150 cGPS stations spanning through New Zealand. All seismic and GPS 

data are transmitted continuously to two data centers using radio, land-based communica-

tion infrastructures and VSAT systems employing the Internet Protocol data transfer 

techniques.  

 

Figure 2-2 Geographical distributions of SuGAr stations 

The Sumatran continuous-Global Positioning System Array (SuGAr) [7, 56] is lo-

cated along Sumatra plate, Indonesia. At the end of 2009, it consisted of 32 operational 

GPS stations spanning 1400 km from the north to the south of Sumatra island (Figure 

2-2). Stations are located in either remote islands or rural areas near the tectonic plate 
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boundary, one of the most active plates in the world. Due to the lack of a robust commu-

nication network infrastructure satellite telemetry is the only means of communication 

used by the GPS stations. All of the stations are equipped with a scientific grade GPS 

receiver, a GPS antenna, a satellite modem, solar panels, and batteries. SuGAr’s GPS da-

ta is used in a study in Chapter 4 of this thesis. 

2.4.2. GPS Network for Volcanic Monitoring 

Early research on using a networks of single-frequency GPS systems for volcano 

deformation monitoring was conducted by the University NAVSTAR Consortium (UN-

AVCO) [57]. In this research, single-frequency carrier-phase and pseudo-range meas-

urements are continuously transmitted to a central computing facility through TDMA 

radio. Epochs of GPS data are sent in pre-defined time slots and processed at hourly or 

shorter intervals with the intention to providing estimated station locations in near real-

time. Each station consists of a GPS antenna, an RF antenna, a solar panel and a stainless 

steel casing box. The contents of the steel box include a CMC GPS receiver housed to-

gether with a FreeWave radio modem and a battery. The first NAVCO single-frequency 

GPS system was tested at Long Valley Caldera, California in 1998 and since then, it has 

been deployed on several volcanoes including Kilauea/Mauna Loa volcano Hawaii [58] 

and Taal volcano Philippines [13]. The data of the Taal single-frequency GPS array is 

used in Chapter 5 of this thesis. 

The University of New South Wales (UNSW) has developed a prototype of a low-

cost single-frequency system [59-61] installed on Mt. Papamdayan, Indonesia. The net-

work consists of one base station located at the foot of the volcano and three slave sta-

tions located 8 km away around the crater of the volcano. Each station comprises five 

components: GPS module, radio modem, monument, GPS antenna, and power supply. 
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Data is collected at 15 s sampling rate. An hourly file is created and stored in the RAM 

of the slave station. The base station will send a command to collect hourly data from the 

slave stations every hour. Raw GPS data is converted to RINEX and stored on a hard 

disk at the base facility. Spare dual-frequency GPS stations surrounding the deformation 

zone of the volcano are used to generate ionospheric bias correction, which is applied to 

the localized single-frequency data processing. Such a mixed-mode GPS processing 

methods have shown their potential to achieve centimeter-level accuracy for epoch-by-

epoch solutions. 

The University of Applied Sciences of Southern Switzerland and GEODEV[62] 

have developed a commercially available single-frequency GPS system for geotechnical 

and civil engineering uses, namely the Movement Monitoring System. In this system, a 

network of single-frequency GPS stations is connected to a control unit via a cable, a 

GSM modem or a radio link. Maximum distance between stations is less than 20 km and 

the measurement frequency is less than two measurements per hour. GPS data is trans-

mitted to the base station where the data is processed and archived. The baseline results 

can be used to automatically initiate warning or alarm messages via email or SMS if they 

exceed a certain pre-set limit. Even though this system is designed for structural monitor-

ing, it could be utilized for volcano deformation monitoring. 

The Real-Time Network processing Engine (RTNet) developed by GPS Solution 

Inc. is used to estimate ionospheric correction for the L1 GPS receiver network, utilizing 

real-time data collected from a dual-frequency GPS network, GEONET [63]. The system 

includes a Real-time Epoch Server (RTES) to collect and to store real-time dual-

frequency GPS data. The RTNet server is used to estimate the ambiguity and ionospheric 



CHAPTER 2 LITERATURE SURVEY 

32 

delay. The system could process single-frequency GPS data in both kinematic and static 

modes with a tested base line from 9.2 km to 39 km.  

In the above single-frequency GPS systems, a centralized server is always required 

to archive raw GPS data and to estimate station locations. Ionospheric bias correction is 

estimated at the server using the dual-frequency GPS data of the reference stations avail-

able in the network. Estimated bias is utilized to reduce the ionospheric effect when es-

timating single-frequency low-cost GPS station locations. This bias could be used at the 

centralized server in mixed-mode GPS processing method [61] or sent to another server 

to estimate the station locations in an RTNet system [63]. Since all the processing is per-

formed at the server-side, the processing capability of each station/node in the network is 

not utilized to process GPS data. Furthermore, high frequency GPS data will have to be 

sent to a centralized server, which consumes much of the communication bandwidth and 

energy, and in some instances, increases the total operational cost to maintain the whole 

GPS network. 

2.5. Wireless Mesh Network 

Wireless mesh network is used in this thesis to enable in-network GPS processing. 

In this section the basic concept of wireless mesh network and the advantages of WMN 

over traditional networks is presented. The in-depth study about wireless mesh network 

could be found in [64] and [65].   

2.5.1. Introduction 

Wireless mesh network (WMN) is a multi-hop peer-to-peer wireless network, 

which nodes are connected in mesh topology. Nodes in this network comprise mesh 

routers, mesh clients, and gateways.  Each node in the network could operate as a host 
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and/or as a router to forward packets send by others node in the network to their destina-

tions. A WMN is dynamically self-organized and self-configured their connection in 

which the nodes automatically establishing and maintaining mesh connectivity among 

themselves. 

2.5.2. Advantages of WMN 

Reliability: each node in WMN acts as a relay to send packets to their destination. 

Due to the dynamic natural of network, nodes can enter and leave the mesh network, 

each node must have a capability to dynamic changing its forwarding pattern based upon 

its neighborhood. Consequently, the mesh topology enhances reliability of the network 

because the failure of one link and/or node will result in packets being forwarded via an 

alternative node toward their destination. 

Self-Configuration: every node in a WMN store and discover their neighbor nodes 

and routing information to other nodes in the network. Therefore, nodes could be self-

configuration without the intervention of network administration. 

Self-Healing: nodes dynamically discover their neighbor nodes and routing infor-

mation to other nodes in a WMN. As the result, nodes will automatic adjust to the failure 

or removal of a node by changing their communication paths, which results in a self-

healing capability of WMN. 

Scalability: the self-configuration and self-healing capability of WMN help to 

scale the network by just simply deploy or place new nodes in the communication range 

of the existing nodes.  
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2.6. Wireless Sensor Network for Seismic Monitoring 

2.6.1. Introduction 

Wireless sensor networks (WSN) for monitoring applications can be divided into 

two categories. The first group includes those applications which study the behavior of 

the systems required low sampling rates and low power consumption, such as networks 

deployed in Great Duck Island [66] and Redwood forest [67]. The second group includes 

those used to identify events in a system, requiring a high sampling rate and highly syn-

chronized data. Health monitoring of machines [68], water supply monitoring [69], struc-

tural health monitoring [70], volcanic monitoring [71-73] and tectonic monitoring [15, 

74] are applications in this group. This review focuses on the volcanic and tectonic moni-

toring WSN, which are deployed to monitor seismic events with long range and line-of-

sight communication. 

2.6.2. Seismology wireless sensor network 

In the first example of this review, a WSN is used to monitor Volcán Tungurahua 

[71], an active volcano in central Ecuador. The network consists of three wireless nodes 

equipped with low-frequency acoustic sensors to collect infrasonic signals at 102 Hz, a 

data aggregator node located at the center of the network and a GPS receiver for time 

synchronization. Sensing nodes are placed 1 m to 10.7 m away from the aggregator node. 

Collected data is sent to a laptop base station 9 km away using FreeWave long-range 

wireless communication. Over 1.7 GB of uncompressed log data is collected over 54 

hours of continuous data aggregation, including at least nine large explosions. The results 

show the correlation with the nearby wire infrasound node and the wire seismic sensor, 

thus proving the feasibility of using WSN to monitor an active volcano. However, the 

deployment lacks a data compression mechanism, power management, event-based data 
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logging triggers and only demonstrates quite narrow coverage areas as well as a small 

number of sensing nodes.  

Another example of a mesh network for volcanic monitoring is the volcano net-

work at Volcán Reventador [72, 73], an active volcano in northern Ecuador. The study 

was conducted with the data yield of 68.5% in 19 days. It consisted of 16 wireless sensor 

nodes continuously sampling seismic and acoustic data at 100 Hz with a Gamin GPS re-

ceiver for time synchronization. The WSN is formed between nodes spanning over 3 km 

with the distance between nodes ranging from 200 m to 400 m. Data is relayed to a 

gateway node by a multi-hops protocol and transmitted to the laptop base station via a 

long-range radio modem. Due to the multiple hop transmission and the lack of redundan-

cy, a single node failure may pose a serious problem to the network. A triggering event 

collection mechanism with time-limited events is used to aggregate data from the sensing 

nodes. The laptop-station starts collecting data from the entire network when it receives 

enough event reports in a predefine time window. After an event is trigged, each node in 

the network pauses in the sampling and reporting events until it has uploaded all of its 

data. This collection method prevents a false event detected locally from triggering data 

collection of the whole network. However, it causes events to be undetected when a node 

is uploading its data or when the node pauses in its sampling process.  

The wireless linked seismological network (WiLSoN) [15], a tectonic monitoring 

mesh network, is designed to transfer 24-bit, 100-sample/s data across 25 hops to the 

base station. WiLSoN covers half of the Middle American Subduction Experiment, 

which contains 100 sites. It runs nearly perpendicular to the Middle American trench 

through Mexico spanning 250 km. WiLSoN contains 50 seismic sites (the green sites in 

Figure 2-3) equipped with an 802.11b radio using 2.4 GHz frequency and line-of-sight 
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communication [75]. The distance between sites is from 5 km up to 43 km, deployed in a 

zigzag manner across the seismic array with extra repeaters used to overcome obstruc-

tions. The system collects about 2.5 GB of data daily and the data yield over the eight 

months experiment from the wireless sites is 78% compared to 86% at the stand-alone 

sites. The deployment shows the potential of WSN for rapid and dense sensing systems 

for active seismic monitoring. However, several challenges remain in increasing the 

yield, reliability, and time synchronization of the harvested data. 

The next deployment of WiLSoN is for the Subduction Zone Seismic Experiment 

in Peru [74]. It includes 50 sites (Figure 2-4) which are wirelessly connected to each oth-

er with distances of 6 km among them. The 802.11b network is connected to the Internet 

at various sinks along the mesh network. 

 

Adapted from [15] 

Figure 2-3 Map of the 50 wireless UCLA sites in Mexico 
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Adapter from [74] 

Figure 2-4 Map of the 50 wireless UCLA sites in Peru 
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CHAPTER 3   

MESH NETWORKING FOR GPS DATA 

COMPRESSION 

In the previous chapter, the properties of Sumatra GPS array (SuGAr) and the chal-

lenges are described. In this chapter, modifications are proposed to utilize the mesh net-

work in order to reduce the operation expenditure of satellite communication subscription 

of SuGAr array by removing correlation observation information and compressing obser-

vation GPS data. Part of the presented results in this chapter are published in Tran and 

Wong, "Mesh Networking for Seismic Monitoring - The Sumatran cGPS Array Case 

Study," WCNC 2009[76]. 

3.1. Proposed Modification for SuGAr 

3.1.1. Removal of correlation information  

The aim of the first modification is the removal of correlation information in the ob-

servation data at each GPS station. Observation data is measured at consecutive intervals, 

thus, correlation inherently exists between these consecutive measures (epochs). Therefore, 

instead of using the RINEX[77] file format, the CRINEX[78] (Compact RINEX) file for-

mat which utilizes the inherent correlation between consecutive epochs is used locally at 
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each GPS station to remove the correlation in the observation data. This step significantly 

reduces the size of the observation data and transmission overheads.  

3.1.2. Mesh networking and cluster formation 

Mesh network topology is an optimal topology to provide redundant connections be-

tween GPS stations than other network topologies like ring, bus, star or tree topology buy 

not as expensive to construct as full connected network topology. The redundancy connec-

tions are very critical when some of the connections could be lost during tectonic or seis-

mic event occurred. The aim of mesh networking and clustering is to reduce the number of 

satellite links required. Wireless mesh networks can be established using long range radios 

such as those developed by FreeWare[79]. These radios provide a point-to-point line-of-

sight (LoS) wireless communication link with a maximum range of more than 96 kilome-

ters (60 miles) and a maximum over-the-air throughput of 154 Kbps. For communication 

links over a longer distance, multi-hop communications can be utilized by deploying relay 

stations. The use of relay stations may also overcome LoS obstructions between GPS sta-

tions as well as provide for extended mesh networking capabilities such as redundancy. 

Depending on the budget, geographical, power restriction or latency considerations, the 

number of hops and the radio range supported may be limited. In this case, clusters of GPS 

stations will be formed and a cluster-head would be selected for each cluster. Each cluster-

head will have satellite communication capabilities and will be responsible for collecting 

all the observation data from the GPS stations within the cluster and transmitting them to 

the remote centralized data server. This greatly reduces the number of satellite links needed 

by the GPS network, as each cluster requires a minimum of only one satellite link.  
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3.1.3. Cluster-based compression at the cluster-heads 

Each cluster-head will compress the observation data from all GPS stations within 

the cluster using the LZMA[80] algorithm prior to transmit via the satellite link. By default 

the LZMA algorithm uses 94 MB of RAM for compress and 9 MB of RAM for decom-

press, which could be fulfilling by most of the embedded system. Moreover, maximum 

memory usage for compression and decompress could be adjusted to meet memory con-

straint requirement of embedded system. The average compression time of LZMA algo-

rithm run by an embedded system equipped with an ARM1176JZF-S run at 700 MHz and 

512 MB RAM for daily, hourly and 2 minutely upload rate are shown in Table 3-1. The 

running time of the algorithm is met with the running speed constraints of the three data 

upload schemes. 

  

 

 
 

Table 3-1 LZMA algorithm compression time 

Compared to the existing SuGAr deployment where each GPS station transmits the 

observation data independently, the use of mesh networking allows larger datasets to be 

formed through the aggregation of observation data from each GPS station within a cluster. 

Given that the compression ratio increases in proportion to the size of the dataset to be 

compressed, the number of bytes transmitted via the satellite will be significantly reduced.   

  Daily Hourly 2Minutely 

Single station 20.266s 0.544s 0.103s 

Cluster with all station 142.525s 3.586s 0.598s 
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3.2. Empirical Study 

To analyze the optimization achieved by the use of mesh networking on the SuGAr 

network, performance evaluation is studied using the archived SuGAr observation data for 

two months (61 days) of year 2007. Only 24 stations are taken into account in this case 

study as only they were able to provide the complete GPS dataset for the entire period. 

This experiment dataset can be accessed from the SOPAC website[81]. 

The assumptions made for the evaluations presented in this study are as follows 

• All GPS stations have enough energy to deal with overheads caused by the addi-

tional communication equipment and the data computation required. This assump-

tion can be satisfied by adding more batteries and solar panels to the existing nodes. 

• To simplify the analysis, the terrain information between the GPS stations is not 

taken into consideration. In practice, construction of tall antenna towers as well as 

the use of multi-hop relays/repeaters can be used to overcome obstructions if re-

quired. 

• The transmission overheads for the long range radios, such as packet formatting 

and control protocols, are not included in the evaluation as they will not have an 

impact on the analysis presented in this study. 

The two main performance attributes of interest in this study are the reduction of the 

number of satellite links as well as the total amount of data transmitted via these links. 

3.2.1. Uplinks reduction  

Instead of communicating using dedicated satellite modem, each GPS station can al-

so be equipped with one or more long-range radios such as the FreeWave FGR-115RE. 

These radios specify a maximum range of over 90 km and can be used to form peer-to-peer 
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wireless mesh networks between GPS stations. Assuming the maximum range of 90 km, 

the absence of relay stations or repeaters and the geographical locations of the 24 GPS sta-

tions, Figure 3-1 shows the network topology of GPS stations that will be formed using the 

FreeWave radios. It will contain one cluster with eight nodes, one cluster with three nodes, 

two clusters with two nodes, and nine clusters with one node. Assuming that only one sat-

ellite uplink is required for each cluster, 13 satellite links will have to be maintained.  

 
Adapted from [76] 

Figure 3-1 Clusters of GPS station using 90 kilometers radio range 

The range of the radio can be extended through the use of relay stations or repeaters. 

Thus, using the geographical locations of the 24 GPS stations, the minimum number of up-

links required and cluster size across various radio ranges can be determined. Figure 3-2 

shows the number of uplinks required for the various ranges. From the figure, it can be 

seen that given a maximum radio range of 20 km, only two GPS stations can be linked to-

gether and all other GPS stations are out of range from each other. Therefore, 23 satellite 

uplinks are required in this case. However, given a maximum radio range of 250 km, all 

GPS stations are grouped into one cluster using only 1 uplink.  
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`  
Adapted from [76] 

Figure 3-2 Number of satellite uplinks required across various radio ranges 

Figure 3-3 provides a graph showing the average and the maximum number of GPS 

stations in a cluster across a radio range from 10 km to 250 km. As the number of GPS sta-

tions in a cluster increases, the data aggregated at the cluster-head will also increase in size. 

This will lead to a better compression ratio at the cluster-heads and this phenomenon will 

be presented in more details in the following parts.  

 
Adapted from [76] 

Figure 3-3 Cluster sizes characteristics based on the various radio ranges 

3.2.2. Data transmission reduction 

At the time of this study, the SuGAr sent the collected data daily through dedicated 

satellite links from each GPS station. For this analysis, the GPS measurements will be con-
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verted locally to CRINEX format at each GPS station. Figure 3-4 shows the total number 

of data in bytes transmitted via all the satellite links using three different setups as follows: 

Setup 1: For the first setup, CRINEX data is uploaded via dedicated satellite links 

from each GPS station without further compression. 

Setup 2: For the second setup, the CRINEX data is compressed using the LZMA al-

gorithm prior to transmit via dedicated satellite links at each GPS station.  

Setup 3: For the third and final setup, clusters of GPS stations are formed using 

long-range radios with various maximum transmission ranges. In each cluster, one GPS 

station will be designated as the cluster-head and all other stations will forward their 

CRINEX data to the cluster-head. The cluster-head will perform further compression using 

the LZMA algorithm on the aggregated data as a whole prior to transmitting the com-

pressed data to the data server via a satellite link.  

 
Adapted from [76] 

Figure 3-4 Total size of transmitted data based on daily updates across two months for 

various radio ranges  

From Figure 3-4, it can be seen that for Setup 2, the total number of bytes transmitted 

via all the satellite links over a 61 days period are reduced by about 67% when comparing 

to Setup 1. This demonstrates the effectiveness of the LZMA compression algorithm. Fur-
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ther reduction is shown by the use of the cluster-based approach in Setup 3. In this setup, 

as a larger dataset is compressed, the compression ratio achieved by the LZMA algorithm 

at the cluster-head are more significant than in the case where compression is performed at 

individual GPS stations separately. Thus, this method reduces the total number of bytes 

transmitted by about 2% and 9% when comparing to Setup 2 for a maximum radio range of 

90 km and 250 km respectively. 

The analysis performs in Figure 3-4 is based on daily updates from the GPS stations. 

However, more frequent updates might be useful for early warning systems and near real-

time assessment of tectonic plate movements. Hence, further analysis is performed to eval-

uate the performance of the three setups across three different update intervals: daily, hour-

ly and two minutely. Table 3-2 is the comparison of Setup 1 (uncompressed data) and Set-

up 2 (un-clustered compressed data) with various update frequencies. It can be seen from 

the results that as the update intervals get more regular, the performance of the LZMA al-

gorithm suffers as smaller datasets are being compressed each interval. For example, when 

daily updates are performed with the GPS station sampling once every 2 seconds, the da-

taset consisting of a total of 43200 (24hrs * 60min * 60 sec / 2) measurements (epochs) is 

compressed, whereas hourly updates are performed, each dataset consists of only 1800 (60 

min * 60 sec / 2) measurements (epochs). However, when the updates are performed every 

two minutes, the use of the LZMA compression in Setup 2 still enables less data to be 

transmitted via the satellite links when comparing to Setup 1. 

Update Frequency 
Total Transmitted Data 

Uncompress Compress Percentagea 

Daily 325,099,037 byte 112,188,360 byte 35% 

Hourly 402,298,012 byte 158,994,711 byte 40% 

2Minutely 2,245,193,111 byte 979,810,017 byte 44% 

a. Percentage of compress data when compare with uncompressed data 
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Table 3-2 Comparison of uncompressed and compressed GPS data 

Figure 3-5 shows the total transmitted data size in Setup 3 as a percentage of the total 

transmitted data size in Setup 2 across various radio ranges. From the results, it can be seen 

that the use of long-range radios to form mesh networks and clusters in Setup 3 significant-

ly reduces the amount of data to be transferred via the satellite links when comparing to 

Setup 2. This reduction is more significant when the update frequency increases. This is 

due to the use of data aggregation within the cluster to enable larger datasets to be com-

pressed. For example, when a maximum radio range of 250 km is used, data from all 24 

GPS stations will be aggregated prior to compress using the LZMA algorithm. Assuming 

hourly update interval, each dataset consisting of ((60min * 60 sec /2) * 24 nodes) = 43200 

measurements (epochs) is compressed in Setup 3 as compares to the 1800 measurements in 

Setup 2. Because of this, Setup 3 manages to reduce the total data transmission across the 

61 days by about 70% when comparing to Setup 2.  

 

Figure 3-5 Comparing the improvement between compress observation data and use of 

clusters over different update intervals and radio ranges 

Update Frequency 
Total Transmitted Data  

Uncompressed Compressed Percentageb 

Daily 322,554,780 byte 111,317,030 byte 35% 

Hourly 341,813,991 byte 137,613,065 byte 40% 
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Update Frequency 
Total Transmitted Data  

Uncompressed Compressed Percentageb 

2 Minutely 710,381,007 byte 417,818,057 byte 59% 

b. Percentage of compress data when compare with uncompressed data without header 

Table 3-3 Comparison of uncompressed and compressed data without header 

To further reducing the size of the transmitted data, the observation headers sent with 

every update from the GPS stations are removed whenever possible. This significantly re-

duces the size of the uncompressed data in Setup 1 as shows in Table 3-3. Moderate reduc-

tions are observed in Setup 2 when the observation headers are removed. 

To conclude the evaluations, the use of Setup 3 (the use of wireless mesh networks) 

without observation headers is compared with Setup 2 (use of dedicated satellite links). 

The results of this comparison are shown in Figure 3-6. From the figure, it can be seen that 

the use of mesh networking, cluster-based compression and removal of the observation 

header significantly reduces the amount of data transmitted via the satellite links. It reduces 

more than 70 percent of the observation data whereas the radio range is larger than 130 km 

and data uploads every minute. 

 

Figure 3-6 Comparing the improvement between compress observation data (with header) and the 

use of cluster-based compression (without headers) over different update intervals and radio ranges 
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3.3. Summary 

In this chapter, a study of using mesh networking for GPS data compassion is pre-

sented. In which, a proposed of constructing a mesh network between GPS stations by 

mean of long-range radios. The mesh network could enable data aggregation and compres-

sion at cluster-head. The compressed GPS data is sent to a centralized processing server 

via satellite link. To evaluate the effectiveness of this method, two months data from the 

Sumatran cGPS array (SuGAr) is used. The result shows that the proposed use of mesh 

networking not only reduces the number of costly satellite uplinks required, it also signifi-

cantly reduces the total amount of data transferred through these links. 
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CHAPTER 4   

PARALLELIZING THE COMPUTATION OF GPS 

PROCESSING  

In this chapter, computation complexity and computation time of GPS processing are 

calculated. Parallel GPS processing with multiple layers is proposed and studied to reduce 

the computation complexity and computation time of GPS stations estimated processed. By 

reducing the computational complexity, the proposed computation model promises to 

make use of small, low and spare computation power located within the cGPS network. 

4.1. Computation Complexity 

In-situ parallel and distributed processing of GPS corrections can be made possible 

using mesh networking. The observation data from adjacent GPS stations can be grouped 

together and processed in a hierarchical fashion. Compared to the conventional methods of 

sequential processing, the computational complexity and computation time of parallel and 

distributed GPS processing with various schemes decrease significantly. By sharing data 

within the mesh network, it is possible for in-network processing to be performed for GPS 

corrections using the processing capability of embedded system at each GPS station. This 

allows early-warning applications to be developed without the need for costly data trans-
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mission to a remote centralized server. The remaining of this section is organized as fol-

low. First, GPS measurements and parameters estimation process are briefly presented. 

Next, the computational complexity of parallel processing is evaluated using single layer 

and multiple layers approaches. Finally, two empirical experiments with various settings 

are studied.  

Assuming that all receivers can receive signals from both frequencies L1 and L2, the 

ionosphere-free linear combination could be calculated. The distance between satellites and 

receivers is given by carrier-phase and pseudo-range measurements. In phase measure-

ment, at time t, the distance between the receiver r and the transmitter x is derived as fol-

low 

( )rxt rxt rxt rt rxt rxt rt xt rxtL b z m C c vρ θ ω= + + + + + +  (4.1) 

and the pseudo-range measurement is derived as 

( )rxt rxt rt rxt rt xt rxtP z m C cρ θ η= + + + +  (4.2) 

in which, ρrxt is the true range, brxt is the phase bias or ambiguity, zrt is the zenith tropo-

sphere delay, m(θrxt) is the map function of elevation angle between transmitter and receiv-

er. Receiver and transmitter corrections are Crt and cxt respectively. The noise of the meas-

urement is represented by vrxt for phase and ηrxt for pseudo-range measurement.  

The observation data is considered from R receivers and X transmitters spanning 

across Δ time (typically Δ equal to 24 hours) with the data collection frequency σ. The me-

dian probability that a satellite signal is detected by a receiver above an elevation cutoff 

angle (the minimum satellite elevation angle above the horizon) is given by Ω/4π (≈ 0.25 at 

15° cutoff). Thus, the number of measurements is given by 

m = RX ( /4 ) ( / ) dπ δΩ Δ  (4.3) 
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Whereby d is the number of data types, typically including two types: ionosphere-

free phase and pseudo-range. The number of parameters from those receivers and transmit-

ters will be estimated and these consist of receivers, transmitters and polar motion parame-

ters. It is given by   

n = aR + bX + c  (4.4) 

The parameters related to a receiver include three Cartesian coordinates, tropospheric 

delay, receiver clock bias and phase bias parameters for each transmitter in the view of that 

receiver, so a = 5 + X. The transmitter parameters include epoch state position, velocity, 

two solar radiation parameters, Y bias parameter and clock bias, b = 10. Polar motion and 

rates estimated in one day time is given by c = 5. 

The computational complexities of the parameter evaluation process using least 

square estimate method of n parameters with m measurements require the number of 

arithmetic operations B in equation (4.5). This is also known as the computational burden. 

The detail analysis could be found in Zumberge, et al [26]. 

 𝐵 ∝ 𝑛!𝑚 (4.5) 

One approach to reduce the computational complexity is to divide the data into 

groups and layers, which could process in parallel fashion. In addition, it makes use of 

common parameters and receivers between groups in the same layer. The detail of this 

processing approach will be presented in the next sections. 

4.2. Parallel GPS Processing 

In this part, estimation of parallel parameters is studied with the objective of reduc-

ing computational complexity and processing time when comparing to the centralized pro-

cessing method. It deals with estimating n unknown parameters of m measurements from R 
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receivers and X transmitters. Moreover, receivers are divided into groups based on criteria 

such as antenna type [82], geography [83], and/or availability of data. Groups may share 

some common references stations/receivers. Single layer and multilayer parallel processing 

approaches will be presented in the remaining of this section. All used notations are listed 

at the end of this chapter. 

4.2.1. Single layer parallelism 

In single layer method, receivers are divided into J computation groups (Figure 4-1) 

instead of estimating all parameters within one group. Suppose that the number of common 

parameters between all groups is κn and the remaining parameters which equally divided 

for each group is (1- κ)n/J. In addition, number of common reference receivers between all 

groups is ζR. For simplicity, suppose that the number of common measurements propor-

tional to ζ is given by ζm and the remaining measurements are equally divided between 

groups, i.e. (1 - ζ)m/J, for each group. Number of parameters and measurements at level 

zero for each group is thus derived as 

( ) ( )
0, 0,

1-  1-  
  i i

n m
n n and m m

J J
κ ζ

κ ζ= + = +  (4.6) 

Arithmetic operations required are proportional to 2
0, 0,i in m . From equation (4.5) 

2

0,
(1 ( 1) ) (1 ( 1) )B   i

J n J m
J J

κ ζ+ − + −⎛ ⎞∝ ⎜ ⎟⎝ ⎠
 

(4.7) 

where B0,i is the number of arithmetic operations required at any group i (1≤i≤J) at level 

zero. There are J groups in this level with the same number of arithmetic operations, so the 

total operation is equal to J multiplied by the number of operation of one representative 

group B0,1. Hence, total number of arithmetic operations at level zero is equal to 
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0 0, 0,1
1

    
J

i
i

B B J B
=

= = ∗∑  
(4.8) 

Finally, the parameter estimation processing at level 1 is the refinement of J group at 

level zero as shown in Figure 4-1. It includes n parameters and the number of measure-

ments equaling to the total number of estimated parameters of J groups at level zero. As 

equation (4.5), the computational burden at level one is 

( )( )2 2
1 0,

1
  1 1

J

i
i

B n n n J nκ
=

∝ = + −∑  
 

(4.9) 

 

Figure 4-1 One level parallel processing 

Therefore, the total number of operations B is equal to the sum of all computational 

burdens at level zero and level one are given as 

2
0 1 2

(1 ( -1) )(1 ( 1) ) (1 ( -1) )( )J J mB B B n J n
J

κ ζκ + + −= + ∝ + +  
 

(4.10) 

The computational reduction percentage χ is equal to the number of operations di-

vide by the number of operation n2m required for simultaneous parameter evaluation.  

2 2

(1 ( -1) )(1 ( 1) )  (1 ( -1) )( )B J J nJ
n m J m

κ ζχ κ + + −= ∝ + +  
 

(4.11) 

The value of χ approaches unity when both ζ and κ approach 1 assuming n/m is 

small. Hence, if all the parameters and receivers are common between groups, parallel pro-

cessing is ineffective.   
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This method is applied for the Sumatra continuous GPS (cGPS) array [76] and the 

results are evaluated for two different configurations using the parameters X = 24, Ω/4π = 

0.25, Δ = 24h, σ = 2 min, d = 2, a = 29, b = 10, and c = 5. For the first configuration, the 

number of receivers R equals 40 which includes 32 GPS stations of Sumatra cGPS array 

and 8 International GNSS Service (IGS) reference stations. In the second configuration, 

only 32 Sumatra cGPS stations are used without any reference station.  

In the first configuration, ζ equals to the number of reference stations divide by the 

total number of stations, so, ζ=8/40=0.2. The number of common parameters equals to the 

sum of the parameters of the common reference stations, the transmitter parameters and the 

polar motion. This can be calculated using equation (4.12), we have κ ≈ 0.34. 

n a R bX cκ ζ= + +  (4.12) 

In the second configuration, the number of common reference stations, ζ, is equal to 

zero and so, using equation (4.12) thus κ ≈ 0.17. 

The computational reduction with respect to the different number of groups is pre-

sented in Figure 4-2. In the case where reference stations are utilized, the maximum reduc-

tion reached 57% when receivers are divided into 5 groups. It decreases when the number 

of group increases due to the overheads of the reference stations when using more groups. 

In the case where no reference stations is used, the maximum reduction reaches 91.6% 

when receivers where divided into 16 groups with 2 receivers per group in Figure 4-2. 
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Figure 4-2 Computational reduction of Sumatra cGPS array using one level parallel processing 

4.2.2. Multilayer parallelism 

For generalization, multilayer parallel is studied with L layer such that each layer in-

cludes power of p groups. It means that there are p power of L groups at level zero and 

each group at level j (1≤j≤L) receives data from p groups at adjacent predecessor level j-1. 

For instance, p is equal to two in Figure 4-3.  

 

Figure 4-3 Multilayer parallel processing with L layer with power of 2 groups.  

In Figure 4-3, the processing tree will contain 2^L groups at level 0 and each group at 

level j (1<j≤L) is the combination of 2 nodes at level j – 1. With the same assumptions of 
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common parameters and measurements with the single layer parallel method mentioned 

above, the number of parameters is equal to the sum of common parameters and private 

parameters of each group of receivers and the number of measurements is equal to the sum 

of common measurements from common receivers and private measurements from private 

receivers. 

0, 0,
(1-  ) (1-  )        i iL L

n mn n and m m
p p
κ ζκ ζ= + = +   

(4.13) 

Therefore, the number of arithmetic operations of group i at level zero is  

2 2
0, 0, 0,

(1 ) (1 ) = ( ) ( )i i i L L

n mB n m n m
p p
κ ζκ ζ− −∝ + +   

(4.14) 

So the total computational burden for level zero which include pL group is given by 

0 0,
1

 = 
Lp

i
i

B B
=
∑  

 

(4.15) 

Furthermore, the computational burden for each group i at level j (1≤ j ≤L) is propor-

tional to 
2
, ,j i j in m , in which the number of parameter nj,i is equal to the sum of common pa-

rameters κn and the private parameters of p ancestor groups at level j–1, each of which 

comprise of ( )1(1-  ) /j Ln p pκ −∗  private parameters. Therefore, 

,
(1-  )    j

j i L

nn n p
p
κκ= +   

(4.16) 

In addition, the number of measurements at level j is equal to the summation of all 

estimated parameters of p ancestor at level j–1, 

1
,

(1-  ) (1-  )  p(   ) p   j i
j i L L

n nm n p n p
p p
κ κκ κ−= + = +   

(4.17) 

Therefore, the computational burden of each group i at level j is proportional to  
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2
,

(1-  ) (1-  )  (   ) (   )j j
j i L L

n nB n p p n p
p p
κ κκ κ∝ + +  (4.18) 

The total computational burden for level j which include L jp −  groups is then derived 

as   

2
,

1

(1-  ) (1-  )    (   ) (   )
L jp

j j L j
j j i L L

i

n nB B n p p n p p
p p
κ κκ κ

−

−

=

= ∝ + +∑  
(4.19) 

The total computational burden of multiple levels parallel processing method is equal 

to summation of computational burden of all levels from level 0 to L as follows:  

2
0

1 1

2

(1-  ) (1-  )  (  ) (  )

(1- )                                   ( ) (1 ( 1) )

L L
j j L j

j L L
j j

L
L

n nB B B n p p n p p
p p

n n p m
p

κ κκ κ

κ κ ζ

−

= =

= + ∝ + + +

+ + −

∑ ∑
 

 

 

(4.20) 

4.2.3. Computation time 

Assuming the computation time is the dominant latency between processing groups 

in adjacent layers. In the worst case, the processing time of parallel GPS processing is cal-

culated by the summation of the maximum computation time at each layer. Those groups 

required most computation time at each layer would form a critical computation path. The 

critical path for the single layer and multilayer parallel process as is given in Figure 4-4 

and Figure 4-5 respectively. 

 

Figure 4-4 Single layer critical path 
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Figure 4-5 Multilayer critical path 

The computation time C is equal to the number of arithmetic operations multiplied 

by c, the computation time for one arithmetic operation. The equation for single layer and 

multilayer methods are therefore derived as follows 

( )( )
2

2 (1 ( 1) ) (1 ( 1) )1 1 *onelayer
J n J mC n J n c
J J

κ ζκ
⎛ ⎞+ − + −⎛ ⎞= + − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

 

 

(4.21) 
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(4.22) 

4.3. Empirical Study 

To compare the reduction in computational burden and computation time of single 

layer and multilayer parallel parameter estimation for GPS processing, two experimental 

setups are studied.  

Experiment set 1: In this experiment, the network parameters estimate does not in-

clude reference receivers. This experiment compares number of processing groups, compu-
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tation reduction and computation time between three system settings with different number 

of GPS receivers. They are 

• Single layer, 

• Multilayer with power of 2, 

• Multilayer with power of 3. 

The results of experiment set 1 are shown in Figure 4-6, Figure 4-7, and Figure 4-8.  

From the result, it can be seen that when the number of receivers equal to 16 or 48 with 

multilayer power of 3 method, the number of computation process is the lowest and the 

computer reduction is lower than other settings. However, the computational burden of it is 

larger than multilayer with power of 2. When number of receivers are larger than 48, the 

computation reduction is almost analogous for all settings. Parallel GPS processing signifi-

cantly reduces the computation complexity, especially when the number of receivers is 

bigger than 32. Furthermore, multilayer processing significantly reduces the computation 

time by about 50% when compared with the single layer approach. In most of the cases, 

the number of computation processing of multilevel methods is lower than one level meth-

od. As the result, multilevel is the best selection for in-network parameter estimation pro-

cessing as demonstrated in this experiment. 

 

Figure 4-6 Comparison number of computation processing groups 
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Figure 4-7 Comparison of computation reduction 

 

Figure 4-8 Comparison of computation time 

Experiment set 2: Global parameter estimation with eight reference receivers (all 

groups will share the same eight reference receivers) using the same three comparative set-

tings as the first experiment: 

• Single layer, 

• Multilayer with power of 2, 

• Multilayer with power of 3. 

The experimental results are shown in Figure 4-9, Figure 4-10 and Figure 4-11 (ref-

erence receivers are not included in the number of receivers shown in x-axis).  
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Figure 4-9 Compare the number of computation processing groups 

 

Figure 4-10 Compare the computation reduction 

 

Figure 4-11 Computation time comparison 
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From the results, it can be seen that when the number of receivers is equal to 32 or 

96, the number of computation processes is the smallest for multilayer with power of 3. 

The computation reduction of this approach is also larger than the other settings in the case 

of 32 receivers and larger than multilayer with a power of 2 in the case of 96 receivers. 

Thus, it can be seen that parallel GPS processing significantly reduces the computational 

complexity, especially when the number of receivers is bigger than 32 and it steadily in-

creases when the number of receivers increases. Furthermore, the multilayer processing 

approach slightly decreases the computation time, as in most of the cases, the number of 

computation processes of multilevel methods is lower than one level method.  

4.4. Summary 

In this chapter, a parallel and distributed method for GPS processing is presented. 

GPS receivers are divided into groups based on criteria such as antenna type, geographic 

and/or availability of the data. Groups share common parameters and reference receivers. 

Then they are processed in parallel, distributed and hierarchy manner. The final solution is 

evaluated at the bottom group in a hierarchical tree. This method significantly reduces the 

computational complexity and processing time. 

By reducing the computational complexity, the proposed computation model promis-

es to make use of small, low and spare computation power within the cGPS network itself, 

such as routers and station controllers. The dedicated wireless mesh network connection 

between stations is utilized to transmit and collaborative process GPS data in real-time or 

near real-time fashion. 

Notations are used in this chapter 

R number of receiver (GPS station) 

X number of transmitter (satellite) 



CHAPTER 4 PARALLELIZING THE COMPUTATION OF GPS PROCESSING  

63 

n total number of parameter have to estimate 

m total number of measurement 

κ share parameters percentage between groups 

ζ share measurement percentage between groups 

B computation burden  

J number of computation group 

L number of processing level 

p in multiple level processing method, group at level i receive data from  

 p group at level i-1 

nj,i number of parameter at level j and group i have to estimate 

mj,i number of measurement at level j and group i 

Bj,i computation burden at group i of level j 

Bj total computation burden at level j 
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CHAPTER 5   

IN-NETWORK SINGLE-FREQUENCY GPS 

PROCESSING 

In this part, in-network single-frequency GPS processing method is proposed; GPS 

data from Taal network is used to verify the effectiveness of the proposed method. The 

study focuses on long-range radio link reduction, station location error and communica-

tion bandwidth required for long-range radio uplinks. 

5.1. Introduction 

Active volcano deformation monitoring with GPS is carried out by establishing and 

operating a local network of continuous GPS receivers located on and around deforming 

areas [58]. In order to reduce the expenditure of constructing and maintaining the network 

as well as increasing coverage area of such a deformation monitoring system, single-

frequency GPS receivers are utilized instead of dual-frequency GPS receivers. With sin-

gle-frequency GPS monitoring system, the baseline lengths are kept less than 10 kilome-

ters to minimize errors, which could not be estimated by single-frequency GPS data. The 

sort baseline network setup is widely used when monitoring a small active deformation 

area with dense single-frequency GPS network [13, 58, 59]. In such a small deformation 

monitoring network, the tropospheric and the ionospheric delay between two receivers are 
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nearly zero, therefore they do not effect on the baseline processing results [14]. Further-

more, orbit bias over such short distances could be ignored [84]. 

The proposed in-network single-frequency GPS processing method is designed for 

a small coverage and mix-mode GPS network with WMN connection between stations. 

The WMN is utilized to exchange raw GPS data, estimated corrections, control data, and 

processing results. In these types of mix-mode GPS network, most of stations are 

equipped with single-frequency receiver and only some of them are equipped with dual-

frequency GPS receiver. The network is installed around an active volcano or a tectonic 

plate. Four processing proposed steps of distributed GPS processing are described as fol-

lowing. 

• Step 1: GPS data from dual-frequency stations in the mix-mode GPS network 

are processed with dual-frequency reference stations in the area to estimate the 

long time velocity. The process results constraint dual-frequency stations in the 

network with references stations around the deformation area, which are not af-

fected by deformation activities. The data could be processed at a station inside 

the mix-mode network or at an observation center is located outside of the mix-

mode network. 

• Step 2: One or more dual-frequency stations are selected as reference station for 

the network. It bases on criteria such as data availability, station location or de-

formation activity around selected stations. 

• Step 3: The remaining single-frequency stations and dual-frequency stations of 

the network are clustered by criteria such as station location, antenna type or da-

ta availability. A point-to-point mesh network is constructed and connected all 

stations belong to each cluster. One station in a cluster is selected as cluster 

head. All mesh networks are connected with reference stations and centralized 



CHAPTER 5 IN-NETWORK SINGLE-FREQUENCY GPS PROCESSING  

66 

server to exchange or broadcast GPS data, estimated corrections and control 

commands.  

• Step 4: Single-frequency GPS data is processed at cluster head by utilizing 

mesh network to send raw GPS data from stations in each cluster including ref-

erence stations to their cluster head. The velocity of dual-frequency stations es-

timated in step 1 is used as known parameters. The estimated stations move-

ments of the remaining station could be utilized to trigger pre-defined actions 

when the movement of a station or number of stations in the network exceeds a 

pre-defined threshold. 

To evaluate the efficiency achieved by proposed in-network single-frequency GPS 

processing, station’s location estimation is performed using the archived Taal GPS net-

work data in the next parts. 

5.2. The Taal GPS Network 

Taal GPS network (Figure 5-1) was installed around Taal Volcano, a complex stra-

tovolcano located on the island of Luzon in the Philippines, about 50 km south of Manila. 

The Taal volcanic system consists of a volcano island with 5 km in diameter located with-

in the large area of Taal Lake, about 20 km by 25 km area. This network included four 

dual-frequency sites and fourteen single-frequency sites, making it one of the densest vol-

canoes monitoring system in the world. Three out of four dual-frequency sites were in-

stalled in May 1998 including KAYT, TVST, and PINT. These sites were installed ap-

proximately the same distance from the volcano’s center, on opposing flanks of Volcano 

Island. In 2001, the last dual-frequency site was installed on a mountain near Tagaytay 

highway outside of Lake Taal area, TGYT site. In June 1999, twelve L1 sites were in-

stalled, eight of them (TV01, TV02, TV03, TV04, TV05, TV06, TV07, and TV12) were 

installed on Volcano Island, with four additional sites (TV08, TV10, TV11, and TV13) 
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were installed around the caldera’s rim. The last two sites were installed in March 2001 

(TV14 and TV15). All sites of Taal GPS network were retired on July 2005. The single-

frequency carrier-phase and pseudo-range measurements were continuously transmitted to 

a central computing facility thought TDMA radio by line of sight communication using 

FreeWave radio modem. The detail instruments and operations of Taal GPS network 

could be found in [13].  

 

Figure 5-1 Elevation map of Taal Volcano with entire Taal GPS network. Dual-frequency GPS 

sites are shown as solid triangles; single-frequency GPS sites are shown as open diamond. 

5.3. Process Taal’s Dual-Frequency GPS Data  

In Step 1, four dual-frequency sites in Taal GPS network are processed together 

with thirteen reference stations around the deformation area to estimate location and ve-
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locity of Taal’s dual-frequency stations. Those reference stations provide reference to re-

gion frame, which are not affected by volcano deformation activities. The data could be 

processed using the immediately available IGS ultra-rapid orbit prediction for precise or-

bits and satellite clocks and subsequently reprocessed using more precise products such as 

IGS rapid products or IGS final products for precise orbits, satellite clocks and station 

clocks when they are available. The results present in Figure 5-2 and Figure 5-3 utilizing 

IGS final product. GPS data are processed in a standard sequence including cycle-slip 

screening and outlier removal, troposphere estimation, ambiguity resolution, and network 

solution for daily site coordinates. The estimated Taal’s dual-frequency stations location 

and velocity from 1998 to 2005 are shown in Figure 5-2 and Figure 5-3 respectively. 

 

Figure 5-2 Taal’s dual-frequency GPS stations location 
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Figure 5-3 Taal’s dual-frequency stations and reference stations velocity 

5.4. Centralized Single-Frequency Taal’s GPS Data Processing  

The comparison between proposed in-network distributed and centralized single-

frequency processing method is presented in this part. In which, all L1 data from all sta-

tions in Taal GPS network (including data from four dual-frequency stations) are pro-

cessed together for daily coordinate solutions with baseline referenced to KAYT station, 

which has the longest data spanning as in step 2 of the proposed processing method. 

KAYT station velocity estimated in previous part is used as known parameters. Data are 

processed in a standard sequence including cycle-slip screening and outlier removal, am-

biguity resolution, and a network solution for daily site coordinates. The time series of all 

stations from July 2001 to June 2005 are shown in Figure 5-4. In this figure, baseline 

length increases from 2.8 km at TV03 station to 13.3 km at TGYT station. For clarity, co-

ordination changes of each station are placed 100 mm separate from each other in Y-axis 

of Figure 5-4. 
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It can be seen that the scatter in the vertical component is double the scatter of hori-

zontal components for all stations and it increases almost linearly with increasing baseline 

length. The scatter in north component is slightly higher than the scatter in east compo-

nent. The processing result of dual-frequency stations in Figure 5-4 agrees with the result 

of dual-frequency GPS data in previous part and processing results in [13] when early 

collected data of Taal GPS network are processed. The larger movements in east compo-

nent scatter of single-frequency coordinate estimation in Figure 5-4 is probably the result 

of small-scale ionospheric effects at low latitudes (Taal’s GPS stations are around 140N). 
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Figure 5-4 Time series of all single-frequency stations coordination 

5.5. WMN for Taal Single-Frequency GPS Processing 

To analyze the optimization achieved by the use of mesh networking using pro-

posed processing method on the Taal GPS data, performance evaluation is studied by us-

ing the single-frequency archived Taal observation data for 84 days (from day 80 to day 

163) of year 2003. Only 15 stations are taken into account in this case study, as only they 

are able to provide the almost complete GPS dataset for the entire period. This experi-

mental dataset could be found at UNAVCO data archive website [85]. Relative positions 

of stations in the network are estimated on baselines referenced to KAYT station. 
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The assumptions made for the evaluations presented in this study are as follows 

• All GPS stations have enough energy to deal with overheads caused by the addi-

tional communication equipments and the data computation required. This as-

sumption can be satisfied by adding more batteries and solar panels to the exist-

ing station or making use of existing harvested energy by replacing long-range 

radio with one or more shorter-range radios. 

• The transmission overheads for wireless communication, such as packet format-

ting and control protocols, are not included in the evaluation because they will 

not have significantly impact on the analysis presented in this study. 

The three main performance attributes of interest in this study are the reduction of 

the number of long-range radio upload links, stations location errors, and communication 

bandwidth required of WMN’s links. 

5.5.1. Uplinks reduction 

Instead of communicating with centralized observatory station by using a dedicated 

very long-range and high power consumption FreeWave radio, each GPS station can be 

equipped with one or more shorter range and lower power consumption radios such as the 

XBee-Pro XSC, 900 MHz long-range RF module. These radios specify a maximum range 

of over 9.6 km and can be used to form peer-to-peer WMN between GPS stations. Our 

study shows that a maximum range of 6 km is required to connect two near by stations in 

Taal network, which is well within the maximum LoS range of the XBee-Pro XSC RF 

module. As the result, the network contains only one cluster of fifteen nodes. Supposing 

that only one long-range radio is required for the cluster to upload all the observation data 

to the centralized server, only one long-range radio will have to be maintained in this 

WMN setup. 
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Figure 5-5 Cluster sizes characteristics based on the various radio ranges 

Radio range can be extended with relay stations or repeaters to overcome obstruc-

tions. Thus, using the geographical locations of Taal’s 15 GPS stations, the minimum 

number of uplinks is required and cluster size across various radio ranges can be deter-

mined. Figure 5-5 provides a graph showing the average and the maximum number of 

GPS stations in a cluster with radio range from 0.5 km to 6 km. From the figure, it can be 

seen that given a maximum radio range of 0.5 km, only two GPS stations can be connect-

ed with each other and all other GPS stations are out of range from each other. Therefore, 

14 uplinks are required in this case. However, given a maximum radio range of 6 km, all 

GPS stations are grouped into one cluster using only one uplink. 

5.5.2. Stations location errors evaluation regardless communication channel er-
rors 

In this part, two experiments are studied with various radio range settings and sam-

pling rates without considering communication channel errors rate. The estimated stations 

location are compared with the results using centralized single-frequency GPS processing, 

when GPS data from all stations in Taal’s network are available as in section 5.4. KAYT 

station is selected as reference station for the whole network. 
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In the first experiment, assuming observation GPS data from the reference station is 

broadcasted to all stations in the network and the observation GPS data of all stations in 

the network is processed without any down sampling. One cluster head is selected to pro-

cess data of each mesh. It can be seen from the result shown in Figure 5-6, east, north and 

up (ENU) errors reduce almost linearly with the increasing of radio range from 0.5 km to 

3 km, therefore more stations are added into cluster when increasing radio range. ENU 

errors do not change when radio range increases from 3 km to 5.5 km, because the num-

ber of station in each cluster is unchanged. At 0.5 km radio range, only two stations are 

connected which lead to the highest stations location errors and the highest number of 

cluster. The horizontal components are less than 10 mm (95 % confidential) and vertical 

component is less than 20 mm (95 % confidential) at 3 km radio range. At 6 km radio 

range, all stations are grouped in one cluster. By using this network setup, all observation 

data could be collected and processed with the same algorithm as centralized processing 

method. As a result, the processing error when comparing to the centralized processing 

method is equal to minimum value, zero. 

The results of the next experiment with various GPS data sampling rates are shown 

in Figure 5-7. Assume that all stations are connected with a mesh network. One cluster 

head is selected to process GPS data. It can be seen that the stations location errors in-

crease when reducing data sampling rate from 30 s to 120 s. At 30 s sampling rate, the 

max and the min station location errors of all stations are less than 10 mm for ENU com-

ponents and station location errors with 95% confidential interval are below 5 mm. The 

location errors increase to 30 mm when data sampling rate decrease to 120 s, and location 

errors at 95% confidential interval are less than 20 mm. 
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Figure 5-6 Stations location error at difference WMN radio range 

Within the selected experimental period, the maximum collected station’s daily ob-

servation L1 GPS data file size is 1.6 Mb at 30 seconds sampling rate and less than 300 

kB for the other adjustments. The maximum bandwidth required for each radio link is 5.5 

kbit/s. It could be supported by XBee-PRO XSC radio with the bandwidth up to 10 kbit/s. 

The maximum bandwidth is reduced by 42% and 63 % when decreasing the data sam-

pling rate is 60 s and 120 s respectively. However, the stations location errors are nearly 

double when decreasing data sampling rate from 60 s to 120 s. The stations location er-

rors are almost quadrupt when decreasing the sampling rate from 30 s to 120 s. 
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Figure 5-7 Stations locations error with respect to various radio ranges 

5.5.3. Stations location errors evaluation link packet errors 

In the next two experiments, terrain information and communication link’s packet 

errors are taken into account. The estimated stations location is compared with the results 

from centralized single-frequency GPS processing, when GPS data from all stations in 

Taal network are available as in section 5.4. KAYT station is selected as reference station 

for the whole network. 

In the first experiment, assume that the maximum radio range of 3 km could be ar-

chived without the need of relay stations or repeaters. In addition, the observation single-

frequency GPS data is sampling at 30 s. Station TV03 is selected as the cluster head to 

keep balance between the total number of hop count of the mesh network and minimal 

hop count from reference station to cluster head. Hop count distribution of stations in the 

network is shown in Figure 5-8. It can be seen that the largest number of stations are three 
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hops away from cluster head. Reference station is one hop from cluster head and two sta-

tions are five hops from cluster head. The average station’s location errors at different 

packet errors are shown in Figure 5-9. The station location errors increase sharply when 

increasing the packet errors from 5% to 20%. At 20% packet errors, the station location 

errors exceeds 10 mm in north component, 20 mm in east component and 30 mm in up 

component with 95% confidence interval. When further increase the packet errors, the 

percentage of data lost when transfer of stations five hops a way from cluster head is 83% 

and 92% when communication packet errors are 30% and 40% respectively. As a result, 

two stations five hops away from cluster do not have enough data to be processed. They 

will be removed from processed stations list. However, the stations location errors of the 

remaining stations in this setting are still higher than when packet errors are less than 

30%. When the packet errors are 40%, the vertical component exceeds 100 mm. 

 

Figure 5-8 Number of hop count 

In the second experiment, assuming the maximum radio range of 6 km could be ar-

chived without the need of relay stations or repeaters. In addition, the observation single-

frequency GPS data is sampling at 30 s. Station TVST is selected as the cluster head to 

keep balance between the total numbers of hop count of the mesh network and minimal 

hop count from reference station to cluster head. Hop count distribution of stations in the 

network is shown in Figure 5-8. It can be seen that most stations including KAYT refer-

ence station are one hop away from cluster head and the other three stations are two hops 
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away from the cluster head. Stations location errors with respect to different packet errors 

are shown in Figure 5-10. The stations location errors increase almost linear when in-

creasing the packet errors from 10% to 50%. It exceeds 60 mm in east and up component 

when packet errors are 50%. When comparing to the previous experiment, the stations 

location errors reduce more than 50% when increasing the radio range from 3 km to 6 km. 

 

Figure 5-9 Stations location errors at 3 km radio range 

The stations location errors at 3 km radio range are almost triple the station location 

errors at 6 km radio range when packet errors are 40%. In both experiments, the horizon-

tal component errors are less than 15 mm if the packet errors are kept lower than 10%. 
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Figure 5-10 Stations location errors at 6 km radio range  

5.6. Summary 

The considerably high coordinate scatter in the east component of Taal’s single-

frequency data is a function of distance from the reference station, reflecting the high ion-

ospheric gradient presented at low latitudes area. Regardless of the coordinate scatter, the 

proposed method could estimate stations location of single-frequency GPS station with 

the level of accuracy to estimate the deformation in all three components.  

In-network distributed single-frequency GPS processing method is proposed with 

four main steps: dual-frequency station location estimation, reference station selection, 

GPS station clustering and cluster base GPS processing. Four network setups are studied 

to evaluate the proposed method in three main performance attributes: 1) number of up-

link reduction, 2) stations location errors and 3) communication bandwidth. The results 
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show the proposed in-network single-frequency GPS method significantly reduces the 

number of long-range uplink required for GPS network. Furthermore, stations location 

errors are very sensitive to packet errors especially at short radio range when some sta-

tions in the network are more than two hops away from the cluster head. The bandwidth 

required for daily solution is supported by low power long-range radio module. 
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CHAPTER 6   

PROOF OF CONCEPT DEPLOYMENT 

In this part, the ongoing research of design, evaluate and deploy a proof-of-concept 

in-network single-frequency GPS processing system is presented.  

6.1. System Design 

The system design is a challenge task to keep it balance of computation power to 

transmit and processing raw GPS data in real-time, easy to deploy in a hostage environ-

ment and cost-effective.  

6.1.1. Hardware design 

The hardware modules are encapsulated in a small waterproof case with dimensions 

of 19 cm x 17 cm (Figure 6-1). The box contains a Gumstix Verdex Pro XL6P embedded 

processor module, a customized peripheral board, two low-cost single-frequency L1 Orig-

inal Equipment Manufacturers (OEM) receivers, two RF modules and expansion con-

nectors. The Gumstix module is selected instead of other processor modules and sensor 

network platforms such as Beagle boards, Libelium Waspmotes, Sun SPOT, and Cross-

bow motes; as it keeps balance between the computational powers required to process 

GPS raw data with real-time or scientific post-process software and power consumption 

of the whole system. Gumstix Verdex Pro XL6P board has a PXA270 processor with 

maximum speed of 600 MHz; it has 128 MB RAM, 32 MB Flash and an external SD card 

reader. Moreover, it has rich I/O interfaces including flexible connectors with 60-pins, 80-
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pins and 24-pins, USB full speed (v1.1) host signal, 10 data bits of CIF signals, three 

UART, three NSSP and multiple GPIO interfaces.  

The two low-cost L1 GPS receivers, an Ublox LEA-5T and an Ashtech AC12 are 

connected to the customized-peripheral board using UART and USB interface respective-

ly for raw GPS data and Pulse-Per-Second (PPS) signal. These signals from two GPS re-

ceivers are connected to the GPIO pins of Gumstix board. The two GPS receivers are 

configured to raw data mode in order to provide raw GPS measurement and navigation 

information. Two RF modules comprise an XBee-PRO DigiMesh 900 and an XBee-PRO 

DigiMesh 2.4 to support mesh network connections among GPS stations with different 

range and bandwidth requirements. Mesh network is established between stations to 

broadcast raw GPS data, location information and adjustments to other stations. RF mod-

ules are connected to the customized peripheral board using UART interface. 

 

Figure 6-1 Deployment box 

The total construction cost of each low-cost GPS station (which includes GPSs, 

RFs, antennas, Gumstix CPU board and customized board) is about $700. With the same 

budget to acquire one scientific grade GPS station (typical $20K or more required for a 

scientific grade GPS station with a choke ring antenna [86]), a mesh network of low-cost 

GPS station with 10 to 20 stations could be constructed. It could be very meaningful in 
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study a small active tectonic or volcanic plate. Because the mesh network could be de-

ployed in bigger area and it has higher redundancy in the network when comparing to 

single scientific grade GPS station. 

 
Figure 6-2 System design architecture 

6.1.2. Software design 

The Gumstix embedded processor board runs a customized version of Linux OS, 

the de factor operation system for most of GPS processing software. The Linux OS was 

selected to make use of both commercial and free open source software to download, 

convert and process GPS data. The tight decoupling integration of hardware and software 

stack is shown in Figure 6-2. An analog to digital converter with GPS time synchroniza-

tion and an additional sensor signal aggregation capability are preserved for future usage 

(shown in dashed rectangle). The data management block is the main software component 

of the system. It controls the data manipulation of raw GPS data stream receiver and the 

GPS processing software at the local station as well as the stream of adjustment data re-

ceived from other stations in the network. A modified version of GPSTk [87], an open 

source GPS processing software is used for processing GPS data stream. 
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6.1.3. Distributed GPS processing 

Deformation monitoring using GPS is usually carried out by establishing and oper-

ating a local network of GPS receivers located on and around the deforming area. In order 

to reduce the cost of such a deformation monitoring system, single-frequency GPS re-

ceivers need to be used. It is assumed that the differential ionospheric and tropospheric 

delays between two receivers can be ignored if baseline lengths are kept below 10 km. It 

is the most common deployment setup when monitor a small active deformation site with 

a dense single-frequency GPS network. 

The architecture of the proposed low-cost single-frequency GPS system could sup-

port real-time distributed GPS processing by sending raw GPS data from subset of the 

stations in the network to the remaining stations to process it in real-time. The selected 

sub-set will be considered as “fix reference stations” for the single-frequency GPS net-

work. Fix reference could be selected by following characteristic: stations located far 

away from the remain station of the network, stations located at the less active frank of a 

volcano or near a dual-frequency GPS station with high accurate location. Location of 

stations in network could be estimated by using Double Difference (DD) phase base pro-

cessing method with a modified version of GPSTk [87]. The GPS processing takes place 

at every station in the mesh network with stream of raw GPS data from reference stations 

and raw GPS data from the station itself. Final stations location or events detected could 

be relayed to centralized server without the need to send all high frequency GPS data out-

side the mesh network. 

6.2. System Deployment and Processing Results  

A small proof of concept deployment, its results and utilized mesh network setups 

will present in the following parts. 
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Figure 6-3 Proof of concept deployment topology 

6.2.1. Proof of concept deployment 

A proof of concept deployment is carried during the first two week of March 2011 

with 3 low-cost GPS stations namely EOS0 to EOS2 with low profile antennas and a 

highly accurate Trimble NetRS dual-frequency scientific grade GPS receiver equipped 

with a choke ring antenna, EOS4 station (Figure 6-3). The Trimble station is used for ref-

erence and analytical purpose. The experimental devices are deployed at the roof top of a 

building at Nanyang Technological University with clear sky view. A mesh network con-

nection is established between stations to exchange raw GPS data using DigiMesh firm-

ware [88] of XBee PRO RF module. 

6.2.2. Processing result 

To compare estimated location of single-frequency GPS stations using different 

processing method, the location of single-frequency stations are estimated as follows 

steps. 

1. The dual-frequency stations location are calculated using the most accuracy 

processing method which takes advantage of both L1 and L2 frequency and 

final satellite orbit and clock parameters. 

2. Single-frequency GPS stations’ location are estimated using Double Differ-

ence (DD) phase base processing method with reference stations location es-

timated in  step 1.  

3. Single-frequency stations location are estimated using different method with-

out information about dual-frequency station location in step 1. 

Trimble NetRS
(used as reference station)

Ublox 5T
Ashtech AC12

Ublox 5T
Ashtech AC12Ublox 5T

Ashtech AC12

EOS1
EOS2 EOS4 EOS0

20.57 m 10.37 m
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4. Processing error is calculated by subtract the estimated location in step 3 to the 

estimated locations in step 2 of the same single-frequency station, as in (6.1). 

ProcessingError = PwithoutReferenceStations - PwithReferenceStations (6.1) 

In the proof of concept deployment, location of the dual-frequency reference sta-

tion, EOS4, is estimated using both L1 and L2 frequencies. The Precise Point Positioning 

(PPP) processing method with final satellite orbit and clock product was used to process 

GPS raw data using GIPSY [49] software package at sampling rate 1s. Location of single-

frequency GPS stations in network is estimated using Double Difference (DD) phase base 

processing method with EOS4 as reference station with estimated location just calculated 

above. This estimated location of single-frequency GPS stations is used to calculate posi-

tion error of other processing methods, as in (1). 

 

Figure 6-4 Single station processing error 

Without mesh network single-frequency stations work independently, in this net-

work setup only raw GPS data at each station is used to estimate location of that station. 

The result of real-time processing data using only single-frequency data is shown in Fig-

ure 6-4 using RAIM like processing method. The error is bigger than 10 m in Y axis and 

about 2 m for both X and Z axis. The magnitude of error is too big for real-time defor-

mation detection.  
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With the mesh network, raw GPS data could be transmitted between GPS stations 

in the mesh network in real-time. Three processing strategies are used in which one of the 

single-frequency GPS station is fixed as reference station for other two stations in the 

network. The processing error is calculated as in (1) and the result is showed in Fig. 5. 

The processing error in Fig. 5 is smaller when compared to processing error in case of 

each single-frequency GPS station is processed independently in Fig. 4. The processing 

error in X, Y and Z axis are less than 3 mm.  

 
Figure 6-5 Collaboration processing error 

6.2.3. Mesh network capability 

Mesh networking allows GPS data from pre-define reference stations to be sent 

through several different GPS stations or hops to a final destination stations. In this de-

ployment DigiMesh firmware [88], the default and supported firmware of Xbee-PRO 

DigiMesh product line, is used. This mesh firmware supports the self-healing, route dis-

covery, peer-to-peer architecture, and selective acknowledgement attributes of mesh net-

working. The advantage of mesh network is in the event that one RF connection between 

nodes is lost (due to power-loss, environmental obstructions, etc.) critical GPS data can 

still reach its final GPS station due to the mesh networking capabilities embedded inside 

the XBee-PRO modules. 
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The transmission range and throughput written in datasheet of Xbee-PRO DigiMesh 

[88] radio is presented in Table 6-1 and Table 6-2 respectively. 

Specification 
Xbee-PRO DigiMesh 

900 MHz 2.4 GHz 
Indoor/Urban Range Up to 140m Up to 90m 

Outdoor RF line-of-sight Range Up to 3km with 2.1dB dipole 1500m 

Table 6-1 XBee-PRO DigiMesh transmission range 

Configuration 
Xbee-PRO DigiMesh 

900 MHz 2.4 GHz 

1 hop, Encription Disabled 87.1 kbps 27.0 kbps 
3 hop, Encription Disabled 33.9 kbps 10.9 kbps 

6 hop, Encription Disabled 17.0 kbps 5.78 kbps 

1 hop, Encription Enabled 78.9 kbps 20.5 kbps 
3 hop, Encription Enabled 32.8 kbps 9.81 kbps 

6 hop, Encription Enabled 16.5 kbps 4.7 kbps 

Table 6-2 Xbee-PRO DigiMesh throughput 

During deployment campaign on the first two week of March 2011, the maximum 

size of single-frequency GPS data per day is about 50MB with average 10 satellites is see 

in the sky. As the result, the maximum data could generate from single-frequency GPS 

station about 100MB per day when more satellites are seen by GPS stations. The mini-

mum required bandwidth to transmit that amount of GPS data in real-time is bigger than 

9.5kbps. In un-encryption mode, the DigiMesh could support up to six hops when using 

900MHz radio and up to three hops when using 2.4 GHz radio. With that number of hops, 

the propose WMN could cover an area with diameter up to 10 km which is required for 

deformation monitoring with single-frequency GPS network in an active deformation site. 

6.3. Conclusions 

This section presents an ongoing study on the use of wireless mesh network sup-

ported low-cost in-network distributed GPS processing. The results show that this method 

significantly reduces the station location errors and makes use of the computational capa-
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bility of station in-network to process GPS data. The developed hardware and software 

system could cover an area up to 10 km in diameter, which is adequate to cover an active 

deformation-monitoring site. A detail analysis of this network with a larger coverage and 

with real deployment in the crater of active volcano should be conducted to verify the 

processing capability and system performance under challenging environment.  

However, a full system deployment is nearly impossible due to two reasons. First, 

the 900 MHz radio frequency modules are used in this study as the long-range light-of-

sight modem. This frequency is banned in Singapore and most of other Asian countries 

because it could interference with GSM signal. Moreover, it could be extremely hard to 

test that kind of long-range radio in Singapore; it requires light-of-sight clearance be-

tween stations from 5 km up to 90 km. In the very early state on this research, others 

member of the author’s team had a chance to test the radio in Indonesia with the support 

of Earth Observatory of Singapore (EOS) and EOS’s local collaborator institutions. Se-

cond, when the author finished the development of the experiment system present in the 

final part of this thesis, he doesn’t have the support from EOS for the system deployment. 

It is almost impossible to test the system without the support from local partner in Indone-

sia or elsewhere and without finance support from EOS. 
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CHAPTER 7   

SUMMARY AND CONCLUSIONS 

7.1. Summary 

Ground deformation activities of a volcanic or tectonic plate are considered as an 

early signs of forthcoming eruptive activities. GPS with its spatial and temporal properties 

is an ideal method for detecting and monitoring such deformation events. In this thesis, 

mesh networks are studied to minimize operation cost of existing dual-frequency GPS ar-

ray and reduce stations location errors in in-network single-frequency GPS processing. 

In cGPS arrays utilizing satellite or long-range LoS wireless communications, each 

GPS station in the cGPS array will periodically measure the tectonic and/or meteorological 

data and store the measured data locally. This observed GPS data is sent to a data server 

through a dedicated uplink from the stations at various update intervals. In this thesis, mesh 

network is studied to reduce the operational expenditure by reducing number of uplinks 

and the amount of data transmitted via those links. Moreover, single-frequency GPS pro-

cessing method that utilized wireless mesh network has been proposed, in order to enhance 

the existing deployed continuous low-cost single-frequency GPS deformation monitoring 

and hazard mitigation system. Although this thesis mainly focuses on tectonic and volcanic 

deformation monitoring, the proposed methodology could be used for a variety of structure 

monitoring or hazard mitigation applications, such as for landslides, open-cut mines, dams, 
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bridges, high-rise buildings. The contributions of this thesis are encapsulated in Figure 7-1. 

They will briefly described in following sections. 

 

Figure 7-1 Contribution of the study 

7.1.1. Mesh networking for GPS data compression 

Modifications of the Sumatran cGPS array are proposed to utilize wireless mesh 

network in order to reduce the expenditure of satellite communication subscription of the 

cGPS array by removing correlation observation information and reducing the number of 

costly satellite uplinks required. 

Wireless mesh networks can be established using long-range radios. These radios 

provide a point-to-point line-of-sight wireless communication link. Multi-hop communica-

tions can be utilized by deploying relay stations to overcome obstructions or long distanc-

es. Depending on the budget, geographical, power restriction or latency considerations, the 
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number of hops and the radio range supported may be limited. Clusters of GPS stations 

will be formed and a cluster-head would be selected for each cluster. Each cluster-head 

will have satellite communication capabilities and will be responsible for collecting all the 

observation data from the GPS stations within the cluster and transmitting them to the re-

mote centralized data server. Mesh network greatly reduces the number of satellite links 

needed by the GPS network, as each cluster requires a minimum of only one satellite up-

link. With SuGAr GPS data, assuming the maximum range of 90 km could be achieved 

with the absence of relay stations or repeaters. Thirteen satellite links will have to be main-

tained for 24 GPS stations of SuGAr array. However, given a maximum radio range of 250 

km, all Sumatran’s GPS stations are grouped into one cluster using only one uplink. 

Each cluster-head will compress the observation data from all GPS stations within 

the cluster using the LZMA algorithm prior to transmit via the satellite link. Compared to 

the existing SuGAr deployment where each GPS station transmits the observation data in-

dependently, the use of mesh networking allows larger datasets to be formed through the 

aggregation of observation data from each GPS station within a cluster. Given that the 

compression ratio of SuGAr GPS data will increase when increasing the dataset size to be 

compressed by adding more stations to the WMN, the number of data transmitted via the 

satellite will be significantly reduced. Cluster base compression method reduces more than 

70% of daily data upload when comparing to uncompressed processing method. The effi-

ciency of this method will increase considerably to 83% when increase GPS data upload 

frequency from daily to two minutely as the amount of upload data will increase. 

Wireless mesh networks are proposed by mean of long-range radios and data aggre-

gation is performed to enable cluster-based compression. Using the actual data captured 

from the Sumatran cGPS array in the evaluation and analysis processing, it is concluded 
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that the proposed use of mesh networking not only reduces the number of costly satellite 

uplinks required to one uplink, it also significantly reduces the total amount of data trans-

ferred through these links up to 83% at two minute upload frequency. 

7.1.2. Mesh network for parallelizing the computation of GPS processing 

In-situ parallel and distributed processing of GPS corrections could be made possible 

using mesh networking. The observation data from adjacent GPS stations can be grouped 

together and processed in a hierarchical fashion. Compared to the conventional methods of 

sequential GPS processing, the computational complexity and computation time of parallel 

and distributed GPS processing with various schemes decrease significantly. By sharing 

data within the mesh network, it is possible for in-network processing to be performed for 

GPS corrections using the processing capability of embedded system at each GPS station. 

This allows early-warning applications to be developed without the need for costly data 

transmission to a remote centralized processing facility.  

By reducing the computational complexity, the proposed computation model promis-

es to make use of small, low-cost embedded system which already available or could easily 

be deployed in cGPS network, such as routers or station controllers. The dedicated wireless 

mesh network connection between stations is utilized to transmit and collaborative process 

GPS data in real-time or near real-time fashion. 

7.1.3. In-network single-frequency GPS processing for volcano monitoring 

Active volcano deformation monitoring using GPS could be possible out by estab-

lishing and operating a network of continuous GPS receivers located on and around the 

deforming area. In order to reduce the expenditure of constructing and maintaining the 

network as well as increasing coverage area of such a deformation monitoring system, sin-
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gle-frequency GPS receivers are preferred over dual-frequency GPS receivers. With single-

frequency GPS monitoring system, the baseline lengths are kept less than 10 kilometers. In 

such a small network, the tropospheric and ionospheric delays between two receivers are 

nearly zero. Furthermore, orbit bias over such short distances can also be ignored. 

The proposed distributed GPS processing method is designed for a small coverage 

and mix-mode GPS network with WMN connection between stations. The WMN is uti-

lized to exchange raw GPS data, estimated corrections as well as processing results. These 

types of mix-mode GPS network include single-frequency and dual-frequency GPS receiv-

ers deployment around an active volcanic or tectonic plate. Four proposed steps of distrib-

uted GPS processing are described including: dual-frequency station location estimation, 

reference station selection, GPS station clustering and cluster base GPS processing. 

The processing results of Taal GPS data show that the considerably high coordinate 

scatter in the east component of Taal’s single-frequency data is a function of distance from 

the reference station, reflecting the high ionospheric gradient presented at low latitudes ar-

ea. Regardless of the coordinate scatter, the stations location of satiation with single-

frequency GPS receiver is estimated with the level of accuracy sufficient to estimate the 

deformation in all three components.  

Four network setups are studied to evaluate the proposed in-network single-

frequency GPS processing method. The results show the proposed method significantly 

reduces the number of long-range uplink required for the whole GPS array. Furthermore, 

stations location errors are very sensitive to channel error especially at sort radio range 

when some stations in the network are more than two hops away from the cluster head. 

The bandwidth required for daily solution is well supported by low power long-range radio 

modules which is used in this study. 
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7.2. The Limitation of The Proposed Wireless Mesh Network 

The proposed wireless mesh network in chapter 5 is using point-to-point long-range 

wireless connection between GPS stations. Due to the multiple hop transmission and the 

lack of redundancy upload link, a single station failure may pose a serious problem to the 

network. The wireless mesh network could be partitioned into two sub-networks with no 

communications between them. 

The site construction and maintenance of the line-of-sight link between stations 

could be a challenge because stations are usually located at remote area or hazardous envi-

ronment near volcanic or tectonic plates which may not be accessed easily.  

7.3. Suggestion and Recommendation for Future Research 

Wireless mesh network (WMN) connections between GPS stations empower them 

the ability to share information and adjustments estimation in real-time. In the future, more 

research will be conducted to study the collaborative GPS processing within a mesh net-

work of GPS stations. The suggestion of future research is to exploit mesh networking with 

three main objectives: communication bandwidth reduction, environment awareness pro-

cessing, and real-time events monitoring. 

The data compression algorithm presents in this thesis utilizing a PC based data 

compression (7Zip) algorithm. It does not take into account GPS data correlation and pow-

er limitation of remote GPS stations. Nevertheless, data correlation exists between consec-

utive GPS measurements (epochs) at the same station or between epochs at different sta-

tions which share common satellites. Exploration of data correlation could decrease trans-

mission data and reduce power consumption required for up loading data to centralized 

processing facility. The new compression algorithm has to take into account battery ca-
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pacity or energy level at the node during the processing time, such as the work presented 

by K. C. Barr for energy awareness data compress [89]. Another direction is to explore los-

sy data compression algorithms which is successfully used in WMN deployments [90], as 

demonstrated in the micro climate monitoring project. Lossy compression data could be 

used as long as it kept the estimated GPS stations location error less than a predefined 

thread hold, which could be determined by level of accuracy required by each network and 

calibration adjustments error. 

Distributed GPS processing reduces computation complexity and computation time. 

It enables embedded device to processing GPS data in real-time. Moreover, event detection 

algorithm using single GPS station may fail to detect events that cause by noisy data or 

human made events. The collaboration GPS processing to detect seismic or tectonic events 

is efficiently deployed for networks monitoring volcanoes [72, 73]. It adjusts sampling rate 

when the event happens, taking into account the event type and memory capacity of the 

nodes in network. 

The initial results of a proof of concept deployment of an in-network single-

frequency GPS processing system for volcano monitoring are presented in chapter 6. The 

results show that this method significantly reduces the station location errors and makes 

use of the computational capability of station in the network to process GPS data. The 

larger deployment should be study in the future with a larger coverage network and with 

actual deployment in the crater of active volcano would be studied in the future to verify 

the processing capability and system performance under hazardous environment. 

The challenges of real-time GPS processing method using low-cost GPS receivers 

and WMN is that the GPS processing algorithms in the literature are mostly designed for 

post processing which make use of a centralized PC/server base system facility. Modifica-
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tion of current GPS processing algorithms or development of new algorithms for real-time 

processing using localized embedded systems and the WMN have to be investigated. The-

se algorithms should take advance of addition sensors will be deployed at single-frequency 

GPS stations to support a fast and early warning events detection mechanism. 
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