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SUMMARY
Viruses are major factors of human infectious diseases. They not only

threaten the public health but also cause economic loss in the worldwide.

During the past decades, more and more cases of virus infections in human

beings have been reported. Thus, establishment of an accurate pathogen

diagnostic system is urgent for clinical virus identification. Moreover, deep

understanding of the transcriptomic profiles in typical virus-infected cells is

also imperative for vaccination, drug design as well as other medical treatment

in the future.

Microarray as an advanced technology has been well developed and

extensively applied in last decades. In the field of virology studies, microarray

technique has been widely applied in the pathogen diagnosis and transcriptomic

examination of host cells upon pathogen invasion. With the application of this

advanced technique, a large scale of data is generated at one time, which cause

the high demand of bioinformatics tools in data interpretation.

In one project, DNA microarrays were applied in pathogen detection. To

interpret the data from diagnostic microarray chips, a novel computational

software, BayesMicro, was designed and established. The virus identification

results from BayesMicro were then compared with the results from previously

published software called E-Predict. And the final comparison demonstrated

that BayesMicro was capable of generating positive predictions in all 12 tested

arrays, indicating that this software performed effectively and could be applied

in virus detection as an alternative tool.

In other projects, global gene expression profiles were examined for

comprehensive understanding of the host-virus interactions in different host

cells under different viruses infections using microarray system. The pre-

processing of the microarray data was performed under GeneSpring GX 11.0

software. Other softwares such as Expander 5.0 and Ingenuity Pathway

Analysis were applied to perform further functional annotation. The final results

demonstrated that different global gene expression profiles were observed in

different host cells infected with different viruses. Genes in key biological

groups and canonical pathways that have been reported previously showed

differential regulations at their expression levels. In addition to these well-



xx

known cellular processes, other interesting networks were also significantly

representative in our data.



1

Chapter I. General Introduction
Viruses are major factors of human infectious diseases. With more and

more cases of virus infections in human beings reported in last decades, viruses

have become threats not only to public health but also to the worldwide

economy. For example, respiratory syncytial virus (RSV) and influenza viruses

are important causes of respiratory tract infections. The former contributed to

34 million cases of lower respiratory tract infections (LRTI) in children <5

years of age and led to 66,000 to 199,000 mortalities majorly in children and

elderly patients in 2005 [1]. The latter commonly cause 3 to 5 million clinical

infections and 250,000 to 500,000 fatal cases annually [2]; Dengue fever (DF)

caused by one serotype of dengue virus is one of the most common widespread

vector borne diseases, with 100 million cases reported annually [3]; Human

immunodeficiency virus (HIV) is a kind of virus that enables to cause acquired

immunodeficiency syndrome (AIDS), in which humans would get progressive

failure of their immune system. It has been estimated that 86,500 people in the

UK were infected with this virus only according to 2009 statistics. In terms of

these data, it is urgent and necessary to establish an accurate pathogen

diagnostic system. Moreover, deep understanding of the host-virus interactions

in different viruses-infected cells is also imperative for vaccination, drug design

as well as other medical treatment in the future.

1.1 Outline of virus replication cycle

All viruses share the same basic replication cycle, but the time involved

depends on a number of factors, including the size and genetic complexity of

the virus itself as well as the nature of the host cells [5].

1.1.1 Virus entry

Viruses first recognize and bind to cells that they infect. Virus-coded

proteins on the surface of the virion bind to specific proteins, carbohydrate or

lipid on the cell surface. Structural surface proteins of many viruses bind to

carbohydrate residues found in surface glycoproteins and glycolipids that are

widely distributed on many cell types.

http://en.wikipedia.org/wiki/AIDS
http://en.wikipedia.org/wiki/Immune_system
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Once they locate on the cell surface, some enveloped animal viruses

fuse their lipid envelopes directly with the plasma membrane of the cell,

releasing the viral capsid and genome into the host cell. Some other animal

viruses are directly taken up into the cytoplasm in vesicles formed at the plasma

membrane. These vesicles then release the virion or its genome into the

cytoplasm, and the genome may be further transported into the nucleus [Figure

1.1].

Figure 1.1 Entry pathway of an enveloped animal virus (adapted from Schmidt F et al.,
2012)[311]. Enveloped animal viruses enter host cells in a stepwise process: viral particles bind
to attachment factors in the host cell plasma membrane and may undergo lateral movement.
Virions may employ two entry routes: fusion at the plasma membrane or endocytosis. The latter
may be triggered by virus–receptor interactions, followed by vesicular transport. Maturation of
endosomes provides the cues for membrane fusion. Capsid release, whether at the plasma
membrane or from an intracellular vesicle, is followed by intracellular transport of capsids and
genome uncoating at the site of viral replication.

1.1.2 Genome replication

Once delivered into the appropriate compartment of the cell, the viral

genomes express some early proteins which enable to promote the replication of

viral genome. All RNA viruses should synthesize an RNA-dependent RNA

polymerase to replicate their genomes. In this process, a variety of cellular

proteins also assist the RNA polymerase to complete the replication of viral

genomes.
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DNA viruses always produce early proteins that enable to induce the

production of a batch of cellular enzymes, and these enzymes are able to assist

virus in its genome replication. Thousands of copies of genome can be

synthesized in one cell, and these genomes can be treated as a template for

synthesis of viral mRNAs or further genome replication.

1.1.3 Virus assembly

Stuctrural proteins always participate in packing the viral genomes and

assembling the capsid in infected host cells. The simplest virus capsids consist

of one protein that forms either a closed shell or a helical tube within which the

viral genoms is packed. Large and complex viruses may have numerous capsids

proteins. Enveloped viruses code glycoproteins that are inserted into lipid

membranes to directly form a viral envelop, and this process is always called

budding. Once the progeny virions are formed, they leave the cell and infect

new host cells, in which another replication cycle is initiated.

1.2 Host responses to viruses and viral strategies to counter host responses

To stay healthy and survive, organisms must defend themselves against

invading pathogens, including viruses. Upon the virus invasion, host intrinsic

cellular defense system is initiated rapidly. A variety of cellular proteins are

involved in this antiviral process: toll-like receptors (TLRs) are responsible for

detecting invading pathogens; cytokines, including interferons, are secreted to

inhibit virus replication; a self-destruction process called apoptosis is induced to

reduce the spread of virus infection.

1.2.1 TLRs

TLRs are a class of membrane-spanning receptors that consist of an

extracellular leucine-rich repeat domain, a transmembrane-spanning domain

and a cytoplasmic Toll-interleukin-1 receptor-resistance domain. In recent years,

TLR family has been discovered and characterized as an important member in

pattern-recognition receptors (PRRs), which detect pathogen-associated

molecular patterns (PAMPs) on pathogen invading. After the recognition, the

anti-viral signaling pathways are activated, promoting the production of

proinflammatory cytokines and type I interferons (IFNs) [6].
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Members of the TLR family are involved in responses to viral infection.

Among all TLR members, TLR1, TLR2, TLR4, TLR5, TLR6, and TLR11 are

located on plasma membrane, while TLR3, TLR7, TLR8, TLR9, and probably

TLR13 of mice are expressed intracellularly within the endoplasmic reticulum,

endosomes, multivesicular bodies, and lysosomes [387]. TLR3 senses dsRNA

and some RNA viruses; TLR9 interacts with DNA containing unmethylated

CpG motifs; TLR7 and TLR8 close resemble with TLR9 and sense ssRNA

from the viral genomes [Figure 1.2]; TLR2 and TLR4 sense viral infection

through recognition of protein components of the viral particle [7].

TLR3 induces the TLR domain-containing adaptor protein to trigger

IFNβ signaling pathway, which in turn stimulate TANK-binding kinase 1

(TBK1) and IKKε. Induction of TBK1 and IKKε finally result in

phosphorylation of interferon regulatory factor (IRF)-3, as well as activation of

IκB kinase 2 (IKK2) and NF-κB. Activated TLR7 enables induction of the

adaptor protein MyD88 and subsequently leads to the phosphorylation of IRF7

[8].

To interrupt the recognition by TLRs, some viruses have found to

encode different viral proteins in order to target different factors that play

critical roles in signaling transduction. Subsequently, these encoded viral

proteins are able to inhibit TLR-mediated signaling as well as further host

immune response [9].

Figure 1.2 Toll-like receptors recognize nucleic acids (adapted from Galiana-Arnoux D et al.,
2006) [7].

1.2.2 Cytokines

Cytokines are small secreted proteins used for intercellular signaling and

communication. Cytokines not only participate in the innate immune respone
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but also mediate the communication between the innate and adaptive immune

systems. There are different types of cytokines: interferons (IFNs), pro-

inflammatory cytokines and chemokines.

1.2.2.1 Interferons

As a family of secreted cytokines, IFNs function in inhibiting virus

replication and limiting viral spread via direct antiviral and indirect

immunoregulatory activities at the very beginning of viral invasion. There are

three main types of IFN: type I IFNs, IFN-α/β, signal through

IFNAR1/IFNAR2; type II IFN, IFN-γ, signals through IFNGR1/IFNGR2; type

III IFNs, IFN-λ1/2/3 referred to IL-29/28a/28b, signals though IL-28R [10].

These IFNs transduct signals through Jak-STAT signaling pathway,

subsequently leading to the activation of downstream transcription factors and

induction of IFN-stimulated genes (ISGs).

IFN-α/β are always produced upon viral infection. Initially, recognition

of viral components by TLRs and retinoic inducible gene I (RIG-I) activates the

transcription factor NF-κB which is essential for IFN-β expression. IRF3 as

another transcription factor that is activated via RIG-I and TLR-3 mediated

signal transduction pathways also plays a critical role in expressional induction

of IFN-β and activation of several ISGs. Upon the binding of secreted IFN-β to

its receptor, this initial response is further amplified. IFNAR as a receptor is

coupled to the JAK that phosphorylate STAT1/2, which in turn initiate

transcription of ISGs [11]. OAS and PKR are downstream interferon stimulated

genes which play key roles in further antiviral activities.

Due to the prominently antiviral functions of IFNs, diverse mechanisms

have been developed and employed to impede their activities so as to

counterract the host defenses. These strategies include inhibition of IFN

production, competition for binding to IFN receptors, interference with the

JAK/STAT signaling pathway and suppression of ISGs at their expression level

[12, 13].

1.2.2.2 Pro-inflammatory cytokines

Other cytokines that are rapidly produced following virus infection

include tumor necrosis factor (TNF) and interleukins. TNF is a pro-
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inflammatory cytokine that is involved in the activation of the innate immune

responses to viral infection and the control of cell apoptosis, survival as well as

differentiation. Two surface receptors of TNF are TNFR1 that is expressed in

most cell types and TNFR2 that is expressed in immune and endothelial cells.

TNF expression is triggered by multiple PRRs such as TLRs upon recognition

of viral infection. Among different TLRs, TLR2 and TLR4 are able to detect

viral particles, while TLR3 and TLR7/8 recognize dsRNA and uridine-rich

sequences of ssRNA respectively. Additionally, nucleic acids produced by virus

can be also recognized by RIG-I and melanoma differentiation associated gene

5 (MDA5/IFIH1). Induction of TNFs results in activation of NF-κB, a key

transcription factor for proinflammatory.

IKK plays a role on phosphorylation and subsequent degradation of IκB

that sequester NF-κB in the cytoplasm. By amplifying NF-κB-dependent

expression of anti-apoptotic molecules and activation of the MAPK signaling,

TNF was also proved to mediate cell apoptosis [11]. In terms of different

signaling pathways, viruses have evolved strategies to deal with them [14].

Interleukins are a group of cytokines that function primarily on the

differentiation and activation of immune cells. For example, IL-1α and IL-1β

from IL-1 family are proinflammatory cytokines that mediate a variety of host

responses including increasing acute-phase signaling, trafficking immune cells

to the site of primary infection, activating epithelial cell and secondary cytokine

production [13, 15].

1.2.2.3 Chemokines

Chemokines are the largest family of cytokines consisting of four types

(CXC, CC, C, and CX3C) based on the spacing of their first two cysteine

residues. Cytokines serve to recruit immune cells such as lymphocytes and

antigen-presenting cells to the site of infection, and these recruited immune

cells will function to limit virus replication and stimulate the adaptive immune

respone [13]. For example, CCL5 that is responsible for the recruitment of CD8

T cells to the lung has been proved to participate in not only the classical IFN-γ

dominant Th1 responses but also Th2 response during RSV infection in mice

[16]. Evidences have been also provided that certain viral proteins interrupt the

host defense system through interfering with MHC functions [17].
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1.2.3 Cell apoptosis

Many host cells respond to a virus infection by inducing a self-

destruction process called apoptosis or programmed cell death. This can be an

effective host defense system, becaused the premature death of virus-infected

cells reduces the spread of the infection wihin the orgranism [18]. Viruses also

have evolved some stratigies to delay apoptosis of the host cell until their

replication cycle is completed [17].

Apoptosis signaling generally triggers two major pathways, the intrinsic

and extrinsic pathway. The former one is controlled by permeabilization of the

mitochondrial membrane and release of cytochrome c. Cytochrome c enables to

form a complex with Apaf-1 and procaspase-9, and this complex subsequently

activates downstream caspases. Members from Bcl-2 family have been proved

to be involved in the control of this pathway. The latter pathway is activated by

the TNF family through binding to the domains of the death receptors including

Fas, DR4 (Trail-R1), TNFRI, and TNFRII, which in turn lead to caspase

activation [19] [Figure 1.3].

Figure 1.1 Apoptosis signaling pathway. Initially, the extrinsic stimuli such as TNF and Fas
ligand stimulate death receptor trimerization, and then caspase 8 is activated after being
recruited to the cytoplasmic domain of the death receptor. Activation of caspase 8 leads to
activation of either caspase 3 or the BH3-only protein Bid. In the case of Bid activation, Bid is
translocated to the mitochondria in order to activate Bak, subsequently the mitochondrial
membrane is permeabilized and the pro-apoptotic factors are released. Eventually, the
downstream caspases are activated to fulfill the final cell death. Intrinsic stimuli activate BH3-
only proteins that activate Bak and Bax, or repress anti-apoptotic Bcl-2 proteins, thereby
regulating apoptosis at the mitochondria.



8

1.2.4 Host cell signaling pathways

1.2.4.1 JAK-STAT pathway

Once IFNα/β are secreted by an infected cell, these cytokines will bind

to the ubiquitously expressed IFNAR. Signaling through this receptor leads to

activation of the JAK-STAT pathway and expression of interferon production,

amplifying the response to viral infection. The JAK-STAT pathway

demonstrates the activation of STATs protein by JAK proteins [Figure 1.4].

JAK proteins are activated by interferons and interleukins. After the binding

into the receptors, the JAK proteins phosphorylate the STAT1 proteins

(pSTAT1), turning them into activated form. pSTAT1 proteins dimerize and

translocate to the nucleus [20]. However, Pauli EK et al (2008) proposed that

phosphorylation of STATs in the IFNβ signaling might be regulated by some

cellular factors, such as proteins of SOCS family [21]. These SOCSs have been

proposed to have high affinity for JAK and STAT proteins and therefore inhibit

the transmission of IFNα/β signaling. Validation experiment indicates that

SOCS-3 is partly responsible for the inhibitory activity via NF-κB-dependent

induction [22].

Figure 1.4 The IFN receptors and Jak-STAT signaling (adapted from Katze MG et al., 2002)
[10].
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1.2.4.2 NF-κB/IKK pathway

The NF-κB family plays a central role in the cellular inflammation

response through controlling a network of gene expression. It is commonly

activated upon virus infection and its activation leads to the expression of an

array of cytokine and chemokine genes, including IFNβ [23]. Apart from its

function as regulator of the expression of inflammatory molecules, NF-κB also

regulates mechanisms of controlled cell apoptosis in several cell types.

The mechanism of NF-κB activation depends on the activation of the

inhibitor of IKK complex. The IKK complex consists of at least IKK1/IKKa,

IKK2/IKKb and NEMO/IKKg. Amon these isozyme, IKK2/IKKb is most

important for the activation of the canonical NF-κB pathway through

phosphorylating and degrading the inhibitor of NF-κB (IκB). This consequently

leads to the release and translocation of NF-κB factors p65 and p50 dimers that

migrate to the nucleus to exert its biological functions.

1.2.4.3 MAPKs signaling pathway

MAP kinases play an essential role in cellular responses such as

proliferation, differentiation, immune response and cell death. Three main

families of MAPKs in mammals all have their own activators, inactivators,

substrates and scaffolds, and all these factors form a fine signaling network in

reaction to different stimulations from extracellular or intracellular. Three

concrete pathways are MAPK/ERK, SAPK/JNK and p38 MAPK. MAPK

signaling promotes cell survival by a dual phosphorylation event on threonine

and tyrosine residues. The upstream MAPKK regulates these 4 enzyme

activities. Two MAPKK (MKK3/6, MKK4/7) are responsible for activation of

p38 and JNK respectively. These enzymes are involved in apoptosis and

cytokine expression, and can be activated by environmental stress conditions.

The upstream Raf controls the phosphorylation of MAPK/ERK kinase

(MEK)1/2, which regulates the activation of ERK1/2 that plays a regulatory

role in cell proliferation and differentiation. Lastly, enzyme ERK5 is activated

by MEK5 [Figure 1.5] [24].
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Figure 1.5 MAP kinase pathways in mammals. MAPKs are activated by dual
phosphorylation on Thr and Tyr caused by specific MKKs, which are in turn activated by
MKKKs (adapted from Zhang Y et al., 2005) [24].

1.3 Traditional strategies in virology studies

1.3.1 Traditional strategies of virus identification

In tradition, various techniques such as tissue culture,

immunofluorescence assay (IFA), enzyme-linked immunosorbent assay

(ELISA), electron microscope (EM) and reverse transcription-polymerase chain

reaction (RT-PCR) are applied in pathogen detection.

IFA is a technique used with a fluorescence microscope. This technique

specifies the antibodies carrying fluoresecent dyes to target their corresponding

antigens, and therefore allows visualisation of the distribution of the target

molecules. EM is another technique that is based on antibodies. Antigens from

samples are attached to a surface and specifically bind the corresponding

antibodies, and substances are able to react with the enzymes that are linked to

the antibodies, thereby detectable signals are produced. Both these two

traditional techniques have been widely applied in pathogen detection [25] and

the major limitations of them lie in the signal measurement: photobleaching in

IFA and complex enzyme activity in ELISA.
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Another technique called RT-PCR is also applied in pathogen detection

[26]. This technique is based on the polymerase chain reaction, and it is able to

not only detect the pathogen sequence but also quantify the pathogen sequence

in the sample. The limitation of this technique is that it heavily relied on further

pathogen sequencing. EM is a type of microscope that has great resolving

power and can reveal the structure of small objects. The diadvantage of this

technique is that it is very expensive to build and maintain, and the operation

and analysis heavily relies on highly-trained technicians.

Currently, advanced methods such as microarray have been widely

applied in pathogen studies, mainly because of the following advantages: (1)

small volumes of probes and samples required; (2) a large amount of

information generated within one experiment; (3) broad-based and co-infectious

detection. Although it is treated as a promising technology, challenges still have

been posed to users. These challenges majorly lie in reproducibility,

hybridization efficiency, highly-trained technicians and professional manpower

for data analysis. In addition, sophisticated machine for image processing and

rigorous bioinformatics software for effective data mining are also required [27].

1.3.2 Traditional strategies of host gene expression investigation during

virus infection

In order to examine host genomic expression profiles following virus

infection, techniques including RT-PCR, northern blot, RNase protection assays

and serial analysis of gene expression (SAGE) have been employed in

quantifying gene expression for a long period [28-31]. In the meanwhile, other

methods such as ELISA and western blot have been also widely applied in

protein expression quantification since a long time ago [32, 33]. Although

relatively accurate quantification could be generated using these techniques,

they are limited to quantify multiple genes or proteins together at one time

(Table 1.1).

In the past decades, several advanced technologies have been pioneered

and applied to investigate the gene or protein expression in the field of virology.

These technologies including microarray, mass spectrometry and next

generation sequencing (NGS) enable to quantify tens of thousands of genes or

proteins in parallel. However, the common disadvantages of these technologies
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are the demand of highly-trained technicians and rigorous bioinformatics

software for accurate data interpretation.

Table 1.1 Advantages and disadvantages of different strategies which are applied in
genomic investigation during virus infection.

1.4 Design of DNA microarray technology

A microarray chip is an orderly arrangement of a rectangular grid of

“spots”. Thousands of short DNA fragments (probes) are printed onto a small

solid matrix in order to examine cDNA representing mRNA (targets). The basic

theory of the microarray experiments lies in the hybridization by base pairing

between probes and targets. Dependent on this special structural design of

microarray, thousands of different probes are able to be immobilized into a

single array for parallel investigation [34, 35].

1.4.1 Different applications of DNA microarray

There are a number of applications of microarray technology in past years.

In the area of phylogenomics in pathogens, comparative genomics can identify

genetic factors responsible for transmission, evolution, virulence, and even anti-

microbial resistance among different pathogen phenotypes [36].
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Another application is to study host-microbe interaction, and this

transcriptome analysis of intracellular pathogens in in-vitro and in-vivo models

at different infection time points offers better understanding of the molecular

biology and life cycle of pathogens [37, 38].

The microarray platform can also be exploited to array protein markers

and glycans. This platform offers a high throughput screening for patient to test

for antibodies to a wide array of proteins. These proteins serve as

immunoreactive antigens as in the case of Severe Acute Respiratory Syndrome

(SARS) virus and can be used as serological markers in epidemiological study

[39]. In addition, the array can be used as therapeutic proteins for vaccine

development as in the case of smallpox vaccine [40]. In another example, the

development of a glycan array allows the study on the receptor affinity of

different influenza A virus subtypes and the information is extrapolated to

understand the host specificity [41].

Another exploitation of the platform is the array of a library of small

molecules, which could potentially be drug candidates. These are then screened

with a panel of target proteins from pathogens such as the anthrax lethal factor

[42].

In the field of virology, the most popular applications of microarray

technique could be majorly classified into two repects: microbial or medical

diagnosis [43, 44] and transcriptomic examination [45].

1.4.2 Application of microarray in virus identification

During the last decade, the broad-based virus detection using the

microarray DNA chip was developed (Figure 1.6) and different types of

microarray chips designed for different detection purposes were pioneered

(Table 1.2).

The broad-based virus detection using the microarray DNA chip was

pioneered by the DeRisi group [27, 48]. In this chip, long oligonucleotides at 70

mers were designed and each virus was represented by the top 5 highly

conserved oligonucleotides and the corresponding reverse complement

oligonucleotides. These long oligonucleotides were arrayed for a total of 1000

viruses and represent all known viruses at that time the virus pathogen chip was

designed in year 2003. These viruses cause diseases in human, animals,
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agricultural and are also found in the environments. Subsequently other viral

chips were developed based on a similar platform. For example, the 40-mer

microarray chip was developed by Wong et al (2007) with the aiming of

detecting a small group of RNA viruses [49]. Another group in Taiwan reported

the use of 70-mer microarray chip in a similar design to DeRisi’s group [50].

Table 1.2 Different types of microarray chips in virus detection. The chip from DeRisi
group can be used to detect around 1,000 viruses; Greene Chip is applied in identifying a
variety of micro-organisms; Commercial microarray chips like TessArae performs well in
microbial detection and genetic testing [27, 46, 47].

Chip from DeRisi group Greene Chip TessArae

70-mer oligonucleotides 60-mer oligonucleotides 25-mer oligonucleotides

each virus was

represented by the top 5

highly conserved

oligonucleotides and the

corresponding reverse

complement

oligonucleotides

oligonucleotide probes

from one conserved

target and two variable

targets are taken into

consideration for the

design

Eight probes are designed for

each nucleotide pair; four

each for the forward and

reverse strands with each set

of four tiled together as a

probe set. The probes vary

only at the center with an A,

G, C or T at that position

detect about 1,000 viruses

which cause diseases in

human, animals,

agricultural and are also

found in the environments

detect a variety of

micro-organisms such

as viruses, bacteria,

parasites, fungal

Microbial detection and

genetic testing

Figure 1.6 Strategy to identify viruses based on microarray technology. With regard to
different detection purposes, array design and samples preparation should be considered
carefully. Microarray reaction, detection, and data analysis are fulfilled step by step. Finally,
methods such as PCR, IFA, and ELISA are applied for further validation.
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The GreeneChip is another viral microarray chip that is not

commercially available, but has been incorporated as part of the novel pathogen

discovery program led by Dr Lipkin’s group in Columbia University, New York

[46]. In this case, the GreeneChip were arrayed with 60-mer oligonucleotides,

and these were selected from a variety of micro-organisms (viruses, bacteria,

parasites, fungal). The selection of probe sets for viruses were more logical

compared to Wang et al (2002; 2003) [27, 48]. Oligonucleotide probes from one

conserved target usually coding the enzyme genes and two variable targets

usually coding the structural genes are taken into consideration for the design.

In some pathogen chips, simultaneous detection and partial

characterization in further reveals the exact sequence information hence

providing preliminary and confirmatory identification. For example the

resequencing chip developed by Lin et al., 2006 was so successful that it was

taken over commercially and marketed under TessArae

(http://www.tessarae.com). It can provide identification and partial sequencing

of important virus genes and targets a range of respiratory viruses in the Centers

for Disease Control and Prevention (CDC) list of category A, B and C agents. It

is also able to perform whole genome sequencing of a comprehensive list of

haemorrhagic fever viruses.

There are other types of microarray chips which provide partial

characterization such as the chip used for subtyping influenza viruses [47]. In

this chip, specific 21-mer oliognucleotides representing different subtypes of

influenza viruses were arrayed on glass slides, and the genetic materials from

samples were allowed to hybridize to the oligonucleotides.

The clusters of regularly interspaced short palindromic repeats

(CRISPR)/Cas (CRISPR associated proteins) system that functions on

defending against invading nucleic acids is broadly distributed in microbial

immunity. The CRISPR spacer sequences have been proved to be unique within

individual microbe genomes and may even be unique within different cell types.

Accordingly, CRISPR spacer-based microarrays were designed by Snyder JC et

al (2010) to identify unknown virus[51].

Another system called Pan-viral microarray targets to virus genus

specific detection [52]. In that chip, 628 63-mer genus specific oligonucleotides
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were designed as probes to screen 32 human pathogenic RNA virus genera

from 14 virus families.

Recently, another pan-microbial detection array (MDA) that targets to

all known viruses and bacteria has been also established [53, 54]. Probes

specific to different virus families were designed for all sequenced viral and

bacterial genomes, segments, as well as plasmids. Some sequence variations

were tolerated during the probe design process so that detection of divergent

species with homology became possible.

1.4.3 Application of microarray in host gene expression investigation

during virus infection

When the microarray technique is applied in monitoring gene expression

(mRNA abundance), the genes which play critical roles on inner cellular

function are majorly investigated. Since these genes are transcribed from

genomic DNA, their expression profile also refers to as transcriptome. The

genomic transcription from DNA to mRNA is the initial step during the process

of protein synthesis, thus differences in gene expression might indicate specific

cellular responses in reaction to intra or extra interferences. Comprehensive

understanding of the detailed gene expression in different situations is essential

to analyze the biological functions of its encoded protein. Moreover, changes of

the whole gene expression profiles can provide insight into cellular regulatory

mechanisms and underlying biological signaling pathways [55].

It has been well known that viruses are not able to propagate

independently in their host cells. In every infection cycle, viruses must enter

into their host cell for replication and transcription. In this process, many host

cell functions are required to assist them to complete the multiple steps of their

life cycle. And these cellular functions could be divided into several aspects:

cellular translation and translocation, sorting machinery to target glycoproteins

to the proper cellular destination, a lipid-synthesizing machinery for virus lipid

envelope and the cellular nucleus that is necessary for DNA viruses (except

poxviruses) replication [56].

Besides, viruses have also evolved the mechanisms to avoid the negative

influence from the host antiviral actions. For instance, expression of molecules

in immune response signaling pathways have been suppressed in order to make
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sure their replication happen without interference from the inflammation

responses; cytoskeleton and cellular signal transduction pathways have been

manipulated to benefit their easily entry and following cellular travel; new

strategies have been also evolved to prevent host cell apoptosis to guarantee

their smooth replication and budding [56].

In view of these complex interactions, microarray technology has been

widely applied in defining the global transcriptional activities in viruses-

infected host cells to facilitate virology research as well as further antiviral drug

discovery[57, 58]. To date, many groups have reported the applications of

microarray in the investigation of gene expression profile in viruses-infected

host cells. For instance, Katze MG et al (2008) applied microarray technique to

examine the global gene expression profiling in various viral infected models,

aiming to explore viral pathogenesis and host-pathogen interactions at a

systems-level [59]; microarray technique was also involved in identifying

differentially expressed genes and pathways in cattle infected with Alcelaphine

herpesvirus 1 [60] as well as in human retinal pigment epithelium infected with

West Nile virus [61]; genomic host responses upon laryngotracheitis virus

vaccine infection were also checked in chicken embryo lung cells based on a

microarray platform ; Other applications of microarray technique in studying

the transcriptome under virus infection have been also extensively published

[63-66].

1.5 Bioinformatics tools involved in virology researches

In recent years, bioinformatics tools and databases that interpret

genomic, proteomic, and other functional information have become more and

more indispensable for virology studies. The applications of these

bioinformatics analysis in virology researches include open reading frame (ORF)

identification, gene prediction, homology searching, sequence alignment,

pattern/motif/epitope recognition, short tandem repeats, transmembrane

domains as well as secondary and tertiary structural studies [67].

With the dramatic development of techniques such as microarray, mass

spectrometry (MS)-based proteomics and NGS, mRNA and protein abundances

could be surveyed in a routine, rapid and high-intensity [68-70]. Due to large-

scale of quantification at one time, these advanced techniques have been now
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widely applied in virology studies [71, 72]. At the meanwhile, more and more

bioinformatic tools have been also pioneered in order to extract useful

information in their abundant data [35, 73-75].

1.5.1 Bioinformatics pre-processing for microarray data

Sophisticated bioinformatics processing is required before abstracting

the meaningful data from microarray experiments. This procedure commonly

include: background correction, data truncation, outlier correction, averaging,

quality control and normalization. A variety of statistical considerations and

algorithms are involved in this procedure to retrieve the accurate observed

signal intensities from the microarray chips [76].

1.5.2 Bioinformatics software for virus identification

While many virus detection microarray chips have been described, there

are only a couple of algorithms published for analyzing data from these

diagnostic chips [77]. The algorithm for E-Predict [78], DetectiV [79], and

VIPR/ VIPR HMM [80, 81] are published and their software are available to

the public. Other algorithm such as GreeneLAMP [46], PDA [49], PhyloDetect

[82] and CLiMax [53] are available but not the software. These different

computation strategies are established in aim to target different microarray

diagnostic chips based on different statistical hypothesis.

E-predict is the first computation strategy raised together with the

corresponding 70-mer oligonucleotides microarray chip by DeRisi group, and

treated as their default computation strategy. It is a computational strategy used

for virus species identification based on microarray experimental hybridization

intensity pattern (http://derisilab.ucsf.edu/epredict/). Using this strategy, a

library of theoretical binding energy profiles that represent different virus

species with known genomic sequences, was computed and then compared with

the experimental hybridization intensity pattern. The final detection result is

reached through calculating Uncentered Pearson correlations between the

theoretical binding energy profiles and the experimental hybridization intensity

patterns.

DetectiV is an R-based method for significant testing. It integrates many

R packages including limma, marray, affy together to achieve the virus
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detection goal and meanwhile offered an additional visualized maps [83, 84].

VIPR, as a probabilistic algorithm, applies Bayesian inference in

capitalizing on empirical training data so as to optimize virus detection

sensitivity. And VIPR HMM implements the analysis by incorporating a hidden

Markov model (HMM) into existing VIPR in order to detect the recombinant

genomes.

PDA software fulfills the pathogen detection based on two steps: a

modified Kullback-Leibler Divergence (KL) is imported to evaluate the

hybridization intensity of probes in each pathogen r-signature; Anderson-

Darling test is performed to complete further statistical analysis.

GreeneLAMP centers the log-transformed intensity, with QFAST

algorithm is applied to compute the tail probability (P-value) for each virus.

And these P-values for positive probes associated with the virus are finally used

to calculate the tail probability.

In PhyloDetect, it is assumed that the probes in microarray yield a

hybridization signal with a matching microbial sequence but no signal with a

non-matching one. On the basis of this probe-microbe match matrix, the

microbial detection outcome is fulfilled by three steps: grouping of non-

distinguishable microbes, arrangement of microbial groups in a hierarchical tree

and computation of likelihood.

CLiMax is based on a biophysical model of probe-target hybridization,

and a greedy algorithm is applied to find a local maximum for the likelihood.

1.5.3 Bioinformatics software for host gene expression during virus

infection

Genomic interpretation of the microarray data generally focus on the

following directions: enrichment of functional pathways and processes,

clustering of gene expression profiles, discovery of regulatory networks as well

as prediction of transcription factor binding [85, 86].

1.5.3.1 Pathway enrichment

Through analyzing biochemical pathways and biological processes, it

will be easy to understand how these molecules interact with each other, as well

as their functional roles at the systems level. In virology studies, more and more
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evidences have been provided that molecules in pathways associated with

immune response, apoptosis and antigen representing show un-normal

expression. Accordingly, investigations on dysregulation of these specific

pathways or processes during virus infection may be beneficial to understand

the host-viral interaction mechanisms, and therefore potential antiviral

interventions and vaccine targets could be pioneered [67].

A commonly used pathway database is Kyoto Encyclopedia of Genes

and Genomes (KEGG), which includes information of metabolic pathways and

regulatory pathways [87]. Another pathway database called HumanCyc, which

is under BioCyc system, and this database contains the metabolic pathways

which are only specific to human [88]. As to the bioinformatics software which

enables to enrich the significantly regulated pathways are involved GeneSpring,

Gene Set Enrichment Analysis and Ingenuity Pathway Analysis [89].

1.5.3.2 Clustering analysis

In the traditional analysis of microarray data, individual differentially

expressed gene is not able to provide the complete picture of the gene

regulations. Noise and variation in microarray expression data may influence

the expression performance of individual gene. Thus the employing of

clustering analysis on studies of these expression data makes it easy to detect a

group of functionally related genes with coordinated expression profiles. These

groups of genes with similar expression trend are assumed to have related

biological functions and correspond to some critical cellular processes and

pathways [90, 91].

Different clustering algorithms generate different results even when

given the same expression dataset. For biologist, it is difficult to choose an

appropriate clustering method. Till now, a diverse set of clustering algorithms

have been proposed by different groups. These are five traditional methods: k-

means clustering, the hierarchical clustering based on average linkage or

complete linkage, and the methods due to McQuitty and Ward. Besides, some

more graph-based approaches such as k-clique communities, WGCNA, NNN,

CAST, and CLICK have been established. Finally, two other approaches called

self-organizing maps and QT Clust have been also applied in microarray data

analysis recently [92].
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1.5.3.3 Regulatory network discovery

In biological cells, mRNA and proteins interact with each other with

various degrees of specificity. These molecules and their interactions form

different gene regulatory networks. Discovery of these gene regulatory

networks will help us understand the inner signal transduction system in the

host cells. In virus infected host cells, examining the regulation status of

different networks will be absolutely beneficial for the understanding of virus

invasion and host antiviral mechanisms [91].

Traditional methods which are applied in constructing gene regulatory

networks from microarray data include linear models, Bayesian networks and

Boolean networks [93]. In these years, Ruan J et al (2010) have proposed a new

and robust method called gene co-expression networks, and Zare H et al (2011)

also has built up a new algorithm called Kernel Embedding of Regulatory

Networks, which is based on the gene regulation association [94].

Recently, more and more findings have proven that both virus and host

encode microRNAs, which in turn participate in the intricate host-virus

interactions. Thus the regulatory networks of microRNA-mRNA interactions

during the pathogen infections will draw more and more attentions in virology

researches [95-97].

1.5.3.4 Transcription factor binding prediction

In fundamental biological processes, transcriptional regulation affects

the translation level of proteins by regulating cellular mRNA levels. When it

comes to higher eukaryotes, the complexity of them primarily resides in the

sophisticated regulatory networks [98, 99]. Accordingly, discovering the

potential binding motif using bioinformatics knowledge will be beneficial for

the deep understanding of inner cellular function.

Several classic databases of transcriptional factor elements and their

binding sites have been established and updated these years. Among them, two

representative databases are TRANSFAC and JASPAR [98]. Software which

have been reported to enrich the potential transcriptional factor and their

binding sites include oPOSSUM human single site analysis package [100],

PRIMA [101] and STOP [102].
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1.6 Objective

As we know, pathogens such as influenza viruses, RSV and poxviruses

have become greatest threats to human health. And in the past decades,

scientists have paid more and more attentions on virus researches, not only

aiming to improve the virus diagnostic system but also making efforts to

investigate the host-virus interactions.

Advanced high-throughput technologies such as microarray have shown

superiority when compared to other traditional methods. With its application,

multiple bioinformatic databases and tools become more and more imperative

to accurately interpret these microarray data. In our studies, we exert efforts to

solve the popular issues in virology researches with the help of microarray

technology, and in this process, relevant bioinformatic approaches have been

pioneered or employed to achieve the data analysis.

In the project regarding to pathogen diagnostic chips, a new

computation strategy, called BayesMicro, is described. This software is

designed based on a novel Bayesian metric and implemented in a Perl

environment. It is used to not only detect the virus from the global species level

but also provide further differential virus detection within virus families.

In other projects, standard microarray chips (Affymetrix) are involved in

investigating the global transcriptomic features in different cell lines after

infections of different viruses. The pre-processing and further interpretation of

microarray data were performed under the software including GeneSpring GX

11.0, Expander 5.0 and Ingenuity Pathway Analysis. The examination results

demonstrate that different global gene expression profiles are detected in

different virus infected different cells. The pathways which have been

mentioned in previous reports also illustrate differential regulation in our

experiment. In addition to these published pathways, genes in some other

pathways have also been enriched to show differently transcriptional changes

during the virus infection.
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Chapter II. Materials and Methods
2.1 Materials

2.1.1 Viruses

RSV A2 ATCC
A/WS/33 ATCC
A/Singapore/478/2009 DSO National Laboratories
A/Duck/Malaysia/01 AVA
A/Duck/Malaysis/F118/08/2004 AVA
A/Duck/Malaysia/F59/04/1998 AVA
A/Duck/Malaysia/F189/07/2004 AVA
A/Duck/Malaysia/F119/3/1997 AVA
A/umbrellacockatoo/Singapore/F47/12/92 AVA
A/fairybluebird/Singapore/F92/09/94 AVA
Cowpox virus Brighton strain ATCC VR302 ATCC
Vaccinia virus Lister strain ATCC 1549 ATCC
Ectromelia virus Moscow strain VR1374 ATCC

2.1.2 Cell types and their maintenance

Hep2 cells were derived from a human epidermoid cancerous cell line.

It was abtained from American Type Culture Collection (ATCC). They were

maintained in 10% Dulbecco’s Modified Eagle’s medium (DMEM) (Invitrogen)

containing 10% fetal bovine serum (FBS) and 1% penicillin/streptomycin

(Glibco) at 37oC in 5% CO2 and antibiotics.

Human alveolar basal epithelial (A549, ECACC 86012804) and Madin-

Darby canine kidney (MDCK, ECACC 84121903) cells were obtained from

European Collection of Cell Cultures. Chick embryo fibroblasts (CEF) were

prepared from 8 to 10 day-old chick embryos. After ethanol cleaning, the eggs

were processed using forceps to isolate the intact body part. The intact body

part was then made into single cell suspension. They were maintained in 10%

Dulbecco’s Modified Eagle’s medium (DMEM) (Invitrogen) containing 10%

fetal bovine serum (FBS) and 1% penicillin/streptomycin (Glibco) at 37oC in

5% CO2 and antibiotics.

Murine lung CD11b + cells were prepared from 6–8 weeks old special

pathogenfree (SPF) female Balb/c mice. The lungs were digested with

collagenase D (1μg/ml; Gibco) and single cell suspension (0.5% BSA, 2mM

EDTA, in 1XPBS) obtained was passed through a 30 μm filter. CD11b + cells

were purified using CD11b microbeads and a LS positive selection column
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(Miltenyi Biotec). The cells were eluted from the microbeads and cultured in

L929 cell conditioned (30%v/v) medium for 3 days at 37 oC in 5% CO2.

RAW 264.7 (RAW) cells (Mouse leukaemic monocyte macrophage cell

line) were purchased from ATCC (TIB-71) and maintained in 10% Minimum

Eagle’s Media (MEM media) (D1152 media, Sigma) containing 10% FBS and

1% penicillin/streptomycin (Glibco) at 37 oC in 5% CO2.

Chick embryo fibroblasts (CEF) were prepared from 8 to 10 day-old

chick embryos and maintained in DMEM containing 10% FBS and pen/strep

[394].

2.2 Experiment design

2.2.1. Experiment workflow for pathogen detection

Nucleic acids were isolated from virus-infected cell cultures (Qiagen).

Their amplification consists of three steps: random-primed reverse transcription,

second strand cDNA synthesis and PCR. The PCR products ran on the agarose

gel electrophoresis and amino-allyl (aa)-dUTP were incorporated. The aa-

dUTP-incorporated DNAs were fragmented and purified using the PCR

purification kit (Qiagen). After that, the amino-allyl group was then labeled

with Cy3-fluorescent dye (GE Healthcare). The printed microarray slides were

UC cross-linked and blocked first, and the labeled PCR products were

subsequently hybridized overnight to the microarray chip. The hybridization

signal intensities were retrieved using Genepix software, and subsequently

reformatted and submitted into E-Predict and BayesMicro software for further

analysis [27][48][78].

For all the virus infections, they were generally infected with a MOI > 1,

and infection was carried out at 37oC in the presence of CO2 [Table 2.1].

2.2.1.1. Primers used

Primer name Primer sequence (5’ to 3’) Size (bp)

Primer A GTT TCC CAG TCA CGA TCN NNN NNN NN 26

Primer B GTT TCC CAG TCA CGA TC 17
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Table 2.1 Preparatino of virus strains.

*9-11 day old embroynated chicken eggs

2.2.1.2. Design of the viral chip

The complete list of viral oligonucleotide sequences represented on the

microarray viral chip by Wang et al., 2003 was downloaded from

http://derisilab.ucsf.edu/virochip. Oligonucleotides belonging to plant viruses

were removed from the list, and only human or zoonotic viruses were

synthesized. Each virus was represented by the top 5 highly conserved

oligonucleotides and the corresponding reverse complement oligonucleotides.

These oligonucleotides were 70 mer in length. In addition, we also randomly

selected 10 oligonucleotides from 10 human genes as controls for microarray

scanning. In total, 6233 oligonucleotides were synthesized.

2.2.1.3. Fabrication

The oligonucleotides were suspended in 3XSSC at a concentration of 50

pmol/ul and printed on glass slides (Full moon biosystem).

2.2.1.4. Extraction of viral nucleic acids, amplification, and labelling

Nucleic acids were extracted from infected cell culture with either the

DNA minikit or RNeasy kit respectively (QIagen, CA, USA), following

manufacturers’ instructions. 2 µg of nucleic acids were reverse transcribed with

Superscript II or III using primer A (Table 1). Primer A possesses a stretch of 9

random bases at the 3’ end which allows it to randomly prime any nucleic acid

sequences belonging to the template, and a non-random 5’ tag. After reverse

http://derisilab.ucsf.edu/virochip
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transcription, a second strand cDNA synthesis was carried out with Sequenase

(US Biochemicals, USA). PCR amplification of the ensuing double-stranded

template was then carried out with primer B, which targets the non-random tag

on primer A. The resultant PCR product was then amplified a second round

with primer B, in the presence of aminoallyl-dUTP andthe amplicons,

containing aminoallyl group was then purified, and labelled with Cy3-dyes. The

dye ratio was monitored, and we only proceed with hybridisation when the dye

ratio lies between 30 and 60.

2.2.1.5. Hybridisation

Microarray hybridisation was performed. All arrays were imaged using

a 4000B Axon scanner with the GenePix software Version 4 (Foster City, CA).

The microarray data were converted to a colour visualisation in which the Cy-3

intensity of each viral-specific sequences hybridised onto the chip was imaged.

Generally, the microarray was imaged at 500 pmt, and only at 400 pmt if the

background is high.

2.2.1.6. Data processing and analysis

The image was mapped to a .gal file containing the oligonucleotide

identification, the spots aligned manually or by default, and normalised to

subtract the background signals. The final output data from GenPix software

were extracted into a .gpr file. The .gpr file required a Perl program to further

process the useful data within the .gpr file into a .vdar files before submission to

the E-predict and BayesMicro for analysis.

2.2.2. Experiment workflow for RSV infections

RSV A2 strains were infected in two types of cell lines (Hep2 and

mouse macrophages) [Table 2.1]. Two types of Affymetrix GeneChips

including GeneChip HG-U133 Plus 2.0 Array and GeneChip Mouse 430 2.0

Array were applied in our experiment to examine the genome-wide gene

expression in human Hep2 cells and mouse macrophages at different post

infection time points.

The RSV A2 strain was was prepared using Hep2 cell culture. RSV

particles were recovered from tissue culture media by centrifugation at
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150,000g for 2 hr at 4°C, after which the virus was gently and uniformly

resuspended in an equal volume of fresh DMEM with 2% FCS and stored at -

80°C. A Hep2 cell microplaque assay was applied to confirm the infectivity of

the resulting inoculum. During the time of infection, the virus was thawed and

spun at 1200 rpm for 10 minutes and the cells were infected with RSV A2 at an

MOI=5 using DMEM (Invitrogen) with 2% FBS at 33oC in 5% CO2.

Investigation of transcriptome from 4hpi to 15hpi in RSV-infected Hep2

cells allow to observe the formation of progeny virus, but is prior to the cell

damage that occurs later in the replication cycle that could cause indirect

changes in the host cell expression profile. Besides, the virus infectivity

recovered from macrophages indicated virus titres of 2x101 pfu/ml (similar

between 2.5hpi and 20hpi), and only sporadic stained cells were detected using

the tissue culture supernatant of RSV-infected macrophages. Thus, RSV

infection in macrophages might result in the formation of virus antigen and the

production of inclusion bodies, however, the efficient infectious virus particle

production did not occur [156][364].

The genome-wide gene expression profiles in Hep2 cells and mouse

macrophages were examined using the GeneChip Mouse Genome 430 2.0

Array (Affymetrix, USA) and GeneChip Human Genome HG U133 Plus 2.0

Array (Affymetrix, USA) high density microarray systems. Different infected

cells were harvested at 4°C using RNAlater (Ambion) in PBS buffer, and total

RNA was extracted using RNeasy minikit (Qiagen). Double-stranded cDNA

was synthesized from 3 μg of total cRNA with the GeneChip One-Cycle cDNA

synthesis kit (Invitrogen, Affymetrix), followed by synthesis of biotin-labelled

cRNA using the GeneChip IVT labeling kit (Affymetrix). After cRNA

fragmentation, 15 μg of labeled cRNA was hybridized to Mouse Genome 430

2.0 Array (Affymetrix, USA) and GeneChip Human Genome HG U133 Plus

2.0 Array (Affymetrix, USA). After hybridization, these chips were then

washed and stained using the GeneChip Fluidics Station 450 (Affymetrix).

Finally, GeneChip scanner 3000 (Affymetrix) was employed in scanning the

chips, and quality control and data acquisition were performed according to the

standard protocols available from Affymetrix. Normalization using a global

scaling strategy to a target intensity of 500 was first performed using GCOS

(v1.1, Affymetrix) before generating the .CHP files [156][364].
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2.2.3. Experiment workflow for influenza A viruses infections

Eight influenza A virus strains with five subtypes (H1N1/WS, H9N2,

H5N3, H5N2/F59, H5N2/F189, H5N2/F118, H5N3, H7N1 and pH1N1/478)

from egg propagated were infected in three types of cell lines including A549,

Chick Embryo Fibroblast (CEF) and Madin Darby Canine Kidney (MDCK)

cells [Table 2.2]. RNA quantification and qPCR analysis suggested that

infection of H5N3 contributed to the highest vRNA levels in A549 cells,

followed by H5N2/F118, H1N1/WS and H9N2. In CEF cells, infection of

H5N3 also caused the highest vRNA levels, while infection of other viruses

resulted in similar vRNA levels. The higher vRNA levels were detected in

H1N1/WS and H5N3 infected MDCK cells when compared to H5N2/F118 and

H9N2 infected MDCK cells, and pH1N1/478 replicated least efficiently [365].

Three types of Affymetrix GeneChips including GeneChip HG-U133

Plus 2.0 Array, Chicken Genome Array and Canine Genome 2.0 Array were

applied in our experiment to examine the genome-wide gene expression in

human, chicken and canine at different post infection time points. Another three

subtypes of influenza A viruses were also infected in mouse macrophages, and

GeneChip Mouse 430 2.0 Array was applied to examine the genome-wide gene

expression profiles in mouse macrophages at different post infection time points

[Table 2.3].

All virus stocks were prepared in 9 to 11-day-old embryonated chicken

eggs, and the infectivity was confirmed based on standard overlay plaque assay.

Virus infections in A549, MDCK and CEFs were carried out in Dulbecco’s

Modified Eagle’s medium (DMEM) (Invitrogen) with 2% FBS and pen/ strep at

37uC in 5% CO2. Virus was allowed to absorb to the cell monolayer for 1 hr at

37oC, and virus infections at an MOI= 4 in all cells were carried out in

Dulbecco’s Modified Eagle’s medium (DMEM) (Invitrogen) with 2% FBS and

pen/ strep at 37oC in 5% CO2.

The cells either mock-infected or virus-infected at specific infection

time points were harvested in RNAlater (Ambion, USA) and PBS buffer (1:1),

aliquoted, pelleted and stored at -80oC. Total RNA was extracted using the

RNeasy MiniKit (Qiagen, USA) and quantified using the Nanodrop ND-1000

Spectrophotometer (Thermo Fischer Scientific, USA). Double-stranded cDNA

was synthesized from 3 μg of total cRNA with the GeneChip One-Cycle cDNA
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synthesis kit (Affymetrix, USA), followed by synthesis of biotin-labelled cRNA

using the GeneChip IVT labelling kit (Affymetrix, USA). After cRNA

fragmentation, 15 μg of biotin-labelled cRNA was hybridized to the GeneChip

Canine Genome 2.0 Array (Affymetrix, USA), the GeneChip Chicken Genome

Array (Affymetrix, USA), Genechip Human Genome HG U133 Plus 2.0 Array

(Affymetrix, USA) and GeneChip Mouse 430 2.0 Array (Affymetrix, USA),

seperately. The arrays were then washed and stained using the Hybridization,

Wash and Stain Kit (Affymetrix, USA) and the GeneChip Fluidic Station 450

(Affymetrix, USA), respectively. Finally, GeneChip scanner 3000 (Affymetrix,

USA) was applied in scanning the arrays, and Affymetrix .CHP files were

generated from GeneChip Operating Software (GCOS) version 5.0 after

appropriate normalization [365].

Table 2.2 Design of experiments in RSV infected host cells. RSV A2 strains were infected in
Hep2 cells and mouse macrophages, and host cell gene expression profiles were detected at
different post infection hours.

There are two antigenic subgroups of HRSV, calles A and B, which exhibit aa sequence
identity ranging from 96% (N) to 53% (G), and which are approximately 50% or 5% related
antigenically in the F or G protein, respectively, with the overall differene in reciprocal cross-
neutralization being up to four-fold [389].

2.2.4. Experiment workflow for poxviruses infections

Three subtypes of Poxviruses were infected in two types of cell lines

(A549 and mouse RAW cells) [Table 2.4]. Two types of Affymetrix GeneChips

including GeneChip HG-U133 Plus 2.0 Array and GeneChip Mouse 430 2.0

Array were applied in our experiment to examine the genome-wide gene

expression in human lung epithelial cell line, A549 cells and mouse RAW cells

at different post infection time points.

All poxviruses stocks were prepared using VERO cell culture, and the

infectivity was assessed based on overlay plaque assay. Virus was allowed to

absorb to the cell monolayer for 1 hr at 37oC, and virus infections in A549 and

RAW were carried out in Dulbecco’s Modified Eagle’s medium (DMEM)

(Invitrogen) with 2% FBS and 1% pen/ strep at 37oC in 5% CO2.
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A549 and RAW were either mock-infected or virus-infected at specifc

time points at an MOI=10. Double stranded cDNA was synthesized from 3μg of

total RNA with the GeneChip One-Cycle cDNA synthesis kit

(Affymetrix), followed by synthesis of biotin-labelled cRNA using the

GeneChip IVT labelling kit (Affymetrix). After cRNA purification and

fragmentation, 15μg of biotin-labelled cRNA was hybridized to the GeneChip

HG-U133 Plus 2.0 Array or the GeneChip Mouse 430 2.0 Array. The arrays

were washed and stained using the Hybridization, Wash and Stain kit and the

GeneChip Fluidics Station 450 (Affymetrix) according to standard Affymetrix

protocols. Finally, the arrays were scanned using the GeneChip scanner 300

(Affymetrix) and .CHP files were generated from GeneChip Operating

Software (GCOS) after proper normalization.

Table 2.3 Design of experiments in influenza viruses infected host cells. Six subtypes
influenza viruses were infected in three type cell lines with different combinations, and host cell
gene expression profiles were detected at different post infection hours in each combination.

A549 represents “Human lung adenocarcinoma epithelial cell”; CEF represents “Chicken
embryo fibroblast cell”; MDCK represents “Madin-darby canine kidney cell”. * represents that
H1N1 infection at 8 hpi was only investigated in CEF cells.

Table 2.4 Design of experiments in influenza viruses infected mouse macrophages. Six
subtypes influenza viruses were infected in mouse macrophages, and host cell gene expression
profiles were detected at different post infection hours.
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Table 2.5 Design of experiments in poxviruses infected host cells. Three subtypes of
Poxviruses were infected in A549 cells, and mouse RAW cells with different post infection
time points, and host cell gene expression profiles were detected at different post infection
hours.

A549 represents “Human lung adenocarcinoma epithelial cell”.
Species can be classified by pock morphologies and by ceiling temperature for growth on the
chorioallantoic membrane of embryonated chicken eggs. Ecological niche and host range are
useful in some cased, but in others can be misleading. Restriction enzyme polymorphisms of the
terminal regions of viral DNA outsides of the core of common genes also aids the classigication
process [389].

2.2.5. Quantitative Real-time quantitative PCR (qPCR)

Total RNA was extracted from cells at 4uC using the RNeasy kit

(Qiagen, USA) and reverse-transcribed using Superscript II (Invitrogen, USA)

according to manufacturer’s instructions. Primers for cell-specific genes were

designed using the Probefinder software

(http://qpcr.probefinder.com/organism.jsp) from the Universal Probe Library

(UPL) Design Center (Roche). Quantitative Real-time PCR (qPCR) was carried

out with the iCycler System (BioRad) following the protocol previously

described. The sequences of the elongation factors (EF) EEF1A1 (H. sapiens)

(Genebank Accession Number NM_001402), EEF1A1 (G. gallus) (Genebank

Accession Number NM_204157) and EEF1A2 (C. lupus familiaris) (Genebank

Accession Number NM_531877) were used as the reference genes since their

expression were validated as being ‘‘not significantly changed’’ throughout all

observed time points in the microarray analyses (P-value,0.05). Both absolute

and relative quantification analysis were done using comparative Ct (DDCt

method). Standard curves for M and EF were generated and the number of

copies of M for each virus was calculated relative to 104 copies of

corresponding cell line’s EF gene. Relative fold-change of the host virus gene

expression were calculated with respect to the mock-infected cells and

normalized with the corresponding cell line’s EF gene. Primers and probes used

for the virus M and host EF gene are shown in Table S4. The statistical analysis

was performed on single and paired samples as appropriate by applying the

student t-test using a significance cutoff of P-value, 0.05.
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2.3 Bioinformatics analysis of microarray data

2.3.1 Gene expression profiles

GeneSpring GX (version 11) was employed to analyze the data derived from

different virus strains infected different cell lines. Normalization was performed

using the RMA method, among which (a) per chip normalization to the 50th

percentile and (b) per gene normalization where virus-infected samples were

normalized to mock infected Samples. Genes were selected for statistical

analysis according to the following criteria: (i) only genes that were flagged as

present in all three replicates (mock- or virus-infected), and (ii) a fold change≥

2 (up- or down-regulated) between virus- and mock-infected samples in all

triplicate microarray experiments. Finally, statistical analysis based on the

Benjamini & Hochberg False Discovery method or one-way analysis of

variance (ANOVA)was performed with a P-value cutoff of ≤ 0.05 to determine

significantly expressed genes during virus infection. For data from RSV and

influenza A strains infected macrophages, a gene-level analysis in GeneSpring

GX (version 11) was applied with signals from probes summarized into gene

level. After that, the same normalization and statistical analysis mentioned

above were performed step by step by step [156, 364-365].

2.3.2 Functional analysis

Probe sets were clustered by similar expression patterns and analyzed

for enrichment of gene ontology (GO) terms and transcriptional factor (TF)

binding sites using the Expander (version 5.2) software package [103, 104].

Those probe sets that significantly expressed at least at one time point were

uploaded into the software with their corresponding expression fold changes.

The enrichment of particular GO terms or TF binding sites within clusters was

done by using the TANGO and PRIMA algorithms, respectively, within the

Expander package, using a P-value threshold of 0.05. Eventually, the lists of

GO terms and TFs were significantly enriched with the corresponding gene

probe sets, and the number of genes within each functioned GO term or

regulated by TFs along with the p-value are reported.
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2.3.3 Core analysis

The key networks, biological functions and canonical pathways were

investigated by core analysis using Ingenuity Pathways Analysis (IPA;

Ingenuity Systems http://www.ingenuity.com). Those differentially expressed

probe sets/genes with known gene-probe ID numbers and corresponding

expression fold changes were uploaded into the software. IPA uses a right-

tailed Fisher’s exact test to calculate P-value for different functional groups,

with P-value cut-off of ≤ 0.05.
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Chapter III. A Bioinformatics Approach to Detect Virus using

Microarray Technology
3.1 Introduction

3.1.1 Background of virus identification based on microarray diagnostic

chips

Infectious diseases caused by bacterial and viral pathogens have posed a

growing threat to public health and economy. With the recent outbreak of

pandemics including Severe Acute Respiratory Syndrome and Swine Influenza

A (H1N1), viruses researches have been of grave concern of World Health

Organization (WHO). And studies on pathogens identification will be beneficial

for the future clinical diagnostics and drug discoveries [105-107].

In past decades, different viral diagnostic techniques have developed

rapidly. Among them, DNA microarray as an advanced technique has been

widely initiated and applied in broad-based viral diagnosis [42, 108-111].

Various of diagnostic chips such as ViroChip from DeRisi group have been

subsequently designed and pioneered [77].

However, the application of microarray technology in viral diagnosis

has also posed a challenge to users due to the difficulty in the data interpretation

(Wang et al., 2003)[27]. In the process of generating the detection result based

on observed hybridization intensity pattern, strong and precise software are

necessary and essential for the data analysis. In terms of this demand, several

computational strategies such as E-Predict [78], DetectiV [79], PDA [49] and

PhyloDetect [82] have been reported for analyzing pathogen diagnostic

microarray data. However, only some of these published strategies are built into

software which are available to the public. Moreover, these published strategies

have been developed based on different hypothesis and algorithms which are

dependent on different chips.

In our project, we fabricated the diagnostic microarray chip from Wang

et al (2003), and this group also developed E-Predicted software in order to

interpret the data retrived from this kind of chip [27]. On this basis, E-Predict

was employed to analyze our microarray data. Although the results generated

from E-Predict indicated that this software was able to predict the positive

outcomes in most of our sample, the negative outcome still existed. Detailed
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investigation provided clues that there are two major weaknesses lying in E-

Predict: one is regarding to the choices of normalization and scoring functions;

the other is the least separation of virus species within the same virus family

[77].

To improve the sensitivity of virus detection, a web-accessible novel

software called BayesMicro was designed as an alternative analysis tool. In this

new strategy, we employed a new calculation formula in which the non-linear

relationship between experimental hybridization intensity signals and

theoretical binding energy values was taken into consideration. At the

meanwhile, we applied an optimized transformation formula in which the

outliers with extremely high hybridization intensity signals were treated

separately. Besides, a new algorithm was proposed for differential detection on

different virus species within the same virus family. Consequently, the virus

detection results generated from BayesMicro showed that it was able to report

all the positive outcomes in our 12 test arrays, suggesting the effectivity of this

novel software.

3.1.2 Description of E-Predict software

E-Predict (http://derisilab.ucsf.edu/epredict/) is the first computation

strategy raised together with the corresponding 70-mer oligonucleotides

microarray chip by DeRisi group, and it is treated as the default computation

strategy to interpret the data retrieved from this ViroChip. Since we fabricated

the same diagnostic microarray chip, E-Predict was also employed to analyze

our microarray data.

Before calculation of E-Predict, a library of theoretical binding energy

profiles, representing species with known genomic viruses sequences until July

2004, was computed by ArrayOligoSelector software [112]. As shown in Table

3.1, all these probe sequences representing different viruses constituted a

theoretical binding energy matrix collectively, in which the rows represented

different virus species and columns contained different probes.

The evidence provided by Bozdech et al (2003) has proved that the

experimental hybridization intensity pattern was closely relevant to the

theoretical binding energy profile, especially when the theoretical binding

energy values were more significant than -30 (kcal/mol) [112]. Thus, E-Predict
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applied several similarity metrics such as Pearson correlation to score the

correlation between these theoretical binding energy profiles and the

experimental hybridization intensity pattern [78]. In this process, only the

theoretical binding energy values with high-level significance (more significant

than -30 (kcal/mol)) were considered for the score calculation in order to avoid

the false positive results caused by cross-hybridization. In the final detection list,

the candidate virus with the higher correlation score presented its higher

possibility to be the positive prediction.

Table 3.1 Theoretical binding energy profiles. The rows represent different virus species, and
columns contain different probe IDs as well as their corresponding theoretical binding energy
values when theoretically hybridize with the specific virus.

…… indicates that there are more virus species as well as more corresponding probes and
theoretical binding energy values existed.

3.1.3 Objective

In our previous researches, we applied E-Predict to analyze our

microarray data, however, the detection result were not sensitive to generate

positive predictions in all our microarray samples. Thus, proposing another

alternative computation strategy is imperative to enhance the reliability of the

virus detection results. In this chapter, we aim to describe and evaluate a new

software, BayesMicro, in aim to identify virus based on pathogen diagnostic

microarray chips. BayesMicro

(http://microarray.sbs.ntu.edu.sg/bayes/entry.html) as a web-accessible software

is designed based on a novel Bayesian metric and fulfilled in a Perl language

environment. This software not only introduces a new strategy for global

detection at the virus species level, with new transformation and scoring
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formulas proposed, but also initiates a second algorithm for differential

detection within the virus families.

3.2 Experiment workflow of pathogen detection

Figure 3.1 The experiment workflow which was performed in DSO national lab. The
experiment workflow which was performed in DSO national lab. The experiment procedure can
be divided into three parts: (1) Microarray viral chip fabrication; (2) Sample processing and
hybridization; (3) Scanning and data extraction.

3.3 Methods

3.3.1 Microarray design

The complete list of viral oligonucleotide sequences represented on the

microarray viral chip was downloaded from DeRisi’s website

(http://derisilab.ucsf.edu/virochip) (Wang et al., 2003)[27]. Each virus was

represented by top 5 highly conserved oligonucleotides and corresponding 5

reverse complement oligonucleotides. In addition, 10 random oligonucleotides

from 10 human genes were selected as controls. In total, 6233 70-mer

oligonucleotides that target to around 600 viruses were synthesized (Sigma) and

spotted onto microarray glass slides (Full Moon Biosystems) using Omnigrid

microarrayer (GeneMachines).

http://derisilab.ucsf.edu/virochip
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3.3.2 E-Predict analysis procedure

The Genepix results files .GPR contained the raw experimental

hybridization intensity value. Before submitted to E-Predict, the .GPR files

needed to be pre-processed in order to generate E-Predict standard input

files .VDAR for further analysis.

3.3.2.1 Data pre-processing

To convert the .GPR files into the .VDAR files, description rows and

columns needed to be deleted first, with only the columns including ProbeID,

F532Mean, F532Mean-B532, F532Median, F532Median-B532 and Flags

arrayed in order. After that, the flag values corresponding to each row (each

spot in microarray chip) in .GPR files were examined for quality control. If the

flag value equaled to -50 or -100, which meant that the spot on the array was in

bad quality or absent, then all the experimental hybridization intensity value

corresponding to this spot were reset to 0 (including F532Mean / F532Mean-

B532 / F532Median / F532Median-B532).

Subsequently, the .GPR files were only composed of rows containing

experimental hybridization intensity values (each spot on the microarray chip is

corresponding to one probe in the .GPR files) (Table 3.2). Lastly, the duplicate

experimental hybridization intensity values representing the same probe were

averaged, and the .GPR files were split into four separate .vdar files as shown in

Table 3.3. In this pre-processing procedure, all transformations of data format

were fulfilled by our own Perl scripts in Appendix 1.

3.3.2.2 Submission of data

The .VDAR files were submitted to E-Predict, and appropriate

parameters were selected (following the default setting) (Figure 3.2). After

calculation, virus detection result was listed in an output file, in which top

suspected virus families were ranked in order. The scores and P-values

corresponding to each virus were shown in the result file, and the probes

contributing mostly to the final score of each listed virus were also ranked in

order (Figure 3.3).
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3.3.3 BayesMicro

The set of theoretical binding energy profiles was employed in

BayesMicro for comparison with the matrix of experimental hybridization

intensity patterns. Distance scores of each candidate virus were calculated and

the virus with the most significant distance score was treated as the positive

prediction.

In BayesMicro, the computing procedure for global detection at the

virus species level consisted of an initial data transformation, Bayesian model

selection, as well as assignment of optimal weights. And the distance scores and

P-values were calculated for each candidate virus, with 0.05 set as the threshold

P-value in known virus detection. In extreme cases that viruses within the same

family showed close distance scores, differential detection within the virus

family was introduced as an option to improve the reliability of the detection

(Figure 3.4).

Table 3.2 Data arrangement in .GPR files. The .gpr files only contain experimental
hybridization intensity values from F532Mean/F532Mean-B532/F532Median/F532Median-
B532. Each row corresponds to one probe in microarray chip.

…… indicates that there are more probes as well as corresponding experimental hybridization
intensity values existed.
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Table 3.3 Final .VDAR files generated from the .GPR files. (A), (B), (C), (D) are
corresponding to the experimental hybridization intensity coming from F532Mean/ F532Mean-
B532/ F532Median/ F532Median-B532 respectively.

A

B

C

D

…… indicates that there are more probes as well as corresponding experimental hybridization
intensity values existed.
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Figure 3.2 User interface of E-Predict. Different normalization methods, similarity metrics
and other parameters are offered (adapted from http://derisilab.ucsf.edu/epredict/).
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Figure 3.3 Final result generated from E-Predict. In this list, influenza A virus ranked top with the highest score. The experimental hybridization intensities from probe
8486129_20rc, 8486129_29_rc and 8486129_38_rc contribute mostly to identify influenza A virus. …..indicates that more viruses with corresponding top 5 probe sets with
highest hybridization intensities were detected.
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Figure 3.4 An overview of the BayesMicro strategy. Cultured or clinical samples were
hybridized to a pathogen diagnostic chip. The experimental hybridization intensity pattern
retrieved from microarray chip was compared with a set of theoretical binding energy profiles
that was introduced from E-Predict software. Firstly, these two groups of data were transformed
into the same scale. Secondly, the distance score and P-values were calculated for each
candidate virus on the basis of a Bayesian model with optimal weights assigned. Lastly, the
result list was investigated carefully. If the distance scores of viruses within the same family
ranked top with close distance scores in this process, a further detection within virus family
would be considered to validate the previous virus species identification result.

Table 3.4 Comparison of detection results analyzed based on different thresholds.

Bold represents positive virus; Italic repesents significant result and corresponding threshold.
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3.3.3.1 Reset energy threshold

It has been indicated that high cross-hybridization is majorly present in

the region where the binding energy is less significant than -30 (kcal/mol) [112].

Thus E-Predict took this information into consideration, and set -30 (kcal/mol)

as its default energy threshold in order to avoid the negative effects from cross-

hybridization.

In our study, evaluation based on different thresholds were performed,

and the detection results based on threshold -70 (kcal/mol) indicated to be most

significant. In one typical example shown in Table 3.4, Human coronavirus

OC43 ranked 1st based on threshold -70 (kcal/mol), while this positive virus

only ranked 4th based on threshold -30 (kcal/mol) using BayesMicro software.

Although the positive virus showed the topmost based on threshold -40 and -60

(kcal/mol), distances of scores between the 1st and 2nd viruses showed smaller

compared to the distance of scores based on threshold -70 (kcal/mol). Moreover,

the comparison of the detection results using E-Predict software also indicated

that the result based on new threshold -70 (kcal/mol) was also most significant.

Taken together, the virus detection became more sensitive if we adopt the new

energy threshold -70 (kcal/mol) in our cultured samples. Consequently, this

default threshold of the energy was raised to -70 (kcal/mol) for our known virus

detection in BayesMicro. Under this new threshold -70 (kcal/mol), more cross-

hybridization would be ignored, and therefore the virus detection sensitivity

would be increased. In the event of unknown virus detection, the threshold

could be set with less stringent value.

3.3.3.2 Initial data transformation/normalization

Before calculating the distance scores between the theoretical energy

value profiles and experimental hybridization intensity pattern, it was observed

that these two groups of data located in different scales: the value of theoretical

binding energy profiles varied from 0 to 100 while the value of experimental

hybridization intensity varied from 0 to 2,000 (even 5,000). The magnitudes

between two groups of data caused the overall comparison to be difficult, so

that transforming them into the same level was necessary. In our study, we

practiced our data with different transformation formulas, such
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as Xg
2log(norm)Xg  ,

XgVar
XgμXg

(norm)Xg


 , where Xgμ and XgVar

represent the mean and variance of Xg respectively, and the formulas applied in

E-Predict



Xg
Xg

(norm)Xg and



2Xg

2Xg
(norm)Xg , where Xg and

 2Xg represent the sum and quadratic sum of Xg separately. Eventually, the

formula (1) performed best, and therefore was adopted in our new strategy:

))Xgμmax(abs(Xg
XgμXg

(norm)Xg



 (1)

where Xg and (norm)Xg are the values before or after the transformation of

each theoretical binding energy value or experimental hybridization intensity

value respectively.

After transformation using this formula (1), all the data in both two

groups could be reset to a zero mean sequence, with the maximum absolute

value of each sequence reset as 1. Subsequently, these two groups of data

enabled to be used for straightforward comparison regardless of the amplitude

of change.

When formula (1) was applied in pre-processing the data, it did not

perform well as we expected in the experimental hybridization intensity values.

Investigation suggested that the instability was originated from the outliers with

high value in experimental hybridization intensity value. These outliers are

most likely to be given rise by systematic instability or experimental errors on

microarray platform [113]. Tracing back to the above equation (1), existence of

outliers with high value enabled to increase the value of max(abs(Xg-μg)), and

therefore compressed other intensity value too low to reflect its original

significance. In order to avoid the negative impact from unexpected outliers

with high value, the set of experimental hybridization intensities was pre-

process by a package called outliers for R. After that, the right outliers with

high value were reset as 1 directly, and the remaining data participated in
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transformation. Thus, the final transformation formula used in our strategy is as

follows (2):

1Xg(norm)  , (Outliers with high value)

))Xgμmax(abs(Xg
XgμXg

(norm)Xg



 , (Remaining data) (2)

3.3.3.3 Bayesian model selection

In BayesMicro, the scoring formula was originated from BayesGen

deduced by Nguyen et al (2009) [114]. In BayesGen, the distances between

different genes in different conditions were calculated as a ratio between two

alternative hypotheses, so that functionally related genes that had similar

expression trends in different conditions could be identified.

In BayesMicro, we considered this formula from another perspective.

The purpose of BayesMicro was to calculate the distance between the

experimental hybridization intensity pattern and different theoretical binding

energy profiles representing different viruses. Finally, the candidate virus with

smallest distance between these two conditions was treated as the positive

prediction. And the full Bayesian formula is as follows (3-5):








n

1k
)kXj,klogp(Xi)klogp(Xj)klogp(Xi

n

1k )kXj,kp(Xi

)kp(Xj)kp(Xij)d(i, (3)

Where

]
2

kv2m)klog[(Xi)klogp(Xi  , ]
2

kv2m)klog[(Xj)klogp(Xj  (4)

]
2

kv2)kmk(μ
kνkσ

kσ2klog[σ
2
3)kXj,klogp(Xi 


 (5)

And mk, vk, µk and σk are the kth component of the data global mean and

variance, and the two conditions local mean and variance respectively.

Local mean µk and variance σk could be generated from Xi (the ith

theoretical binding energy) and Xj (the jth experimental hybridization intensity).

The global parameters’ setting was based on the global condition. After

investigation, the global condition contained three elements: (1) experimental
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hybridization intensity of the calculated probe; (2) theoretical binding energy

coming from the binding between the calculated probe and the candidate virus;

(3) theoretical binding energy coming from the binding between the calculated

probe and other viruses. For instance, if we calculated the distance between the

candidate Moloney murine sarcoma virus and the positive virus based on

9626962_1_rc, we considered the theoretical binding energy -109.4 (kcal/mol)

and the experimental hybridization intensity of this probe in microarray chip as

the local parameters. And the energy such as -84.4 (kcal/mol), -84.1(kcal/mol),

-54.4 (kcal/mol), which obtained from the theoretical binding between

9626962_1_rc and other viruses, were treated as other parameters in the global

condition [Table 3.5B].

3.3.3.4 Assignment of optimal weights

Weight is the assignment of a quota to a particular segment of the

population as a special favor or concession in a proportion. Given matching

weights, biased estimates would be obtained for different theoretical binding

energy value, and therefore sensitivity of virus detection results would be

improved [115, 116]. In the previous formula (7), we assumed that each probe

contributed the same to the final distance, however, in reality they did not. As

shown in Table 3.6, 18071213_1713_rc showed a more significant theoretical

binding energy value -121 (kcal/mol) with Sinorhizobium meliloti phage PBC5

compared to -40.5 (kcal/mol) with Bacteriophage phi CTX, which suggested

that more nucleotides in Sinorhizobium meliloti phage PBC5 could be aligned

to this probe theoretically. And Sinorhizobium meliloti phage PBC5

subsequently had higher probabilities to be responsible for the high

hybridization intensity value of probe 18071213_1713_rc detected in

microarray chip. Hence, different weights should be assigned to different

theoretical binding energy value before final distance score calculation.

We assumed that the probe Pi had a sequence of theoretical binding

energy value (Pik representing the kth energy of probe Pi) corresponding to

different viruses. These theoretical binding energy values followed normal

distribution, and the weights were calculated with cumulative distribution

function (CDF) (Figure 3.5). From the above assumption, the weight of Pik

increased when Pik was closer to the right tail of the normal distribution curve.



48

Assignment of optimal weight for each probe was listed in Table 3.6. CDF

calculation formula of normal distribution is as follows:









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Where μ, σ equal the mean and standard deviation of the probe Pi.

Apply (6) into (3), (7) was obtained:

)Φ(*
n
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Table 3.5 The theoretical binding energy profile (A) is rearranged by probes (B).

A

B

Bold represents candidate virus and the corresponding theoretical binding energy; Italic
representsother viruses and their corresponding theoretical binding energy. …… indicates that
there are more probes as well as corresponding experimental hybridization intensity values
existed.
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Table 3.6 Calculation of the weights for each theoretical binding energy value.

Bold represents assignment of weights to each probe. …… indicates that there are more
theoretical binding energy values and corresponding weights coming from the theoretical
hybridization between different probes and different viruses.

Figure 3.5 A normal distribution curve. We assume that the sequence of theoretical binding
energy of each probe follows normal distribution, and CDF (Ф(Pik)) of individual energy value
(Pik) represents its relative weight.
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Table 3.7 Transformation of the matrix of theoretical binding energy. The original matrix
of theoretical binding energy (A) was transformed into another format, with each probe only
representing a specific virus (B).The new matrix of theoretical binding energy was sorted by
different virus families (C).

A

B

C

Bold represents positive virus and the corresponding probes; Italic represents negative positive
viruses and the corresponding probes. …… indicates that there are more theoretical binding
energy values and corresponding weights coming from the theoretical hybridization between
different probes and different viruses.
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3.3.3.5 Statistical significance

A total of 38 independent microarrays consisting of hybridizations

including either virus infected samples or mock-infected samples were all

treated as the training datasets, and the distance scores were calculated one by

one using the scoring formula (7). In our study, it was assumed that any given

virus was present in only a small fraction in all the samples, thereby the

empirical distributions were representatives of the true negative distance scores.

Parameters of the null distributions were estimated as the mean and standard

deviation of the observation, and the P-values corresponding to different

distance scores were calculated based on these two parameters. The similar

assumption was also made by others [49, 78]. For known virus detection, the

cutoff for the P-value is set at 0.05, indicating that P-value less than 0.05

signifies a positive prediction. However, the cutoff can be less stringent in the

case for unknown virus detection depending on the performance of the

hybridization.

3.3.3.6 Differential detection within virus families

Generally, global virus detection at virus species level with previous

scoring method is sufficient to reach the positive predictions, however, false

positives may still occur in some occasions. These false positives are always

given rise by the conserved sequences of viruses within the same family. The

similarity of these conserved sequences may lead to similar theoretical binding

energy profiles [50], and therefore the similar distance scores. Consequently,

another algorithm was proposed to identify the positive virus within a specific

virus family.

Before the calculation, the theoretical binding energy profiles needed to

be transformed into another format. In the original matrix of theoretical binding

energy profiles, each probe targeted to more than one virus with different

theoretical binding energy values considered (Table 3.7A). However, each

probe was treated to be unique to one virus which was corresponding to the

highest theoretical binding energy value (Table 3.7B). Finally, all virus genus

represented by their specific probes were sorted based on their virus families

(Table 3.7C). After the transformation of the matrix of theoretical binding

energy profiles, viruses within the interested virus family were scored and the
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one with most significant score was treated as the positive prediction. When it

came to score the specific virus Gi like Influenza A virus, two groups of data

needed to be extracted out. One group contained experimental hybridization

intensities from the probes which were identical to the predicted virus Gi

(Influenza A virus), the other group was composed of experimental

hybridization intensities from the probes which were identical to all other

viruses in the same family (Gn, n=1 to j, and n  i) (Influenza B virus and

Influenza C virus) (Table 3.7C). Finally, we assumed that these two groups of

data followed normal distribution and did one-tail t-test.
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Where µ0, σ0 equal the mean and standard deviation of experimental

hybridization intensities of Gi (candidate virus), and µ1, σ1 represent the mean

and standard deviation of experimental hybridization intensities of Gn (all other

viruses in the same family, excluding the candidate virus).

3.4 Results

3.4.1 Comparison of different parameters in E-Predict and BayesMicro

We applied the same chip fabrication system from DeRisi’s group to

validate 12 cultured samples, and the observed hybridization intensity pattern

was analyzed using E-Predict software. In terms of the detection results, we

observed that E-Predict was not sensitive enough to obtain the positive

prediction in all our samples.

These false positive predictions maybe due to its weak algorithm

especially lying in the normalization and scoring functions, which has also been

proposed by other group [77]. It is well known that the outliers with high value

are easily generated by systematic instability or experimental errors in high

through-put system like microarray [113]. However, the normalization function

in E-Predict software did not take these outliers with high experimental
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hybridization values into consideration so that it was easy to lead to serious

compression of other experimental hybridization values in this process. When

the over-compressed experimental hybridization values participated into further

calculation, their corresponding result was not significant.

As to the scoring function, traditional correlation methods such as

uncentered Pearson correlation and Euclidean distance were employed to

describe the similarity between the experimental hybridization intensity pattern

and the theoretical binding energy profiles. However, these metrics assume

normal distribution of the data and linear association between these two groups

of data, and it may not be the case for high-throughput expression data [117-

120].

Accordingly, the software BayesMicro was pioneered as an alternative

virus detection strategy in order to improve the result sensitivity in our study. In

BayesMicro, new transformation formula was involved with considering the

outliers with high experimental hybridization intensity values. Besides, the

distances between the experimental hybridization intensity pattern and the

theoretical binding energy profiles were defined based on a Bayesian model,

which explained the inherent nonlinearity in high-throughput expression data

more effectively than E-Predict. This model was able to handle the weakness in

E-Predict by measuring the nonlinear relationship between two groups of data

more precisely. Furthermore, involvement of stringent theoretical binding

energy threshold and assignment of optimal weighs enhanced the detection

accuracy of BayesMicro.

It has been also revealed that E-Predict provided the best separation in

between family comparisons and the least separation within families [77]. To

solve this issue, differential detection within virus family as another optional

method was also designed for further separation of viruses within the same

family (Table 3.8).
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Table 3.8 Comparison of different parameters used in E-Predict and BayesMicro.

3.4.2 Validation of E-Predict and BayesMicro

Based on our 12 culture samples, the analysis was performed using E-

Predict and BayesMicro, and the virus detection results were summarized in

Table 3.9. The results list suggested that E-Predict was able to generate good

predictive outcomes in majority of the samples. However, the false positives

still occurred in some cases.

When it came to BayesMicro, it was capable to generate good predictive

outcomes in all cultured samples, either with topmost ranking or topmost 10

ranking. In summary, comparison of the virus detection results between these

two software demonstrated that BayesMicro software performed better than E-

Predict software. The clinical samples infected with influenza A virus were also

accessible, with the good predictive outcomes with topmost ranking generated

based on both BayesMicro and E-predict software.

Table 3.9 Summary of results from E-Predict and BayesMicro.

√ (top) represents positive virus ranked 1st, √ represents positive virus ranked in top 10, and X
erpresetns positive virus was not able to be detected in top 10.
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3.4.3 Global detection at virus species level

In general, the virus detection results from both E-Predict and

BayesMicro showed similar. And in most cases, both these software could

identify the positive viruses with the topmost ranking based on either

similarity/distance score or P-value. These situations happened in samples

infected with yellow fever virus and Japanese encephalitis virus. Nevertheless,

BayesMicro enabled to generate better predictive outcomes than E-Predict in

some specific cases. For example, E-Predict reported false positive results while

BayesMicro reported positive results in vaccinia virus infected samples; In

other samples infected with influenza A virus (H1N1) and influenza B virus, E-

Predict reported the positive virus with ranking only in top 10 list while

BayesMicro reported the positive virus with topmost ranking.

Table 3.10 Virus detection in samples infected with Yellow fever virus.

Bold represetns positive virus in the culture sample.

Table 3.11 Virus detection in samples infected with Japanese encephalitis virus.

Bold represents positive virus in the culture sample.



56

Table 3.12 Virus detection in samples infected with Influenza B virus.

Bold represents positive virus in experimental sample.

3.4.3.1 E-Predict and BayesMicro both indicated good predictive outcomes

For virus detections in cultured samples such as samples infected with

yellow fever virus and Japanese encephalitis virus, both E-Predict and

BayesMicro were able to generate the positive prediction with topmost ranking

(Table 3.10-3.11).

3.4.3.2 BayesMicro performed better than E-Predict

Apart from generating similar positive predictions in some cases,

BayesMicro performed better than E-Predict in some other cases. Taken the

sample infected with influenza B virus as an example, BayesMicro could

highlight the positive virus with topmost ranking, while E-Predict could only

identify the positive virus with 3rd ranking in the result list (Table 3.12).

3.4.4 Differential detection within virus families

In general, global detection at virus species level using E-Predict and

BayesMicro was able to generate good predictive outcomes in majority of

microarray samples. However, sometimes false positive viruses that belonged to

the same virus family as the positive virus still turned up in the result list. Thus

differential detection within virus families was necessary to enhance the

reliability of the detection result.

In cultured sample with infection of influenza A virus (H1N1), E-predict

was not able to identify the positive virus in the top 10 list while BayesMicro

was able to (Table 3.13A). In the result list from BayesMicro, influenza B virus

and influenza C virus from the same virus family showed similar distance

scores as influenza A virus (H1N1). Therefore, differential detection using
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BayesMicro was involved for further validation with higher resoluation and the

result suggested that influenza A virus (H1N1) was scored as more significant

when compared to false positive influenza B virus and influenza C virus (Table

3.13B).

In another cultured sample infected with vaccinia virus, the good

predictive outcome was able to be generated by BayesMicro but not E-Predict

(Table 3.14A). Careful evaluation of the BayesMicro result list demonstrated

that several poxviruses such as ectromelia virus, cowpox virus and monkeypox

virus occupied the top 6 positions with close distance scores. Accordingly,

differential detection up within virus families was employed again for further

investigation, and the ranking of positive vaccinia virus was consequently

improved to 2nd position (Table 3.14B).

Taken together, the method for differential detection within virus

families performed effective in our experiment data. And BayesMicro software

showed better ability to identify the positive prediction than E-Predict software.

Table 3.13 Virus detection in samples infected with influenza A virus (H1N1). (A) Result
from E-Predict and BayesMicro up to virus species level. (B) Result from BayesMicro up to
virus genus level.

A

B

Bold represents positive virus in the sample; Italic represents false positive viruses in the
sample. NA means that the hybridization intensities of the candidate virus are lower than the
background hybridization intensities within its virus family.
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3.5 Discussion

3.5.1 Improve theoretical binding energy database

The existing library of theoretical energy profiles was created in July

2004 with only 1,229 viral genomes available [78]. And until November 2012,

there were 4314 reference sequences for 3027 viral genomes accessible in viral

genome database. According to this information, ArrayOligoSelector will be

employed to calculate the theoretical binding energy profiles of other viruses

which were not included in viral genome database of July 2004. Consequently,

we can broaden the spectrum of virus detection.

In addition, a couple of viruses may co-infect the same sample. In this

case, the global experimental hybridization intensity pattern would become an

overlapping pattern, and this overlapping pattern with more noisy background

will make the virus identification more difficult. To improve the virus detection

in these co-infected samples, a database which contains the overlapping

theoretical binding energy profiles from any of two or more viruses may be

constructed.

3.5.2 Future validation and expansion

Our results showed that BayesMicro could generate good predictive

outcomes in most of our experiments. When compared to E-Predict, sometimes

it could perform as well as E-Predict while sometimes BayesMicro could

generate more sensitive detection results. Although the evaluation of

BayesMicro showed effective, the test datasets were still limited in amount.

Actually, we did quite a lot experiments, however, some of these experiment

were performed based on the same batch of sample and I only repsented and

summarized the typical results in my result table. In the future, more cultured as

well as clinical samples would be involved in further evaluating the

performance of BayesMicro.

http://www.ncbi.nlm.nih.gov/nuccore?term=Viruses%5bOrganism%5d+AND+srcdb_refseq%5bPROP%5d+NOT+wgs%5bprop%5d+NOT+cellular+organisms%5bORGN%5d+NOT+AC_000001%3AAC_999999%5bpacc%5d
http://www.ncbi.nlm.nih.gov/genomes/GenomesGroup.cgi?taxid=10239&opt=Virus
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Table 3.14 Virus detection in samples infected with vaccinia virus. (A) Result from E-
Predict and BayesMicro up to virus species level. (B) Result from BayesMicro up to virus
genus level.

A

B

Bold represents positive virus in the sample; Italic represents false positive viruses in the
sample. NA means that the hybridization intensities of the candidate virus are lower than the
background hybridization intensities within its virus family.

3.5.3 Comparison with E-Predict

In our study, a viral diagnostic chip was fabricated based on the design

from Wang et al (2003) [27], and we used the E-Predict as the default software

to analyze microarray data. However, we were not able to generate good

predictive diagnostic outcomes in all our viral samples. These false positive

results may be due to the internal weakness of the software which is no physical

justification of their choices of normalization and scoring functions [77]. Thus a

new software called BayesMicro was developed in our study. In the

BayesMicro, several aspects were improved: (1) the transformation formula

was optimized for accurate comparison between two groups of data, and
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outliers with high value were filtered out in order to prevent their negative

influence; (2) the distance calculation formula based on Bayesian model was

employed to interpret the inherent non-linear relationship between experimental

hybridization and theoretical binding energy; (3) the assignment of weights to

each theoretical binding value was performed in order to enhance the accuracy

of the outcome; (4) P-values could be calculated based on a batch training

datasets composing of 38 independent microarrays, and the P-value less than

0.05 is treated as a significant detection; (5) a second algorithm used to

differential detection within virus families were proposed for further separation.

In addition, E-Predict software is only available as a CGI script for

Unix/Linux platforms and the installment has to be performed by a professional

computation user. In contrast, BayesMicro requires no setup and configuration.

A website is established under an apache server which can be easily accessed

through http://microarray.sbs.ntu.edu.sg/bayes/entry.html.

3.5.4 Comparison with other existing strategies

We compared the statistical methods of BayesMicro with other existing

algorithms for virus detection based on pathogen diagnostic microarray chips.

Notably, these algorithms are all different from our BayesMicro in which a

Bayes formula is employed as the final scoring function. This function is

applied to calculate the distance scores between the examined experimental

hybridization intensity pattern and the profiles of theoretical binding energy

which represents different viruses.

3.6 Conclusion

Overall, we developed a novel software called BayesMicro. In this

software, a new algorithm for virus detection based on virus species level was

proposed and it was proved to be different from any other existing systems. In

this new algorithm, an optimized transformation formula and a new scoring

formula were employed to investigate the relationship between theoretical

binding energy profiles and experimental hybridization intensity pattern.

Moreover, the weights were also assigned to each theoretical binding value in

order to enhance the accuracy of the outcome.

http://microarray.sbs.ntu.edu.sg/bayes/entry.html


61

Furthermore, another algorithm was also established for differential

detection on virus species within the same virus family. Thus, the

implementation of BayesMicro software provided the possibility to further

separate the viruses within the same family following the initial virus species

detection on the same viral chip. To date, although some microarray diagnostic

chips have been developed to identify the viruses within the same family, the

application of these chips has been limited to virus-species. On the basis of this

new algorithm, BayesMicro can be easily applied to separate the viruses within

the same family following the initial virus species detection on the same viral

chip.

Application of BayesMicro and E-Predict to a dataset of cultured

samples suggested the superior performance of BayesMicro when compared to

E-Predict, with BayesMicro generating 12 positive predictions out of 12

samples but E-Predict generating 10 positive predictions out of 12 samples.

These data suggested that BayesMicro can be applied in virus detection based

on diagnostic microarray chip as a reliable analysis tool.

Finally, this software can be easily accessed via the internet

(http://microarray.sbs.ntu.edu.sg/bayes/entry.html) and its application easy to

use, including users without computation background.
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Chapter IV. Respiratory Syncytial Virus
4.1 Introduction

Human respiratory syncytial virus (HRSV), which causes infection of

the lungs and breathing passages, is a major cause of lower respiratory tract

infections in infancy and childhood. It has been reported by WHO that RSV

results in around 64 million infections and 160,000 deaths in the worldwide

annually. And the risk for severe illness or even fatality always lie in the

children with underlying problems such as bronchopulmonary dysplasia as well

as patients with compromised immune systems. Moreover, RSV, as a

significant pathogen in bone marrow transplant recipients, is one of the most

widespread nosocomial infections [121]. Till now, more effective antiviral

drugs and a vaccine for protection of the general population from infection of

RSV are still lacking [122].

4.1.1 Virus structure

RSV that belongs to the subfamily Pneumovirinae under Paramyxoviridae

family, is an enveloped virus with a 15.2kbp, negative sense, single-stranded

RNA genome. The 10 genes encode 11 proteins including non-structural protein

1 (NS1), non-structural protein 2 (NS2), nucleo- (N) protein, phosphor- (P)

protein, matrix (M) protein, small hydrophobic (SH) protein, glyco- (G) protein,

fusion (F) protein, M2-1 and M2-2, and the large (L) protein arrayed orderly

from 3’ to 5’ direction [Figure 4.1]. Based on their specific functions, these

viral proteins can be grouped into several categories. For instance, G, F, M and

SH proteins are functional associated with the viral envelop: G protein

functions on virus attachment; F protein promotes virus penetration and benefits

host cells fusion; M protein is responsible for virion morphogenesis and traffics

between the cytoplasm and the nucleus; SH protein plays an essential role in

viral infectivity. Other five proteins including N, P, M2-1, M2-2, and L protein

participate in synthesis of RNA and formation of the ribonucleocapsid structure:

N protein associates with genomic RNA forming the nucleocapsid; M2 protein

is the second matrix protein required for transcription; L protein encodes RNA

polymerase; P protein is a co-factor for L protein. The two accessory proteins,
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NS1 and NS2, are involved in the inhibition of the α/β interferon (IFN) activity

in the host response [123, 124].

Figure 4.1 The structure organization of RSV genome (adapted from Sugrue RJ, 2006)[125].

Among these proteins, three membrane proteins including F, G and SH

protein are embedded in the lipid membrane derived from the host cell. All

these three transmembrane glycoproteins are incorporated into virions. F

protein is initially translated into F0, an inactive precursor, which is then

endoproteolytically cleaved into two disulfide linked subunits, F1 and F2.

Subsequently, the highly conserved hydrophobic N-terminus of F1 protein is

exposed to mediate the fusion of host cells. G protein consisting of 298 amino

acids has been reported to interact with heparin/heparin sulfate. Function of the

third small SH protein is still unclear from previous researches. Several

isoforms including SH0, SHg, SHp, SHt have been detected during virus

infection [126].

The mature and infectious RSV particle comprises a ribonucleoprotein

(RNP) complex which is consisted of viral genome RNA (vRNA), N, P and L

protein. The lipid envelop derived from host cell surrounds the RNP. An

additional M protein locates between the virus envelope and the RNP in order

to regulate virus transcriptional activity [127].

There are two major structural features for RSV observed by electron

microscopy: the virus filaments (VFs) and the inclusion bodies (IBs). VFs form

on the surface of the infected cells where the virus structural proteins interact to

form mature virus particles, while IBs exist in the infected cells where the virus

polymerase-associated proteins and virus-specific RNA accumulate.

4.1.2 Virus replication cycle

In general, RSV replication cycle is composed by virus entry, RNP

complex activity, virus assembly and release [Figure 4.2].
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4.1.2.1 Virus entry

RSV attachment to cells primarily occurs through the interaction

between G protein and cell surface glycosaminoglycans (GAGs), in particular

heparin sulphate (HS). Though sulfate modification is essential for the ability of

GAGs to mediate RSV infection, only definite sulfate groups are required [128].

And although G protein helps in attachment of the virus to the cell surface, it

has been proved that it is dispensible for the cell attachment. When virus

attaches to the cell, F protein initiates a membrane fusion process at neutural

PH. In this process, heptad repeat (HP) regions from F protein interact with the

homotrimer to form a triple coiled-coiled structure, and this structure enables to

draw the virus envelope and cell membrane close to benefit further membrane

fusion. After the lipids derived from virus envelope and cell membrane connect

together, RNP complex is transferred into the cytoplasm of the host cell, and

further virus transcription and replication are initialted.

4.1.2.2 Virus transcription and replication

After RNP complex is released to the cytoplasm of target cell, the large

polymerase L protein initiates viral transcription and replication [129]. With the

assistance of viral RNA- dependent polymerase, the negative stranded genome

is transcribed into 5’-capped and 3’-polyadenylated mRNAs, and this

transcription stated in a sequential manner from the 3’ end of the viral genome.

In the end, ten mRNAs are then subsequently translated into virious viral

proteins.

At the meanwhile, anti-genomic RNA is generated as a template and

more vRNAs are subsequently synthesized by the virus polymerase.

4.1.2.3 Virus assembly and budding

The final stage of the replication cycle is virus particles assembly and

release from the cell. The newly synthesized RNP and RNP-associated protein

accumulate in inclusion bodies and target to specific sites like lipid rafts at the

cell. The virus glycoproteins are also targeted to specific sits through the

secretory pathway. The RNP complex is formed by the interaction between the

vRNA and N protein, followed by P and L protein. M protein functions on the



65

association of the viral glycoproteins with RNPs. After that, the RNP complex

is packed with other proteins to form new infectious virus particles [130].

The final stage of virus maturation is the release of the virus particles

from the host cell. The virions mature in clusters at the apical surface in a

filamentous form associated with caveolin-1, and extend from the plasma

membrane [131]. In this process, various host cell factors, especially those

related to cytoskeleton, are thought to be involved. Recent studies unvealed that

cells infected with viruses lacking the F glycoprotein decreased the amounts of

G and SH proteins in released virions and cells infected with viruses lacking the

G protein decreased the amounts of SH protein in released virions. Thus, these

findings indicated that F and G glycoproteins play a crucial role in HRSV

particle assembly [132].

Figure 4.2 Overview of RSV replication cycle (adapted from Sugrue RJ, 2006)[125].
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4.1.3 Virus-Host interactions

In the RSV-infected host cells, a variety of host genes related to

different cellular functions such as protein metabolism, cytoskeleton structure,

cell growth and inflammation is altered at their expression level.

Simultaneously, RSV also has evolved a series of activities to overcome these

immune defenses. The detailed virus-host interactions include (but not limited

to): a batch of innate immune response and adaptive immune response has been

observed to be initiated to conteract the virus invasion via pattern recognition

receptors; these host immune response to RSV infection has been reported to be

modulated via expression of G proteins; the activities of IFNs as well as

cytokines have been also revealed to be impaired to weaken the host antiviral

activities; some mechanisms have been also initiated to delayed programmed

cell death and arrested cell cycle to facilitate robust viral titers during RSV

infection; altered composition of lipid raft membranes have been also observed

to benefit virus assembly and budding [123].

4.1.3.1 Actin cytoskeleton and Rho GTPases

The cytoskeletal framework in the cell is responsible for the trafficking

of cellular proteins. It is majorly composed of actin, microtubules, intermediate

filaments and other elements. Among them, actin microfilaments are in a

dynamic state characterized by rapid cycles of polymerization/depolymerization

in response to varying stimuli, and the microtubules are highly ordered with an

intrinsic polarity.

Previous studies have proved that viruses use different elements of the

cytoskeleton to facilitate entry, replication, transport as well as viral release.

Detailed investigation has provided evidences that microtubules play a

dominant role in the production of infectious virus, while actin filaments exert a

greater effect on virual budding [133].

It has been revealed that F protein from RSV interacts with a cellular

Rho GTPase, RhoA. And this GTPase signaling is closely relevant to many

cellular functions associated with RSV pathogenesis, and these functions

include organization of actin cytoskeleton and expression of proinflammatory

cytokines. Gower TL et al (2001) did a series of experiments and found that the
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expression of RhoA was increased and downstream signaling of RhoA was

activated in RSV-infected Hep2 cells [134].

Another Rho GTPase Cdc42 palys a role in regulating cytoskeleton

especially filopodia formation, and it has been shown to direct various

physiological processes such as cell morphology, migration, and cell cycle

progression. Recent study proved that it was required for RSV internalization

and infection in A549 cells [135].

4.1.3.2 Immune response to RSV infection

RSV infection triggers Toll-like receptors’ (TLRs) and pathogen

recognition receptors’ (PRRs) conserved pathogen-associated molecular

patterns recognition, which in turn initiates activation of a series of immune

response related molecules and pathways through NF-κB. For instance, studies

in RSV-infected A549 cells have revealed the up-regulation of TLR4 at its

expression level. Signaling through TLR4 can activate TNF receptor-associated

factor and the adaptor protein MyD88, which in turn activate IKKε/TANK-

binding kinase-1 and IL-1 receptor-associated kinase-4, thereby initiating a

diverse group of transcription factors including IRF3, IRF7, NF-κB, JNK, p38

MAPK, activator protein-1 (AP1) [Figure 4.3].

TLR3, another member in TLR family, also show up-regulated

expressions in reaction to RSV infection. Signaling through TLR3 also activate

the downstream IKKε/TANK-binding kinase-1, which in turn induces IRF3,

IRF7 and NF-κB [131]. Furthermore, virus infection sensed by TLRs is also

able to activate downstream inflammatory chemokine and cytokine expression

through NF-κB induction. And these chemokines and cytokines can take direct

or indirect responsibility to virus infection and replication.

STAT proteins belonging to signal transducers are responsible for

inducing transcription factors once receive the signal from either type I, type II

or type III IFNs. Two mechanisms exist to antagonize the JAK-STAT signaling

pathway: one is RSV NS protein mediated STAT2 proteosome degradation, and

the other is negative modulation of type I IFN expression by SOCS family

members, especially SOCS1 and SOCS3 [136, 137].

http://en.wikipedia.org/wiki/STAT_protein
http://en.wikipedia.org/wiki/Interferon_type_I
http://en.wikipedia.org/wiki/Interferon_type_II
http://en.wikipedia.org/wiki/Interferon_type_III
http://en.wikipedia.org/wiki/Interferons
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4.1.3.3 Cytokine response to RSV infection

Cytokines are small cell-signaling molecules that regulate immunity,

inflammation and hematopoiesis. A wide range of cytokines have been

published to be produced by numerous cell types during RSV infection. Some

of these cytokines mediate proinflammatory reaction to activate and recruit

immune cells, while others suppress the proinflammatory state. A set of

important cytokines that are secreted upon viral infection are type I IFNs.

However, several studies suggest that RSV induced type I IFNs in a poor way,

which was majorly due to RSV NS protein suppression [139]. Other expressed

cytokines mediated by NF-κB include RANTES, MCP, IL-9, TNF-α, IL-6, IL-1,

CX3CL1. Among these cytokines, several genetic markers that predict severe

RSV pathology have been identified in humans, such as RANTES and TNF-α

[140].

4.1.3.4 Delayed programmed cell death to facilitate virus replication

More and more evidence have been accumulated to prove that RSV has

the ability to postpone programmed cell death of epithelial cells. It was revealed

that expression of anti-apoptosis IEX-1L gene was highly up-regulated in RSV-

infected respiratory epithelial cells. Since IEX-1L was reported to protect cells

from apoptosis induced by TNF-α, elevation of IEX-1L expression may suggest

that RSV infection potentially protect epithelial cells from TNF-α-induced

[141]. The delay of apoptosis was also proved by Thomas KW et al (2001)

[142]. In their paper, they concluded that RSV inhibited apoptosis through a

phosphatidylinositol 3-kinase-dependent pathway. And this programmed cell

death delayed phenomenon was believed to facilitate virus replication.

4.1.3.5 NS1/ NS2 – viral antagonists of the host antiviral cytokine response

RSV has been shown to produce proteins, nonstructural NS1 and NS2

proteins, to inhibit cellular innate immunity represented by IFN and its

productions. Spann KM et al (2004) reported that these two proteins functioned

independently as well as coordinately to achieve the full inhibitory effect on

IFN-α and IFN-β in A549 cells or macrophages [143]. To examine the concrete

regulation network, more and more studies were focused on NS1 and NS2 with

more and more details evidence provided to support this antiviral function of
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these two proteins. Ling Z et al (2009) proposed that expression of NS2

inhibited IFN transcription through either RIG-I or TLR3 pathways [144].

Moreover, it was also mentioned that NS2 inhibited RIG-I-mediated IFN

promoter activation through its binding to the N-terminal CARD of RIG-I so as

to inhibit its interaction with the downstream component MAVS. Other results

indicated that NS2 decreased STAT2 levels and NS1 also degraded STAT2

during RSV infection, thereby modulating interferon-dependent gene

expression [136, 145]. Recent experiment also proved that these two

nonstructural proteins decreased the expression level of TRAF3, which is a

strategic integrator of multiple IFN-inducing signals [146]. In addition, relative

researches on NS1/NS2 also mentioned that they might retard premature

apoptosis to facilitate virus growth in an NF-κB-dependent, IFN-independent

way [147].

Figure 4.3 RSV biding and triggering of cellular responses (adapted from Harris J et al.,
2003)[138].
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4.1.3.6 The role of G protein in immune evasion

To our knowledge, RSV infection induces expression of several notable

chemokines, including IL-8, RANTES, MCP-1, MIP-1α/β and IP-10. And RSV

infection also triggers the proinflammatory mediator release like TNF-α that

possesses antiviral activities. In this regard, G protein plays an essential role in

modifying innate and adaptive immune responses at the expression levels of

cytokines and chemokines. Accumulating evidences have proved that F and G

proteins from RSV interact with the TLR pathway and modify negative

regulation of SOCS protein on cytokine and chemokine expression. The central-

conserved cysteine-rich region of G protein contains a CX3C chemokine motif

at amino acid positions 182-186, and this motif targets to interact with CX3CR1,

CX3CL1 receptor. It has been reported that this CX3CR1 mimicry facilitated

RSV infection and altered CX3CL1 chemotaxis of human and mouse

leukocytes, and this G protein mediated immune response modulation was

likely important in facilitating RSV replication [148]. Based on these findings,

new vaccination strategy which sought to induce antibodies that block G protein

CX3C-CX3CR1 interaction has been put on the agenda for further RSV vaccine

researches [149].

4.1.3.7 Disease pathogenesis

Investigations have indicated that the attack rate of RSV approaches

70% in the first year of life. The statistical data from US suggests that lower

respiratory tract disease (bronchiolitis) develops in 20% to 30% of infected

children, which result in around 120,000 hospitalizations yearly. RSV can also

cause severe lower respiratory illness and lead to respiratory failure with 70–

100% mortality rates in adults [150].

A variety of host factors, particularly cytokines and chemokines, have

been reported to be responsible for the RSV disease pathogenesis. Expression

of these factors aim to limit virus replication, however, over-expression or extra

production of these immune moleculors may exacerbate the inflammatory

response so as to promote airway damage and pathogenesis in the process of

virus clearance [151, 152]. Evidence has been provided to indicate that CCL5

(RANTES) resulted in exacerbation of allergic airway inflammation following

RSV infection [153].
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The precise communication of innate and adaptive immune response is

important in defining the magnitude of adaptive immunity. Inefficient

inflammatory responses triggered by RSV infection may result in the

inappropriate induction of T-cell responses. The T1-type responses

characterized by the expression of IFN-γ, IL-2 and IL-12 are required for the

efficient virus clearance, while the Th2-type responses characterized by the

expression of IL-4, IL-10 and IL-13 are almost ineffective but able to contribute

to allergic diseases and asthma [131, 154]. And it was published that intrinsic

antigenic properties of G protein enables to promote Th2 responses and

eosinophilia [150].

4.1.4 RSV infection in different cells

4.1.4.1 RSV infection in Hep2 cells

Ternette N et al (2011) applied label-free quantitative mass spectrometry

to test the proteomics profiling of RSV-infected Hep2 cells and analyzed the

data using IPA software [155]. Analysis result demonstrated that mRNA levels

of IFIT3 and XRN2 were increased during RSV infection. Moreover,

“PI3K/Akt signaling”, “mTOR signaling”, “protein ubiquitination pathway”

and “RNA signaling” were enriched as significant pathways. Other experiments

majorly focused on uncovering the interaction of lipid raft and RSV in Hep2

cells, and cholesterol depletion studies indicated that membrane cholesterol was

required for virus filament formation. In addition, lipid raft microdomains

played an important role in RSV maturation process, but dynamics of host-cell

interactions and pathway cross-talk associated with RSV-mediated lipid raft

microdomain modifications was poorly understood [127, 156].

4.1.4.2 RSV infection in macrophages

Macrophages are cells produced by the differentiation of monocytes in

tissues. Macrophages function in recognizing, engulfing and destroying many

potential pathogens in the innate immune system. Besides these pathogens,

macrophages also enable to recognize syngeneic tumor cells, virus-infected

cells as well as normal cells undergoing programmed cell death. Besides,

macrophages also function in acquired immune response. Upon phagocyosis,

macrophages degrade proteins and present antigens on major histocompatibility
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complex (MHC) molecules, where T cells can recognize the substance as

“foreign”. Accordingly, pathogens have developed multiple methods to evade

the attacks from macrophages.

Macrophages are subjected to classical (Th1) or alternative (Th2)

activation, depending on the types of cytokines that they are exposed to. In the

first case, macrophages are activated by inflammatory stimuli, such as IFN-γ

(IFN-α), in combination with TLR activation by microbial stimuli, such as

lipopolysaccharide (LPS). After that, the intracellular pathogens are killed and

inflammantory cytokines that amplify Th1 immune responses are secrete

through the production of iNOS, which generates nitric oxide (NO) that can

damage cells. In the second case, after exposure to Th2 cytokines such as IL-4,

IL-10, or IL-13, macrophages produce polyamines and proline so as to induce

proliferation and collagen production. This kind of macrophages produces

arginase-1 which competes with iNOS for arginine to produce L-ornithine and

urea. Moreover, murine alternative-activated macrophages were reported to

express “markers” including found in inflammatory zone 1, Ym1, mannose

receptor and others, which did not express by classical-activated macrophages

[157, 158].

Macrophages play a pivotal role in host lung defense mechanisms. As

the first line of defense in acute RSV infection, macrophages are recruited in

large numbers to the site of infection. Regarding the alterbative activation of

macrophages, TLR4 signaling is necessary for expression of PPARγ and IFN-β

is responsible for expression of IL-4, IL-13, IL-4Rα, and IL-10 in response to

RSV infection. This induction is initiated prior to the development of the

adaptive immune response [158]. To fight with these innate and adaptive

immune responses coming from macrophage activation, RSV develops distinct

mechanisms to impair macrophage IFN-α/β- and IFN-γ-stimulated transcription

[159, 160]. Furthermore, the activities of caspase-3 and caspase-9 were reduced

and eliminated seperately, while expression of anti-apoptotic proteins such as

Bcl-2, Bcl-X and XIAP were enhanced in RSV-infected mouse macrophages.

This phenomenon implied that the intrinsic apoptotic pathway was subverted in

mouse macrophages after infection of RSV [161].
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4.1.5 Objective

To our knowledge, RSV is the most common cause of acute

bronchiolitis, particularly in infants and young children. The pathogenesis of

RSV bronchiolitis is involved in a combination of direct cytopathic effects

induced by viral replication and the resulting host response of production of

proinflammatory cytokines. Otherwise, the detailed interactions between virus

and host factors are not quite clearly understood. Moreover, macrophages as

“gatekeepers” function to initiate the innate and adaptive immune responses at

the first time but it is surprising that some studies demonstrated that RSV

infection severely diminished the phagocytic ability of macrophages [162].

Thus, to sort out the internal response of Hep2 cells and macrophages in

reaction to RSV infection is meaningful and pressing.

Accordingly, RSV A2 strain was designed to infect Hep2 cells and

pulmonary macrophages at specific time points. All these global gene

expression profiles were monitored using microarray platform, and expression

of interested genes were validated by techniques such as cytokine assays

[156,364]. Different types of software were employed into further analysis. The

aims of this research are as following:

(1). Investigate the host-virus interactions in RSV infected Hep2 cells.

(2). Investigate the host-virus interactions in RSV infected mouse macrophages.

(3). Establish the mechanisms which have been involved in antagonizing the

immune response in different host cells upon RSV infection.

4.2 Experiment workflow

4.3 Result and Discussion

4.3.1 Global profiling of gene expression

4.3.1.1 Heat maps of global gene expression

The global transcriptional profile of RSV-infected Hep2 cells illustrated

that more and more expression changes occurred with the infection time

increasing [Figure 4.5]. It was also observed that there were a larger number of

probe sets showing down-regulated expression when compared to those

showing up-regulated expression.
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In macrophages infected with RSV, a few more expression changes

were also detected at later time point (24 hpi). However, the numbers of genes

with up-regulated expression were higher than the numbers of those with down-

regulated expression in RSV-infected macrophages, which was different from

the case detected in RSV-infected Hep2 cells. These observations might

indicate the activation of a big scale of host antiviral genes in macrophages

upon RSV infection [Figure 4.6].

Figure 4.4 Microarray experimental workflow during RSV infection.
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4.3.1.2 Distribution of differentially expressed probe sets

As shown in Table 4.1, almost half of the probe sets with up-regulated

expression showed their expression at ≥3-FC, while less than one fourth of the

probe sets with down-regulated expression showed their expression at ≥3-FC

across the whole infection period. This observation suggested that up-regulated

probe sets showed in a relative strong fold regulation than down-regulated ones

at the global level.

In three late infection time points (8, 12 and 15 hpi), the percentages of

up-regulated probe sets showed similar and higher than the one from 4 hpi. This

observation might implicate a strong and sustained antiviral response from 8 to

15 hpi. The percentages of down-regulated probe sets showed a gradual

increase across the whole infection period, indicating the inhibition of more and

more cell activities following RSV infection in Hep2 cells.

With regards to macrophages infected with RSV, a large scale of genes

was observed with differential expression from 4 hpi, suggesting an early and

timely host cell reaction in response to RSV infection [Table 4.2]. The genes

showing up-regulated expression were almost twice as many as those showing

down-regulated expression, and some of these up-regulated genes even showed

outstanding fold regulation at ≥5-FC.
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Figure 4.5 Temporal changes in the host cell transcriptome in Hep2 cells infected with
RSV. The global host gene expression profiles were retrieved from microarray analysis with
different time points examined. The probe sets showing ≥2 fold change (FC) up- or down-
regulated in expression are indicated (P-value≤0.05). Expression profiles of up-regulated (red),
down-regulated (green) and no significant change (black) are shown.

Table 4.1 Differentially expressed probe sets in Hep2 cells infected with RSV.

The global host gene expression profiles were retrieved from microarray analysis with different
time points examined. The ratios of differentially expressed probe sets (P-value≤0.05) up- or
down-regulated with different fold changes (≥2-FC, ≥3-FC and ≥5-FC) in relative to their
corresponding “expressing probe sets” are represented in percentage. The expressing probe sets
refer to probe sets detected in the mock-infected Hep2 cells.
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Figure 4.6 Temporal changes in the host cell transcriptome in macrophages infected with
RSV. The global host gene expression profiles were retrieved from microarray analysis with
different time points examined. The genes showing ≥2 fold change (FC) up- or down-regulated
in expression are indicated (P-value≤0.05). Expression profiles of up-regulated (red), down-
regulated (green) and no significant change (black) are shown.

Table 4.2 Differentially expressed genes in macrophages infected with RSV.

The global host gene expression profiles were retrieved from microarray analysis with different
time points examined. The ratios of differentially expressed genes (P-value≤0.05) up- or down-
regulated with different fold changes (≥2-FC, ≥3-FC and ≥5-FC) in relative to their
corresponding “expressing genes” are represented in percentage. The expressing genes refer to
genes detected in the mock-infected macrophages.
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4.3.1.3 Functional classification

In terms of biological functions from GO and KEGG database,

differentially expressed probe sets or genes were classified into interested

functional families at different infection time points. As shown in Figure 4.7,

up-regulated probe sets in RSV-infected Hep2 cells majorly located in the

groups such as “Immune Response”, “DNA Binding”, “Signal Transduction”,

“Transcription Factor”, “Cell Growth” and particularly “RNA binding” at ≥2-

FC. It was surprising that expression of some probe sets that are functional

associated with “Immune Response”, “RNA Binding” and “Signal

Transduction” showed strong elevation with fold regulation even ≥10-FC, and

the number of these probe sets showed a bit higher at 8 hpi than 4, 12 and 15

hpi. These observations might implicate that the strong and sustained host

antiviral response across the whole investigated infection period, with the

strongest state occurred around 8 hpi. And some of genes with up-regulated

expression were classified into biological grouping such as “Cell Growth”, and

this phenomenom might indicate that some mechanisms were exerted to

promote the process of host cell cycle in order to speed up viral replication.

Down-regulated probe sets in RSV-infected Hep2 cells were majorly

classified into functional groups such as “RNA Binding”, “DNA Binding”,

“Signal Transduction” and “Transcription Factor”, and the numbers of down-

regulated probe sets in each family increased with the infection time increasing.

When compared to the up-regulated probe sets, only several down-regulated

probes sets could be detected with high-level fold regulation ≥5-FC at 12 and

15 hpi.

When it turns to RSV-infected macrophages, functional groups

including “Cytokine”, “Antiviral”, “RNA Binding”, “Cell Death”, “Signal

Transduction” and “DNA Transcription Factor” were majorly enriched in the

up-regulated probe sets at either 4 or 24 hpi [Figure 4.8]. At ≥10-FC, a few

genes encoding cytokines were even detected at both examined time points,

which implied the early and sustained activation of antiviral host response

during RSV infection in macrophages. A small batch of genes belonging to

“Cell Death” also showed stimulated expression at both 4 and 24hpi, and a

couple of them also showed up-regulated expression with quite prominent fold



79

changes. This observation might suggest that the cell apoptosis was initiated

strongly from a quites early infectioin stage.

Only a small number of genes showed down-regulated expression with

low fold regulation at both time points. And these genes majorly belonged to

“Signal Transduction”, “RNA Binding”, “Kinase”, “Cell Cycle” and “Cell

Growth”.

Genes with faintly down-regulated expression were identified both in

RSV-infected Hep2 cells and RSV-macrophage. This observation might imply

the interference of cell signaling as well as metabolism by RSV infection.

4.3.1.4 Cluster analysis in Hep2 cells

To our knowledge, genes with similar temporal expression trends might

have related biological functions and possibly correspond to some critical

cellular processes and pathways [91]. So the aim of this cluster analysis is to

classify probe sets with similar expression profiles into common biological

groups, which is beneficial for further functional analysis. The Hep2 cells were

infected with RSV, and the corresponding transcriptomes were analyzed at 4, 8,

12, and 15 hpi. Probe sets at more than one time point of infection with ≥2-FC

(P-value≤0.05) were clustered into similar gene expression profiles using the

Expander version 5.0 software [Figure 4.9]. Using the same software, the data

were further analyzed into genes relating to different functional groups or

canonical pathways, and enriched transcription factor were also identified. All

enriched functional groups, canonical pathways and transcriptional factors are

displayed in Table 4.3.

Pathway analysis revealed that differentially up-regulated genes shared

common pathways including “MAPK signaling”, “Jak-STAT signaling

pathway”, “B-cell receptor signaling pathway”, “Toll-like signaling pathway”,

“Steroid biosynthesis”, “Metabolic pathways”, “Focal adhesion” and “Pathways

in cancer”. Activation of these immune response and steroid synthesis related

pathways implied the host antiviral activities and alterations in the composition

of the lipid raft membranes during RSV infection in Hep2 cells.

Functional groups such as “Immune system process”, “Response to

stimulus”, “Lipid metabolic process” and “Lipid biosynthetic process” were

significantly enriched in these genes with the increased expression trends. Over-
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representation of these functional groups was consistent with the significant

enrichment of key pathways mentioned above, providing more evidences that

the host antiviral responses and membrane activities were triggered in RSV

infected Hep2 cells.

A batch of transcription factors such as SRF, CAC-binding_protein,

ISRE, Sp1, UF1H3BETA and Bach2 were identified to be enriched in the up-

regulated genes. SRF, as a member of the MADS box superfamily of

transcription factors, regulates the activity of many immediate-early genes and

thereby participates in cell cycle and apoptosis regulation [163]. In our study,

SRF gene showed a significant expression elevation (around 3-FC) from 8 hpi

to 15 hpi, which was consistent with its enrichment by downstream up-

regulated factors and could implicate its potential regulation on cell cycle.

Besides, SRF is also the downstream target of many pathways such as MAPK

pathway ternary complex factors. Previous finding showed that “MAPK

signaling” pathway was enriched by the up-regulated genes, and this finding

was concordant with the up-regulation of SRF in its expression. ISRE is an

interferon stimulation response element which binds to IRF3 to present in the

ISG15 gene promoter and activate its transcriptional activity. Enrichment of this

transcription factor in up-regulated genes potentially suggested the partly

activation of interferon signaling pathway.

In the meanwhile, the pathway called “Cytokine-cytokine receptor

interaction” was enriched in the down-regulated genes, which could be due to

the RSV combating the host immune regulation. Another pathway that was also

enriched by the down-regulated genes was “ECM-receptor interaction”. ECM

was found to participate in the regulation of cytoskeleton and apoptosis [164,

165], thus enrichment of this pathway may reveal the negative modulation in

these aspects under RSV infection in Hep2 cells. Other pathways such as

“Apoptosis” and “Small cell lung cancer” were also enriched in the down-

regulated genes.

Genes with decreased expression were significantly grouped into

functions such as “Nitrogen compound metabolic process”, “Cellular

biosynthetic process”, “Transition metal ion binding” and “Regulation of

macromolecule biosynthetic process” with high numbers included for each

group. Besides, other functions belonging to a diverse range of cellular
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functions were also enriched based on other genes with down-regulated

expression, suggesting the impairment of cell activities from a wide range.

In addition to these pathways and functions, potential transcription

factors such as ETF, E2F, c-Myc:Max, TATA, STATx, NF-kappaB_(p65) and

Evi-1were also over-represented by the down-regulated genes. E2F and c-

Myc:Max are important regulator and transcription factor in apoptosis signaling

pathway, which was correlated with the enrichment of “Apoptosis” pathway

and indicated the inhibition of the apoptosis signal transduction in Hep2 cells

after RSV infection. This observation was consistent with previous finding that

RSV delayed programmed cell death to facilitate virus replication in human

airway epithelial cells [131].
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Figure 4.7 Overview of distributions of differentially expressed probe sets into different
biological functions in Hep2 cells infected with RSV. The numbers of probe sets in the
different functional families, including non-annotated and unclassified groups, showing up- or
down-regulated with different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene expression are
presented.
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Figure 4.8 Overview of distributions of differentially expressed genes into different
biological functions in macrophages infected with RSV. The numbers of genes in the
different functional families, showing up-regulated or down-regulated with different fold
changes (≥2-FC, ≥5-FC and ≥10-FC) in gene expression are presented.
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Figure 4.9 Clustering analysis of temporal gene expression profiles in RSV-infected Hep2 cells. Hep2 cells were infected with RSV at 4, 8, 12 and 15 hpi. Probe sets
showing ≥2-fold changes up- or down-regulated (P-value≤0.05) at least over one time point were analyzed with Expander 5 software. X-axis represents post-infection in
hours (H), and Y-axis means normalized expression changes of probe sets.
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Table 4.3 Summary of functional groups, canonical pathways and transcription factors
enriched based on differentially expressed genes in Hep2 cells infected with RSV.

Differentially expressed genes were significantly categorized into different GO terms and
pathways. Different transcription factors that can potentially be involved in the regulation of
gene expressions are shown for each cluster under Expander 5 software analysis (P-value≤0.05).
Each functional group, canonical pathway or transcription factor is followed by the number of
corresponding genes.

4.3.1.5 Core analysis in macrophages

Since only two time points were examined in RSV-infected

macrophages, it was not reliable to do cluster analysis based on these data. In
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order to identify the significant regulation of key functional groups, core

analysis by IPA was performed to analyze the differentially expressed genes in

macrophages [Figure 4.10-4.13].

At the early stage of RSV infection, it was noted that many key

functional networks and pathways were highlighted. For example, “Lipid

Metabolism”, “Cell Death”, “Cell Cycle”, “DNA Replication”, “Cell-to-cell

Signaling” networks were over-represented with high score; “Cancer”,

“Inflammatory Response”, “Immunological Response”, “Cellular Growth and

Proliferation”, “Cellular Development”, “Cell Death”, “Hematological System

Development and Function”, “Tissue Morphology”, “Cell-mediated Immune

Response” and “Organismal Survival” were ranked as top functions with

hundreds of differentially expressed genes included for each; “Activation of

IRF by Cytosolic Pattern Recognition Receptors”, “Role of Pattern Recognition

Receptors in Recognition Bacteria and Viruses”, “IL-10 Signaling”, “TNFR2

Signaling” and “CD40 Signaling” were identified as top five canonical

pathways with high-level significance. These findings suggested that cell

regulations associated with immune response, antigen presentation, cell cycle

and cell death had been initiated from a very early infection stage.

Notably, the top networks and functions identified at 24 hpi were similar

as those identified at 4 hpi, however, more molecules belonging to these

functions were detected at 24 hpi than 4 hpi. This phenomenon might provide

evidences that growing number of factors participated in cell regulation

activities to combat with RSV’s invasion with the infection time increasing.

Besides, the essential canonical pathways unique to RSV infection at 24 hpi

were “Altered T Cell and B Cell Signaling in Rheumatoid Arthritis”, “Dendritic

Cell Maturation”, “Communication between Innate and Adaptive Immune

Cells”. These pathways were all related to acquired immune response,

indicating the strong adaptive immune response at late infection phase in RSV-

infected macrophages. Besides, pathways related to cholesterol biosynthesis

and lipid metabolism were more highly represented based on genes with down-

regulated expression at 24hpi when compared to 4hpi, indicating that virus

infection might induce changes in pathways playing a role in cellular

metabolism ny 24hpi.
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4.3.2 Functional groups related to host response

During RSV infection, many host genes with critical functions have

been reported to be differentially expressed in order to fight with the virus

invasion or benefit the virus replication and assembly. For example, antiviral

genes such as cytokines that are responsible for local immune response might

be induced at their expression level after RSV infection in order to fight against

virus infection [166]; altered expression of cell death related genes could

function on delaying programmed cell death in order to serve for better virus

replication [167]; genes involved in lipid raft composition have been also

proved to deviate from their regular expression after RSV interruption [156].

Accordingly, expression of genes referring to interesting functions was

investigated in order to evaluate the host cell-virus interactions in both infected

Hep2 cells and mouse macrophages [Figure 4.14-4.20].
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Figure 4.10 Summary of top functional groups enriched in differentially expressed genes
in RSV-infected with macrophages at 4 hpi. Differentially expressed genes detected at 4 hpi
were significantly categorized into different networks, functions and pathways under the
analysis of Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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B

Figure 4.11 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from RSV-infected macrophages at 4
hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological function or
canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the respective
canonical pathway.
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Figure 4.12 Summary of top functional groups enriched in differentially expressed genes
in RSV-infected with macrophages at 24 hpi. Differentially expressed genes detected at
different time points were significantly categorized into different networks, functions and
pathways under the analysis of Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).

4.3.2.1 RSV infected Hep2 cells

4.3.2.1.1 Immune response

After RSV infection, the host cells will initiate a series of defense response to

counteract the virus invasion. Previous researches have revealed that direct

RSV infection induced chemokine secretion [168]. In our study, chemokines

such as CCL2, CCL5 (RANTES), CCXL2/3/10/11, IL8 (CXCL8) also showed

up-regulation at their expression level. Among these chemokines, the up-

regulated fold regulation of CCL5 and CXCL10/11 showed ascending, while

the up-regulated fold regulation of CCL2 and CXCL2/3 showed descending

with the infection time increasing. In addition, the
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B

Figure 4.13 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from RSV-infected macrophages at
24 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological function or
canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the respective
canonical pathway.
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expression of IL8 (CXCL8) showed sustained and extraordinary induction

across the whole infection period. These observations might demonstrate that

these chemokines are under the control of different types of molecular

mechanisms when they exert their antiviral function as proinflammatory

mediators. Another cytokine, IL6, was also up-regulated with a quite high fold

change at its expression level, which implied the strong activation of immune

response.

Although no significant expression changes of IFN-α and IFN-β were

detected, the receptors including IFNAR2 and IFNGR1 showed up-regulated

expression with low fold regulation at early time points (4 hpi and 8 hpi). It

might indicate the trigger of IFN type I and II signaling pathways at the

beginning of RSV infection, however the activation was not able to last for a

long time. IL28A, belonging to IFN type III family, plays a role in both innate

and adaptive immune response [169]. Its elevated gene expression at the late

stage of RSV infection might be related to the adaptive immune response in

infected Hep2 cells.

Besides these cytokines and IFNs, a batch of interferon stimulated genes

including NFKB1/1 (NF-κB), NIKBIB/Z, IGS20, IFI44, OAS3, OASL,

GBP1/2 were also identified with up-regulated gene expression in RSV infected

Hep2 cells. Other antiviral genes including DDX58 (RIG-I), AREG, CD83,

EDN1, EMR3, F3, KLF6, LPIN1, LYN, PBEF1, PDCD1LG1, PLAUR, SOCS2,

TNIP1, IRAK2 also showed up-regulation in their expression.

4.3.2.1.2 Cell death

A group of apoptosis-related genes displayed differential expression

during the RSV infection in Hep2 cells, and expression regulations of these

genes might be due to the host-virus interactions.

Members in the FOS family dimerise with JUN to form the AP-1, which

promotes transcription of a diverse range of genes involved in cellular processes

such as proliferation and apoptosis [170]. Thus, increasing up-regulation of

FOS and JUN genes at their expression level across the whole infection period

might function on apoptosis signaling in infected Hep2 cells.

XIAP associated factor-1 (XAF1) antagonizes the activity of XIAP that

inhibit activation of caspases during apoptosis. This factor was detected with
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up-regulated expression from 4 hpi to 12 hpi, which enhanced the hypothesis

that the programmed apoptosis was induced from early infection stage.

BIRC3 belongs to the inhibitor of apoptosis (IAP) gene family which

encodes proteins that negatively regulate cell death. Another anti-apoptotic

molecule, TNFAIP3, has been reported to inhibit NF-κB activation and TNF-

mediated apoptosis, in further to limit inflammation. Both these two factors

were strongly up-regulated at their expression level, implicating the potential

regulation of attenuating apoptosis in Hep2 cells.

Among the few genes down-regulated with faint fold changes, Tp53 is a

key regulator that is able to initiate programmed cell death. Down-regulation of

its expression might be associated with the delayed programmed cell death, a

feature which resulted in more robust viral titers [131].

Collectively, apoptosis of the Hep2 cells was controlled in two opposite

directions following RSV infection. On one hand, some evidences proved that

the cell death was induced during the virus infection, particularly at early

infection stage. On the other hand, some phenomenon implied that virus might

take some actions to delay the host apoptosis so as to benefit its replication

across the whole infection stage.

4.3.2.1.3 Cholesterol biosynthesis

Lipid raft are micro-domains of the plasma membrane. As a main

component of lipid rafts, cholesterol is essential for the formation of membrane

raft [171]. Lipid rafts serve as platforms for plasma membrane assembly and

budding of enveloped viruses. Several research groups have proposed that RSV

proteins located in raft domains and purified RSV virion particles contained raft

associated cellular proteins. Recent research even recovered that intact plasma

membrane rafts were required for release of infectious progeny RSV particles

during RSV infection in human lung epithelial cells [172].

To verify the importance and necessity of the lipid rafts during RSV

infection in Hep2 cells, we selected an array of differentially expressed genes in

this respect for proof of principle. The genes under investigation included

HMGCR, HMGCS1, DHCR7, CYP51A1, FDFT1, IDI1, MVK, SQLE,

SC4MOL, APOL6, FN1, ITGA2 and etc. Some of them such as DHCR7,

CYP51A1, FDFT1, IDI1 and SC4MOL are involved in synthesis of cholesterol.
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Others may exert different functions: APOL6 affects the movement of lipids or

allow the binding of lipids to organelles; HMGCR encodes a rate-limiting

enzyme for cholesterol synthesis and its expression level is coordinated by the

level of free-cholesterol in a negative loop. Notably, these genes were

significantly up-regulated especially during the late infection stage, indicating

the increased requirement for free-cholesterol as well as the active movement of

lipids during virus infection.

Another three genes that are also associated with cell membrane are

FN1 and ITGA2/5. FN1 encodes fibronectin, which is a glycoprotein present in

a soluble dimeric form in plasma but a dimeric or multimeric form at the cell

surface. This glycoprotein is involved in cell adhesion and migration processes.

ITGA2 and ITGA5 are integrins that play role as fibronectin receptors. In our

RSV-infected Hep2 cells, altered expressions of fibronectin and its receptors

might be also associated with the RSV infection. However, detailed interactions

and functions retain to be determined in the future.

4.3.2.1.4 Genes with remarkable regulations

In addition to these well-known genes, there existed other genes

differentially expressed with topmost fold change in RSV-infected Hep2 cells.

Among them, the up-regulated genes included LCN2, PTX3, HKR1, ERG1/4,

DUSP6 and so on, while the down-regulated genes were ZNF230, ZIC2, HEY2,

AHRR and so on.

Among the up-regulated genes, LCN2 is of importance in the innate

immune response to bacterial infection. Upon encountering invading bacteria,

TLRs stimulate the secretion of this protein that is capable of limiting bacterial

growth by sequestering iron-containing siderophores. Unusual expression

elevation of this gene potentially indicated that this gene might have a

possibility to be involved in the immune response to virus infection.

Another molecule that is also associated with immune response was

PTX3. This gene is rapidly produced and released by cells such as mononuclear

phagocytes, dendritic cells, fibroblasts and endothelial cells in response to

primary inflammatory signals. And it is also known to bind to dying cells

during inflammatory reactions so as to clear the apoptotic cells. Thus, strong

http://en.wikipedia.org/wiki/Innate_immune_response
http://en.wikipedia.org/wiki/Dendritic_cells
http://en.wikipedia.org/wiki/Fibroblasts
http://en.wikipedia.org/wiki/Endothelial_cells


96

up-regulation of this gene in its expression might indirectly represent the

initiation of inflammatory response in Hep2 cells after RSV infection.

HKR1 encoding zinc finger protein and EGR1/4 as a member of the

early growth response (EGF) family of zinc finger transcription factors both

showed quite significant regulation in their expression. Relevant studies have

pointed out that the compounds called AT-2 which inactivate retroviruses

through targeting their zinc finger-containing NC protein could also inactivate

RSV accompanied by a significant modification of M2-1 [173]. This finding

might indicate that zinc fingers as a group of small protein structure motifs play

functions during our RSV infection.

Dusp6 belongs to the dual specificity protein phosphatase subfamily.

This family takes responsibility to negatively regulate members in the mitogen-

activated protein (MAP) kinase superfamily, which function on cellular

proliferation and differentiation. Since p38 MAPK activation was proved to be

required for RSV induction of human bronchial epithelial membrane

permeability [174], the up-regulated expression of Dusp6 was possible an

antiviral action in Hep2 cells.

A few genes encoding zinc finger proteins such as ZNF230 and ZIC2

were detected with decreased expression. These two molecules function as

transcription regulators so that inhibition of their expression could implicate the

suppression of some specific transcriptional regulation activities.

4.3.2.2 RSV infected macrophages

4.3.2.2.1 Immune response

Upon viral infection, macrophages receive chemical signals IFN-γ or

IL4/13, and then increase their production of MHC II molecules which prepare

them for presenting antigens. Activated macrophages produce and secreted

TNFs, which help cause inflammation through the production of IL-1, IL-6,

TNFα and activate the other cells of the immune system. Original signal

chemicals such as IFN-γ (Ifng), IFN-γ receptor (Ifngr1) and IL4/13 didn’t show

any significant expression changes during both time points under RSV infection.

However, TNFs, which are supposed to be secreted by activated macrophages,

showed up-regulated expression with quite high fold change after RSV

infection at both 4 and 24 hpi (especially 4 hpi) [Figure 4.18].

http://en.wikipedia.org/wiki/Phosphatase
http://en.wikipedia.org/wiki/Mitogen-activated_protein_kinase
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Downstream cytokine productions including IL1a, IL1b, IL6 displayed

similar expression patterns as TNFs. Other chemokines with differential gene

expression included CCL2/3/4/5/7, CCRL2, CX3CR1 and CXCL1/2/3/5/9/10.

Careful observations indicated that these chemokines also showed up-regulated

expression after RSV infection. Expression levels of these key molecules

involved in macrophage activation suggested that macrophages were activated

well after RSV infection. Besides, most of these factors showed higher

expression levels at 4 hpi than 24 hpi in RSV infected macrophages, indicating

that macrophage activation was initiated strongly at a very early stage.

Antigen presentation is a process in which some phagocytes “present”

parts of engulfed materials to other cells of the immune system on their cell

surface. In activated macrophages, IFN-γ usually increases production of MHC

II molecules and prepares them for presenting antigens, MHC I molecules

thereafter mediate destruction of host cells displaying that antigen [175]. In

RSV-infected macrophages, a group of MHC class I molecules such as H2-Q7,

H2-Q8, H2-T22, showed up-regulated expressions. At the meantime, another

batch of MHC class II molecules such as H2-Aa/b1, H2-DMa/b1, H2-Ea/b1

was detected with down-regulated expression. It was possible that RSV had

evolved methods to evade macrophages antigen presentation through repressing

the expression levels of these MHC II molecules.

In the macrophages, the primary signal for activation is IFN-γ from Th1

type CD4 T cells. The secondary signal is CD40L on the T cell which binds

CD40 on the macrophage cell surface. As a result, the macrophage expresses

more CD40 and TNF receptors on its surface which help stimulate the

activation [176]. A large increase in expression of CD40 was detected from 8.6-

FC (4 hpi) to 80.9-FC (24 hpi) in RSV-infected macrophages, providing more

evidences for the macrophages activation. However, the increasing expression

trend of CD40 is different from the previous decreasing expression trend of

TNFs and cytokines, and the detailed reason remains to be investigated in the

future.

Phagocytosis is the process of engulfing particles such as cell debris,

bacteria, and dead tissue cells. In the macrophage phagocytosis process,

receptors on the surface of macrophages such as toll-like receptors bind to the

“invader” to initiate the phagocytosis [177]. Consequently, high-level up-

http://en.wikipedia.org/wiki/Macrophage
http://en.wikipedia.org/wiki/Interferon-gamma
http://en.wikipedia.org/wiki/CD4
http://en.wikipedia.org/wiki/T_cell
http://en.wikipedia.org/wiki/Macrophage
http://en.wikipedia.org/wiki/Tumor_necrosis_factors
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regulation of TLR2 and TLR3 at their expression level were detected after RSV

infection, which might implicate strong activation of macrophage phagocytosis

in RSV-infected macrophages. DDX60 was proved to be a novel antiviral factor

promoting RIG-I (DDX58) -like receptor-mediated signaling and was

dispensable for TLR3-mediated signaling by Miyashita M et al (2011) [178]. Its

up-regulated expression with high fold regulation in RSV-infected macrophages

was consistent with the gene expression trends of DDX58 and TLR3, indicating

strong RIG-I-mediated antiviral signaling after RSV infection in macrophages.

Previous studies have proved that RSV had an ability to impair IFN

Type I signaling pathway by distinct mechanisms in macrophages [159].

However, IFN Type I and associated stimulated genes exhibited in an elevated

expression with quite high fold regulation. Among them, IFN-α and IFN-β

showed higher fold change at 4 hpi than 24 hpi while other IFN regulatory and

stimulated genes including GBP1/2/6, IRF7, ISG20, MX1, OASL1/2, RSAD2,

IFI44 showed higher fold change at 24 hpi than 4 hpi. These observations

suggested that IFN pathway was strongly activated in RSV-infected

macrophages.

4.3.2.2.2 Cell death

Various regulations of cell apoptotic activities were also observed in

RSV-infected macrophages, with a batch of apoptotic factors such as CFLAR,

CASP4, TRAF1/2, MYC, PDCD4, XAF1 differentially expressed [Figure 4.19].

XAF1 is capable of regulating apoptosis by abrogating the anti-apoptotic

activities of XIAP. Expression of it showed up-regulated with 5.34-FC at 4 hpi

and 33.08-FC at 24 hpi, indicating robust apoptosis activities especially at late

infection stage following RSV infection.

A heterodimeric complex formed by TRAF1 and TRAF2 is necessary

for TNFα -mediated activation of MAPK8/JNK and NF-κB. Moreover, this

complex also mediates the anti-apoptotic signals from TNF receptors through

interacting with IAPs [179]. Up-regulation of these two factors at their

expression level during RSV infection might indicate the inhibitory regulation

on apoptotic signaling from an opposite direction.
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4.3.2.2.3 Genes with remarkable regulations

Besides these well-investigated genes, quite a few other genes were also

observed with a stimulated expression in RSV-infected macrophages [Figure

4.20].

Several immune related genes including ZBP1, LCN2 and Serpinb2

were strongly stimulated at their expression levels after RSV infection. Z-DNA-

binding protein 1 (ZBP1) has been proved to function as a DNA sensor that

activated the innate immune system [180]. Other studies also have identified

ZBP1 as being essential for IRF3 and IFN-β activation in a JAK/STAT-

dependent manner, therefore inhibiting huuman cytomegalovirus replication

[181]. LCN2 is always secreted by Toll-like receptors upon encountering

invading bacteria in order to limit bacterial growth by sequestrating the iron-

laden siderophore [182]. Serpinb2 was proved to be induced during many

inflammatory processes and infections and play a physiological role in

suppression of Th1-promoting cytokine up-regulated proteins [183]. Strong up-

regulation of these genes in their expression during RSV infection might

suggest a strong immune response.

Genes of the Schlafen (Slfn) family have been uncovered to participate

in T cell development [184], cell cycle arrest [185] and generation of IFNα-

induced growth inhibitory responses [186]. Sohn W et al (2007) reported that

CpG-DNA and LPS triggered slfn-2 gene expression by activating NF-κB and

AP-1 pathways in macrophages [187]. In our study, slfn-1/2/3/4/5/8 all showed

strong up-regulation at their expression level in macrophages after RSV

infection. This could suggest that Slfn genes potentially participated in some

critical functions. However, the detailed roles of Slfn family in macrophages are

still under investigation.

A few transporter and transmembrane genes were also ranked topmost

among the up-regulated genes. For RSV infection, expression of TAP1 and

TAP2 showed significant up-regulation only at 24 hpi. RTP4, TMEM171,

MS4A4C and MS4A6C showed increasing up-regulation while FLRT3 and

TREM1 showed a deceasing up-regulation at their expression levels across the

RSV infection period. Furthermore, TREM1 signaling pathway has been

reported to amplify the signal from TLRs, NAIP, CIITA and HET-E to produce

various chemokines and cytokines [188]. Thus, significant up-regulation of

http://www.google.com/url?sa=t&rct=j&q=&esrc=s&frm=1&source=web&cd=1&cad=rja&ved=0CDIQFjAA&url=http%3A%2F%2Fen.wikipedia.org%2Fwiki%2FHuman_cytomegalovirus&ei=JOhGUbejN8emrAf1voHQBw&usg=AFQjCNHHL6jEjkugUaGpCBDVeoXoijyzqg&sig2=-t1Aq_CDlv7edqCqI_efLQ
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TREM1 at its expression level following RSV infection at 4 hpi may potentially

contribute to the timely development of the cytokine storm in corresponding

infected macrophages.

GPR84 is one of the G protein-coupled receptors which is largely

restricted to macrophage populations and granulocytes. Lattin JE et al (2008)

has pointed out that expression of GPR84 could be highly regulated by LPS via

TLR4 in mouse macrophages [189]. However, TLR4 didn’t show any

differential expression change in infected macrophages. Hence, some other

unclear stimuli might be responsible for the remarked up-regulation of GPR84

at its expression level during RSV infection at both 4 and 24 hpi.

4.3.3 Regulations of gene expression in canonical pathways

4.3.3.1 Interferon signaling

In RSV-infected Hep2 cells, it was notable that STAT1 and IFNα/β only

showed faintly up-regulated expression changes at 12 hpi and 15 hpi, separately.

Among the downstream genes, IRF showed up-regulated expression with 7.0-

FC at 2 hpi, and OAS1 and TAP1 showed up-regulated expression at the late

stage of infection. These observations may suggest that the IFN signaling

pathway and its downstream productions were not strongly activated or induced

upon RSV infection in Hep2 cells. SOCS1, as a member of SOCS family, has

been proved to block type I and II IFN signaling through JAK-STAT pathway

[190]. Subsequently, strong up-regulation of SOCS1 in its gene expression from

8 hpi to 15 hpi could be partly responsible for the status of IFN signaling

pathway.

In the case of RSV-infected mouse macrophages, IFN signaling

pathway, especially type I, behaved in an activated state at both infection time

points, which was different from the situation happened in Hep2 cells. At 24 hpi,

expression of ISGs such as IFIT1, IFIT3 and MX1 showed up-regulation with

838.7-FC, 316.8-FC and 146.1-FC respectively. Altogether, these data provided

evidences that IFN type I signaling pathway was strongly activated and

productions of downstream ISGs were strongly promoted in mouse

macrophages after infection of RSV.
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4.3.3.2 NF-κB signaling

NF-κB is a major transcription factor which regulates expression of the

genes responsible for both the innate and adaptive immune response. Upon

virus infection, its activation will result in expression of an array of cytokine

and chemokine genes. Besides its function on inflammation response, NF-κB

signaling pathway also plays a vital role in cell proliferation and apoptosis. The

canonical mechanism of NF-κB activation includes IKK2/IKKb mediated

inhibitor of NF-κB (IκB) phosphorylation and degradation. This action

consequently leads to the release and translocation of NF-κB factors p65 and

p50 dimers which migrate to the nucleus to exert biological functions.

Generally, NF-κB signaling pathway in RSV-infected Hep2 cells was

not obviously activated. No expression change of IKK complex and NF-κB

factors p65 was observed across the whole infection period. And some of the

downstream cytokines and chemokines only showed faint up-regulation at their

expression levels. These observations suggested that NF-κB signaling pathway

was not significantly triggered in Hep2 cells upon RSV infection.

A20, as a NF-κB inhibitor, is involved in the feedback suppression of

NF-κB activation induced by TNFα [191]. Quite significant up-regulation of

A20 in its expression during the whole RSV infection stage may be responsible

to terminate the activation of NF-κB. No expression change was detected for

TNFα may imply that there exists alternative mechanism on the A20 induction.

Compared to the gene expression performances of NF-κB signaling

pathway in RSV-infected Hep2 cells, more genes showed up-regulated

expression in RSV-infected mouse macrophages. Gene expression of A20 and

TNFα both exhibited more significant up-regulation at 4 hpi than 24hpi, which

suggested that the activation and inhibition of this pathway were initiated from

an early infection stage. In contrary to A20 and TNFα, CD40 showed up-

regulated expression with higher fold change at 24 hpi. Since CD40 has been

proved to mediate NF-κB activation and cytokine secretion in human colonic

fibroblasts [192], expression induction of this gene may enhance activation NF-

κB signaling pathway in another way during later infection stage in RSV-

infected macrophages.

http://en.wikipedia.org/wiki/Innate_immune_system
http://en.wikipedia.org/wiki/Adaptive_immune_system
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4.3.3.3 Toll-like receptor signaling

TLRs are a type of PRRs which recognize pathogen-associated

molecules. Activation of TLR signaling causes the transcriptional activation of

pro-inflammatory cytokines and chemokines, which subsequently play an

essential role in immune response. TLR7/TLR8 can mediate the activation of

IRF7 through unique interaction between TLR domain–containing cytosolic

adapters such as myeloid differentiation primary-response protein-88 (MyD88)

[193]. Independent of MyD88, TLR3 is also able to exert its function by

interacting with TRIF, which in turn to activats a complex of IKKe, TRAF3,

and TBK1 that phosphorylates IRF3 and IRF7. Activation of IRF3 leads to the

expression induction of CD40, CD80, and CD86, while activation of IRF7

promotes the induction of IFNα and IFNβ gene expression [194].

Many studies have revealed the detailed function of TLRs upon RSV

infection. For example, Marchant D et al (2010) reported that TLR4-mediated

activation of p38 MAPK was a determinant of RSV entry and tropism [195];

TLR2 and TLR6 activations were critical for controlling RSV viral replication

[196]; TLR4 signaling pathway played a predominant role in mediating LPS-

induced-IL-6 production of RSV infected epithelial cells [197]; TLR4

expression was increased in infants with RSV bronchiolitis, and F protein of

RSV binded to TLR4 and CD14 in order to initiate innate immunity response

[198].

Investigation on RSV-infected Hep2 cells suggested that faint up-

regulation of TLR4 at its expression level was detected at 8 hpi, and the

expression of downstream p38 MAP2K3 was induced at 8 hpi but repressed at

the late infection stage. Remarkable up-regulation of IL6 at its expression level

might provide evidences for the expression induction of TLR4 as well as its

signaling mediation. In addition, it has been reported that TLR3, TLR7 and

TLR8 can also mediate the activation of IRF3 and IRF7 to trigger IFN

induction. The expression of TLR3, TLR7 and TLR8 showed no expression

change in Hep2 cells, and this might be consistent with the previous observation

that interferon signaling pathway showed almost inactivated in RSV-infected

Hep2 cells.

In macrophages infected with RSV, extensive activation of toll-like

receptors was revealed. Gene expression levels of TLR2, CD14, IRAK as well

http://www.invitrogen.com/search/global/searchAction.action?query=TLR8&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&navigat
http://www.invitrogen.com/search/global/searchAction.action?query=IRF7&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&navigat
http://www.invitrogen.com/search/global/searchAction.action?query=MYD88&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&naviga
http://www.invitrogen.com/search/global/searchAction.action?query=IKBKE&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&naviga
http://www.invitrogen.com/search/global/searchAction.action?query=TRAF3&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&naviga
http://www.invitrogen.com/search/global/searchAction.action?query=TBK1&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&navigat
http://www.invitrogen.com/search/global/searchAction.action?query=CD40&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&navigat
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as NF-κB were induced at early infection time point while gene expression

levels of TLR2, TLR5, TLR3, MYD88, PKR, and NF-κB were stimulated at

late infection time point. High-level stimulation of TLR3 at its expression level

resulted in strong activation of IFN pathway as well as accumuation of its

downstream productions as described before.

4.3.3.4 Apoptosis signaling

Apoptosis is the process of programmed cell death happened in

multicellular organisms. All apoptosis signaling pathways converge on a

common machinery of cell destruction that is activated by caspases through

cleaving proteins at aspartate residues [199]. Several reports have been

published to prove that RSV infection induced or inhibited apoptosis in

different cell lines with different impact factors [142, 161, 200, 201].

When we investigated the performance of apoptosis signaling pathway

in RSV-infected Hep2 cells, we found that there were few genes showing

significant expression changes. Baculoviral IAP repeat-containing protein 3

(BIRC3) which functions in providing instructions for making IAPs show high-

level up-regulation at its expression level. IAPs that belong to inhibitor of

apoptosis family have been shown to be involved in suppressing the host cell

death response to viral infection. Thus, Up-regulated expression of BIRC3 may

suggest the anti-apoptosis actions were taken by RSV in order to benefit the

viral replication.

In mouse macrophages, RSV infection led to faint up-regulation of

caspase 8, caspase 12, caspase 3 and caspase 7 at their expression level in

apoptosis signaling pathway at 24 hpi. TNF, mainly secreted by macrophages,

is able to induce apoptotic cell death. This factor showed up-regulated

expression with 41.9-FC and 13.4-FC separately at 4 and 24 hpi, which might

be responsible for the activation of caspases at 24 hpi mentioned above.

4.3.3.5 Cell cycle: G1/S checkpoint regulation

Cell cycle arrest is controled by interactions of a group of important

proteins. An increase in phosphorylation of His-3 protein denotes the cell cycle

arrest in G2/M phase while an increase in dephosphorylation of Rb protein

represents the cell cycle arrest in G0/G1 phase. Gibbs JD et al (2009) has

http://www.google.com/url?sa=t&rct=j&q=birc%20gene&source=web&cd=3&cad=rja&ved=0CEEQFjAC&url=http%3A%2F%2Fen.wikipedia.org%2Fwiki%2FBaculoviral_IAP_repeat-containing_protein_3&ei=NMYAUer5A4bLrQfJ2YCwBA&usg=AFQjCNGGAaxXCPY7LbG44NN_qZnWheiT6g&bvm=bv.4152442
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claimed that RSV infection induced G2/M cell cycle arrest in human bronchial

epithelial cells and G0/G1 cell cycle arrest in A549 cells through TNF-β in

order to enhance its replication [202].

In our RSV-infected Hep2 cells, only a small batch of genes in G1/S

checkpoint regulation pathway was detected with differential expression over

the whole infection process. At 8 hpi, down-regulated expression of E2F and

up-regulated expression of CDK 4/6 and cyclin D were both detected, which

may be generated from the fighting of two opposite-direction regulations. At

two later time points, E2F was consistently down-regulated but no more

expression changes were detected for CDK 4/6 and cyclin D. In addition, p21 as

a potent cyclin-dependent kinase inhibitor was detected with an increasing

expression elevation over the whole infection period, which may suggest the

arrest regulation of cell cycle in a gradual way.

In macrophages, a few up-regulated genes were detected at 4 hpi during

RSV infection. These genes not only included the ones that activate the cell

cycle G1/S checkpoint such as CDK 4/6, c-Myc and cyclin E but also the ones

that induce the cell cycle arrest including TGF-β, smad3 and p21. Less

significant gene expression cases were detected at 24 hpi after RSV infection in

mouse macrophages.

4.3.3.6 Cell cycle: G2/M DNA damage checkpoint regulation

Similar to G1/S checkpoint regulation pathway, few gene expression

changes were detected in G2/M DNA damage checkpoint regulation pathway in

RSV-infected Hep2 cells. And most of significant gene expression regulations

detected at 12 hpi showed quite faint fold changes.

A batch of genes was significantly expressed in RSV-infected

macrophages at 4hpi. However, some of these genes inhibit of cell cycle arrest

while others of them facilitate cell cycle arrest. Thus, no apparent conclusion

could be reached based on these observations.

4.3.3.7 Antigen presentation pathway

Two types of MHC groups are involved in antigen presentation

processes. MAH class I participate in the intracellular antigens’ presentation

which are produced mainly by viruses replicating within a host cell, while MHC

http://www.google.com/url?sa=t&rct=j&q=&esrc=s&frm=1&source=web&cd=1&cad=rja&ved=0CDcQFjAA&url=http%3A%2F%2Fwww.cellapplications.com%2Fproduct_desc.php%3Fid%3D31&ei=cQdtUd2VJc2HrAfom4GgCg&usg=AFQjCNGWze8w-3KMkpUSBUkdTiNfsckijA&sig2=baQ3yeUfGlmKFDS0NVbumw
http://en.wikipedia.org/wiki/Cyclin-dependent_kinase_inhibitor
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class II attend extracellular antigens’ presentation coming from exogenous

pathogens. Macrophages express low level of MHC class II, but the expression

can be up-regulated by microbial products and macrophages can therefore

present antigens from the microbe to CD4+ T lymphocytes. Besides, antigens

from can elicit an MHC-I-dependent response that results in the proliferation of

CD8+ cytotoxic T lymphocytes [203].

In our experiment, RSV infection resulted in up-regulated expression of

MHC I-α and down-regulated expression of MHC II-α/β in macrophages at 24

hpi. Expression induction of MHC class I may be due to the fighting with the

exogenous RSV, while expression repression of MHC class II may imply that

the inner RSV replication was inhibited in macrophages or RSV evolved some

mechanism to inhibit the activation of MHC class II. And down-regulated

expression of genes involved in MHC class II pathway in RSV infected mice

was also observed in another study [375].

4.4 Conclusion

Till now, there has been no report published to describe the host

response towards RSV infection in Hep2 cells and murine lung macrophages. In

this chapter, we made efforts to investigate the global gene expression using

microarray system in order to examine the host response in RSV-infected Hep2

cells and murine lung macrophages. Moreover, parallel comparison of genomic

expression profiles between Hep2 cells and mouse lung macrophages upon

RSV infection was beneficial for us to understand the pathogenesis deeply.

Global evaluation indicated that the numbers of differentially expressed

probe sets/genes were increasing with the infection time increasing in RSV-

infected Hep2 cells and macrophages. However, among these differentially

expressed probe sets/genes, most of the probe sets showed down-regulated

expression in Hep2 cells while most of genes showed up-regulated expression

in macrophages.

As the results generated from functional classification, it was noted that

“DNA Binding”, “Immune Response” and “Signal Transduction” were over-

represented and shared by those probe sets/genes with up-regulated expression

from both infected host cells. However, the genes with down-regulated

expression from infected macrophages were associated with “Cell Cycle”, “Cell
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Death”, “Kinase” and “Signal Transduction”, and these functional groups were

not consistent with the over-represented ones based on probe sets with down-

regulated expression from Hep2 cells.

Besides these functional groups, pathways such as “MAPK signaling”,

“Jak-STAT signaling pathway” and “B-cell receptor signaling pathway” and

potential transcription factors such as SRF, ISRE, Sp1 were enriched based on

genes with up-regulated expression in RSV-infected Hep2 cells. At the

meanwhile, pathways such as “Cytokine-cytokine receptor interaction” and

“Apoptosis” and transcription factors such as ETF, E2F, TATA, NF-

kappaB_(p65) were enriched based on genes with down-regulated expression in

RSV-infected Hep2 cells. In RSV-infected macrophages, a batch of functional

networks such as “Inflammatory Response” and “Immunological Disease” and

pathways such as “Role of pattern recognition receptors in recognition of

bacteria” and “Communication between innate and adaptive immune cells”

were significantly enriched in differentially expressed genes, and enrichment of

these functions and pathways implicated the strong macrophage activation and

immune response signaling.

Through detailed examination on specific genes, a batch of key genes

was highlighted. In Hep2 cells, induction of secretion of chemokines such as

CCL2, CCL5 and IL8 was observed, genes related to apoptosis such as XAF1

and genes related to cholesterol synthesis such as HMGCR all showed

differential expression. And these observations partly overlapped with the

results reported by another group of researchers [371]. During their

investigation of proteome in RSV infected A549 cells, it has been reported that

a group of proteins involved in protein biosynthesis and modification, cellular

stress responses, cytoskeleton and structure showed differential expression. In

macrophages, expression of genes associated with antigen presentation and cell

apoptosis were also altered in our data. Recently, another study in our lab tried

to uncover the detailed function of hydroxymethyglutaryl coenzyme A

reductase inhibitor lovastatin as an anti-inflammatory drug. And the results

revealed the increase of virus antigen and inclusion bodies, as well as the

correlated increase of cytokines in their gene expression at from 2 to 16hpi in

RSV-infected RAW cells. Besides, mature F and G glycoproteins were not able

to be detected on the surface of the infected RAW cells. In general, these
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observations were consistent with the findings in our study. Furthermore, it was

also observed that lovastatin treatment in RAW cells indeed significantly

reduce the levels of pro-inflammatory cytokines, which partly explain the

phenomenon that lovastatin treatment is effective on protecting mice from

lethal RSV infection [391].

Analysis on gene expression performances in canonical pathways

including “Interferon signaling”, “NF-κB signaling” and “Toll-like receptor

signaling” suggested that only a small batch of genes showed differential

expression with faint fold changes in RSV-infected Hep2 cells, indicating poor

activation of these pathways.

However, investigation of gene expression performances in these immune

response pathways suggested that a wider range of genes were detected with

significant expression changes in RSV-infected macrophages, suggesting the

well initiation of inflammatory defense.

As described before, the transcriptomic profiles were investigated from

4hpi to 15hpi in RSV-infected Hep2 cells. From 8hpi, it was observed that the

virus filaments and inclusion bodies were formed with an increasing numbers,

and the quite a lot of virus filaments accumulated at 15hpi. Data from

microarray study indicated that the productions of cytokines and chemokines

were increased quite early (from 4hpi), indicating that the innate response was

activated at the first beginning of virus replication cycle, at least before the

observation of obvious virus filaments and inclusion bodies. Compared to the

response detected at 4hpi, stronger induction of pro-inflammatory response has

been observed from 8hpi and sustained over the late infection stage. This

phenomenon might indicate that the antiviral actions were fully taken to prevent

the further assembly and release in host cells. At the meanwhile, several

mechanisms including inhibiting the expression of type I IFN, delaying host

apoptosis and alteration of lipid raft have also been exerted by RSV in order to

interfere with the activated immune defense and benefit the further viral

replication [156].

In our RSV-infected macrophages, strong immune response was

observed from the early infection stage (4hpi) to the late infection stage (24hpi).

At the meanwhile, similar vRNA levels at between 2.5 and 20 hpi were also

detected. Thus, it might be assumed that sustained activation of genes involved
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in innate and acquired immune response was responsible for the low respiratory

tract infection. In addition, other data also indicated that RSV infection results

in the formation of virus antigen and the production of inclusion bodies,

efficient infectious virus particle production does not occur [364].
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Figure 4.14 Expression of probe sets involved in immune response in RSV-infected Hep2 cells. RSV was infected with Hep2 cells, and the expression of probe sets
associated with immune response was examined by microarray analysis at 4, 8, 12 and 15 hpi as shown. The data is represented by heat map analysis showing up-regulated
(red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (P-value≤0.05).
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Figure 4.15 Expression of probe sets involved in cell death in RSV-infected Hep2 cells. RSV was infected with Hep2 cells, and the expression of probe sets associated with cell death was
examined by microarray analysis at 4, 8, 12 and 15 hpi as shown. The data is represented by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in
expression, and the FC range is indicated (P-value≤0.05).
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Figure 4.16 Expression of probe sets involved in cholesterol biosynthesis in RSV-infected Hep2 cells. RSV was infected with Hep2 cells, and the expression of probe
sets associated with cholesterol biosynthesis was examined by microarray analysis at 4, 8, 12 and 15 hpi as shown. The data is represented by heat map analysis showing up-
regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (P-value≤0.05).
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Figure 4.17 The probe sets with topmost expression in RSV-infected Hep2 cells. RSV was infected with Hep2 cells, and the expression of probe sets with top differential
expression was examined by microarray analysis at 4, 8, 12 and 15 hpi as shown. The data is represented by heat map analysis showing up-regulated (red), down-regulated
(green) or no changes (black) in expression, and the FC range is ndicated (P-value≤0.05).
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Figure 4.18 Expression of genes involved in immune response in RSV-infected
macrophages. RSV was infected with macrophages, and the expression of genes associated
with immune response was examined by microarray analysis at 4 and 24 hpi as shown. The data
is represented by heat map analysis showing up-regulated (red), down-regulated (green) or no
changes (black) in expression, and the FC range is indicated (P-value≤0.05).
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Figure 4.19 Expression of genes involved in cell death in RSV-infected macrophages. RSV
was infected with macrophages, and the expression of genes associated with cell death was
examined by microarray analysis at 4 and 24 hpi as shown. The data is represented by heat map
analysis showing up-regulated (red), down-regulated (green) or no changes (black) in
expression, and the FC range is indicated (P-value≤0.05).
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Figure 4.20 The genes with topmost expression in RSV-infected macrophages. RSV was
infected with macrophages, and the expression of genes with top differential expression was
examined by microarray analysis at 4 and 24 hpi as shown. The data is represented by heat map
analysis showing up-regulated (red), down-regulated (green) or no changes (black) in
expression, and the FC range is indicated (P-value≤0.05)
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Chapter V. Influenza A viruses
5.1 Introduction

Influenza A viruses (IAV) are classified by the surface glycoproteins

hemagglutinin (HA) and neuraminidase (NA). To date, almost all combinations

between 16 subtypes of HA and 9 subtypes of NA have been found [Figure 5.1].

All known subtypes are isolated from wild birds, and 3 subtypes have been

found that circulated in humans. Numerous subtypes have also been identified

in poultry. Among these subtypes, H5 and H7 viruses may cause outbreaks of

highly pathogenic avian influenza (HPAI) virus, which can be generated from

low pathogenic avian influenza (LPAI) virus through the shift of amino acids at

the HA cleavage site.

In humans, seasonal IAV H3N2 annually contributes to millions of

human infections worldwide, which have caused severe health and economic

concerns [204]. Pandemic IAV that spread from human to human efficiently

have also posed serious threats to public health [205]. In 1957 and1968, two

overwhelming pandemics, caused by H2N2 (Asian flu) and H3N2 (Hong Kong

flu) caused excess mortality, especially in infants, the elderly and persons with

chronic diseases [376]. The outbreak of H1N1 (also called ‘Spanish influenza’)

in 1918 is the best-known example of a pandemic, with around 50 million

individuals died [206]. In 2009, a novel strain of influenza A (H1N1) was

recognized to have caused outbreaks of serious respiratory illness in the

worldwide [207].

In 1997, an outbreak of HPAI H5N1 in poultry occurred, with 18 people

infected and 6 died. This record provided the first evidence that an avian

influenza virus is able to infect humans and finally cause fatality. In the

following years, this virus also caused major outbreaks in southeast Asia, with

the mortality rate of human cases reaching around 50%. By October 2006, the

WHO declared that 256 cases from 10 countries in Asia and Africa were

reported [208]. The latest data from WHO website has pointed out that H5N1

has resulted in 641 cases, of which 380 were lethal [367].

The H6N1 subtype was isolated with seven H5N1-like segments. The

high homology between the genes from H9N2, H6N1 and H5N1 allows their

internal gene exchange and therefore provide a potential source of new
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pathogenic influenza virus strains. Experiment performed by Hoffmann E et al

(2000) revealed that A/teal/Hong Kong/W312/97 (H6N1) virus behaved more

like the less pathogenic H5N1 group initially but more like the highly

pathogenic H5N1 group by the third passage after rapidly adapted to mice [209].

Investigation suggested that the initial lower pathogenicity might be due to the

missing of the highly cleavable HA.

Several outbreaks of H7 viruses (LPAI and HPAI) in poultry have been

reported to result in transmission to humans. In 1996, a H7N7 virus (LPAI) was

transmitted from ducks to a 43-year-old woman. In 2003, a large outbreak of

H7N7 virus (HPAI) resulted in the infections of 89 humans, with 1 died. In

2004, an outbreak of H7N3 virus (HPAI) caused mild influenza-like illness in

two individuals. In 2006, an outbreak of H7N3 virus (LPAI) led to a case of

conjunctivitis in a poultry worker. In 2007, a low pathogenic H7N2 virus

contributed to infections of several people [210, 211].

On 31 March 2013, the Chinese National Health and Family Planning

Commission announced the occurrence of three human infections with H7N9

subtype influenza viruses. By 25 Apr 2013, 112 human cases have been

confirmed, including 22 deaths [212]. Detailed sequence analysis suggested that

this virus was reassorted from previous avian viruses that circulate in birds and

ducks. H7 influenza viruses are originated from 3 major lineages, the Eurasian

(EA), American, and equine lineages, and six internal genes are derived from

avian influenza A (H9N2) viruses. Furthermore, this H7N9 virus has been

detected in poultry and environmental samples obtained in wet markets,

implying that H7N9 virus-infected poultry might be one of the sources of

human infections [213].

It is striking that some of these human H7N9 viruses have evolved

mutations in order to facilitate avian viruses to adapt into mammalian hosts.

Based on the three H7N9 samples identified in the first three patients who

presented with fever, cough, and dyspnea, Gao and colleagues (2013) reported

that substitution Q226L at the 210-loop in HA protein was found in two of the

three samples [214], another substitution T160A at the 150-loop in HA protein

and a deletion of five amino acids in the NA stalk region were commonly found

in all three samples [215].
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Recently, another subtype of HA identified in bats is significantly

divergent from all know influenza A viruses [366]. This HA of bat virus was

estimated to have diverged at roughly the same time as the known subtypes of

HA and was designated as H17.

5.1.1 Virus structure

IAV, as negative sense, single-stranded and segmented RNA viruses,

belong to the Orthomyxoviridae family. IAV have eight segments that encode

11 or 12 viral proteins: the nuclear export protein NS2/NEP, the non-structural

protein NS1, the matrix protein M1, the ion channel protein M2, the

haemagglutinin (HA), the neuraminidase (NA), the nucleoprotein (NP), the

polymerase acidic (PA), the polymerase basic 1 (PB1) and the polymerase basic

2 (PB2). Besides, a few novel proteins have been also identified recently, for

example, two proteins called M42 and PA-X are both encoded by segment 3

[369] [388], and another two proteins, PB1-N40 and PB1-F2, are both encoded

by segment 2.

The viral envelop is made up of a lipid bilayer, which derives from host

cell’s plasma membrane. This bilayer contains both cholesterol-enriched lipid

rafts and non-raft lipids, with three viral transmembrane proteins HA, NA and

M2 included. Among these three transmembrane proteins, HA mediates the

binding of virus to host cells and the entry of viral genome, while NA cleaves

sugars that bind the mature viral particles so as to release progeny virus from

infected cells. M2 proteins with a minor component of the envelop proteins

process ion channel activity. M1 proteins which locate underneath the viral

lipid membrane form a matrix holding the viral ribonucleoprotein (vRNPs).

And these vRNPs are made up of the viral negative stranded RNAs, which are

wrapped by NP. Three polymerase PB1, PB2 and PA proteins attach the end of

each vRNP to form the RNA polymerase complex [Figure 5.2] [216].

5.1.2 Virus replication cycle

In general, IAV replication cycle can be separated into five stages as

shown in Figure 5.3.
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Figure 5.1 Classification of IAV based on HA. 16 subtypes can be summarized into 5 clades
and 2 groups in further (adapted from Medina RA et al., 2011)[217].

Figure 5.2 IAV genome structure (adapted from Medina RA et al., 2011)[217].

5.1.2.1 Entry of virus into the host cell

HA forms spikes on the viral lipid membrane, and these spikes of HA

bind to sialic acid receptors on host cell surface. Two major linkages that are

important for HA specificity have been found between sialic acids: α (2, 3) and

α (2, 6). And these two linkages are the determinant in restricting the

transmission of IAV in different species. For example, α (2, 6) linkage is

recognized in viruses from humans while α (2, 3) linkage is recognized in those

from avians and equines. In addition, both these two linkages are able to be

recognized in viruses from swine.
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Virus enters into the cell as an endosome. Low PH in endosome, around

5 to 6, is able to trigger the fusion of both viral and endosomal membranes.

After HA is cleaved by cellular proteases, HA2 fusion peptide is exposed to

insert itself into the endosomal membrane, causing the contact between viral

membranes and endosomal membranes. Besides, the acidic environment of the

endosome also opens up the M2 ion channel, which results in acidification of

the inside of the viral core and subsequently un-coats the RNP complex and

releases the vRNP from M1 into host cell’s cytoplasm [368][385-386].

5.1.2.2 Entry of vRNPs into the nucleus

Since transcription and replication of IAV occur in the nucleus, the

vRNP must enter the nucleus after the virus entry into the cytoplasm. The

vRNA consists of NP, PA, PB1 and PB2: the NP coats the viral RNA, and the

remaining three polymerase proteins bind to the partially complementary ends

of the viral RNA. Subsequently, polymerase proteins and nucleoprotein create a

distinctive panhandle structure together with the viral RNA.

The width of RNPs is too large to allow direct entry into the nucleus.

Thus, they must rely on an active nuclear import mechanism. Nuclear

localization signals (NLSs) can mediate specific interaction with cellular

nuclear import machinery. After the dissociation with the M1 protein, the RNPs

enter the nucleus through the nuclear pore. There are two types of importins:

importin α recognizes and binds the NLS on the cargo proteins first and then

importin β recognizes and bounds to the complex, subsequently the whole

complex binds to the fibrils of the nuclear pore complex (NPC) to complete the

actual translocation. It should be noted that the two viral proteins, M1 and

NS2/NEP are critical for assisting the nuclear export of RNPs [218].
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Figure 5.3 Replication cycle of IAV (adapted from Medina RA et al., 2011)[217].

5.1.2.3 Transcription and replication of viral genome

It is known that IAV only encode 11 or 12 proteins which are not

enough for own transcription. Hence, IAV have generated sophisticated

methods to hijack the transcription machinery in host cells for its own benefits.

Because the IAV are negative sense RNA viruses, the negative sense RNA must

be converted into the corresponding positive sense RNA first to serve as a

template to produce viral RNAs.

As we know, mature mRNAs have a 5’ methylated cap and a poly(A)

tail. However, the vRNPs do not have either 5’ methylated cap or poly(A) tails.

Studies have approved the existence of “cap-snatching” mechanism [Figure 5.4].

In the process of “cap-snatching”, PB2 from viral RNA polymerase has

endonuclease activity. This ability allows PB2 bind to the 5’ methylated caps of

mRNAs and cleave the mRNAs’ 10 to 15 nucleotides 3’ to the cap structure

[219]. This cleaved host-capped mRNA is then used as a primer for the

initiation and transcription of the PB1 protein. Since the PB1 protein binds both

the 5’- and 3’- ends of the viral mRNA, the polyadenylation and termination of

the vRNAs occur before the 5’ end is reached.

Among all the eight segments in influenza genome, some of them

encode for two proteins. For example, M1 and M2 are encoded by segment 7;
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NS1 and NS2/NEP are encoded by segment 8. To encode more than one protein,

influenza virus effectively uses host cell’s splicing machinery again.

The switch from viral mRNAs to template RNAs requires the change

from capped RNA-primed initiation to unprimed initiation. This different

initiation strategy will prevent termination and polyadenylation at the poly(A)

site, which is used during viral mRNA synthesis [220]. The replication of

vRNA is fulfilled by two steps: the synthesis of template RNAs and the copying

of the template RNAs into vRNAs. NP protein is also necessary to elongate the

RNA molecules.

5.1.2.4 Export of vRNPs from the nucleus

Exportins are the proteins which take cargo out of the nucleus. In IAV,

chromosome region maintenance protein 1 (CRM1) as regular exportin

mediates the export of numerous proteins that carry a nuclear export signal

(NES) from the nucleus [221]. The vRNP nuclear export is initiated by forming

a vRNP-M1-NS2/NEP complex in the nucleus, with the NES provided by

NS2/NEP [222]. The nuclear export signal also will overcome the NLS

sequence in the NP and polymerase protein. NS2/NEP protein interacts with

CRM1 and CRM1 will associate with RAN-GTP protein to mediate export of

the vRNP-M1-NS2/NEP from the nucleus into the cytoplasm through CRM1

mediated pathway [218]. Finally, formed CRM1-RAN-GTP-NS2/NEP-M1-

vRNP complex will be allowed to export nucleus. After the export action

finishes, the complex will dissociate followed by the dephosphorylation of

RAN-GTP to RAN-GDP [Figure 5.5].

5.1.2.5 Assembly and budding of virus

After the vRNPs leave the nucleus, the left thing is to form viral

particles and leave the cell. The plasma membrane from host cell is used to

form IAV particles. When the virus particles bud from the apical side of

polarized cells, HA, NA and M2 are translocated into ER through Trans-Golgi

networking and transported into the apical plasma membrane. Different kinds of

proteins play different roles in the process: HA is used to initiate the budding

process, however, NA can compensate the role of HA when laking of HA; M1

may alter membrane curvature and cause membrane budding; M2 is essential
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and necessary for the completion of virus budding as well as virion release

[Figure 5.6] [223]. Packaging of an infectious influenza virus particle will

require the incorporation of all eight segments of the viral genome, and an

organized packaging method might exist to correctly incorporate eight different

segments into the virion, possibly either by RNA interactions or protein-protein

interactions [224]. The HA and NA contain terminal sialic acids that make the

viruses to clump together and adhere to the cell surface. After that, NA of

newly assembled viruses cleaves these sialic acid residues and subsequently

releases the virus from the host cells. In this process, the filamentous virion

assembly is dependent on the microfilament network, indicating a raft–actin

interaction that maintains the necessary organisation of HA-containing lipid

rafts for virus budding [225].

5.1.3 Viral-Host interactions

The viral infection generally initiates a complex set of interactions

between the viruses and their targeted host cells. The specific antiviral signaling

is triggered in host cells upon the viral infection. At the meanwhile, viruses

have evolved some specific mechanisms to counteract with antiviral responses.

Subsequently, these viral-host interactions determine the severity of the disease

and the performances of the adaptive immune response [226].

Figure 5.4 Cap-snatching transcription mechanism. Influenza polymerase consisting of PA,
PB1 and PB2 locates in the nucleus. During the process of viral transcription, PB2 binds the 5′,
7-methylguanosine cap of a host pre-mRNA molecule (red) and cleaves 10–15 nucleotides
downstream by the PA endonuclease. This cleaved host-capped mRNA initiates polymerization
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by the PB1 subunit using 5′- and 3′-bound vRNA (green) as template, and thus the capped,
polyadenylated, chimeric mRNA molecules are synthesized (red and blue). Finally, these
mRNA molecules are exported to the cytoplasm for further translation (adapted from Boivin S
et al., 2010) [219].

Figure 5.5 Strategy of the newly assembled IAV RNPs exporting from the nucleus to the
cytoplasm. There are conformational changes of CRM1 and Ran occurred upon hydrolysis of
GTP and subsequent dissociation of the complex from its cargo (adapted from Boulo S et al.,
2007) [218].

Figure 5.6 Model of IAV budding. A) M1 (shown in purple) binds to the cytoplasmic tails of
HA (shown in red) and NA (shown in orange) in order to serve as a docking site for the vRNPs
(shown in yellow), which in turn to initiate the virus budding. B) Polymerization of the M1
results in the elongation of the budding virion, and thereby a polarized localization of the
vRNPs is formed. C) M2 (shown in blue) is inserted at the lipid phase boundary so as to alter
the membrane curvature at the neck of the budding virus and lead to the virus release. D) Global
strategy of the budding process of IAV (adapted from Rossman S et al., 2011) [223].



130

5.1.3.1 Activation of the innate type I IFN system

TLRs and RIG-I have been proved to be involved in induction of

interferons during IAV infection. TLR1/2/4 locate on the cell surface, while

TLR3/7/8/9 have been detected to be expressed in intracellular compartments.

During the process of virus entry, IAV fusion the envelope so as to release the

segmented genome. In this situation, some virions may expose the viral RNA to

TLR3/7/8 present in the host cells, which recognize the single stranded RNA.

Before assembly of new virions, the newly synthesized viral RNA segments

move to the cytoplasm and are recognized by RIG-I. Thus, TLR signaling by

the adaptors TRIF or MyD88 and RIG-I signaling by the adaptor MAVS trigger

a signal transduction, which in further activate IRF3/7 and NF-κB factors, and

these factors are then translocated into the nucleus to stimulate the synthesis of

type I and type III IFN mRNAs [226].

5.1.3.2 Type I IFN stimulated gene products

As described above, IFNα/β binds to IFNAR once it is secreted. This

action directly stimulates the JAK/STAT pathway, which induces formation of

the trimeric transcription factor ISGF3 that consists of STAT1, STAT2 and

IRF-9. And this transcription factor subsequently regulates the expression of

ISGs, such as Mx1, p56, the 2’ – 5’ oligoadenylate synthetases (OAS), Viperin

(RSAD2) and the protein kinase R (PKR). These ISGs spread widely to fight

with the IAV replication [8].

5.1.3.2.1 Myxovirus Resistance (Mx)

Mx proteins comprise a small family of GTPases, and their resistance

phenotype is specific to the members in the orthomyxovirus family. Gene

expression of Mx1 is rapidly induced through the action of virus-induced type I

(α/β) or type III (λ) IFNs upon virus infection. Relevant studies have provided

evidences that Mx1 has intrinsic antiviral activity and is the majorly effective

molecule which is able to protect infected animals from severe influenza and

even death [227].

In humans, an Mx homologue (MxA) is encoded by the human MX1

gene. The human MxA protein also exhibits similar effects to murine Mx1

protein. However, both human MxA protein and murine Mx1 protein have
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different mechanism. Human MxA protein inhibits steps involved in viral

replication and transcription, which develops in the later phase of viral

replication. Murine Mx1 inhibits in the early viral transcription steps. In spite of

the difference in mechanism of Mx in different species the Mx proteins of the

two species recognize the same or similar viral target structures. Besides, it has

been also demonstrated that different strains of IAV might have different degree

of sensitivity against the Mx proteins [228]. In contrast to Mx1, cytoplasmic

Mx2 (also known as MxB) showed ineffective against influenza virus [372] and

influenzavirus replication was also not affected by the expression of MX2

protein in Vero cells [384].

5.1.3.2.2 The 2’ - 5’ oligoadenylate synthetase and RNase L

OAS catalyzes the synthesis of 2’-5’ connected oligoadenylates,

commonly abbreviated 2-5A. RNase L becomes activated by binding 2-5A

oligonucleotides and subsequently degrades viral and cellular RNA [229]. All

in all, OAS/RNaeL impairs the efficiency of viral replication through creating

an antiviral state within the cells.

5.1.3.2.3 Viperin (RSAD2)

Viperin, as an ISG, is induced by IFNs after infections of a broad range

of DNA or RNA viruses. Recently, it has been published that Viperin is able to

block IAV budding and release [230]. On one hand, Viperin expression affects

the formation of lipid raft, which is the site of IAV budding. On the other hand,

Viperin interacts with an inhibitor of farnesyl diphosphate synthase (FPPS).

FPPS is a one of the crucial enzymes involved in cholesterol metabolism

pathway. Experiments proved that reduction of FPPS expression by Viperin

inhibited IAV replication and release [231].

5.1.3.2.4 The protein kinase R

PKR as a dsRNA dependent protein kinase plays an essential role in the

antiviral response against IAV infection. PKR has several downstream

substrates, such as IRF3 and eukaryotic translation initiation factor 2 alpha

subunit (eIF2α). Following virus replication, the generation of dsRNA activates

the stress-induced MAPK pathway p38/JNK resulting in the AP-1 activation.
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PKR is activated following binding to dsRNA, phosphorylates eIF-2α, and

inhibits protein translation. PKR may also associate with the IKKβ subunit.

Viral nucleocapsid (N) and dsRNA activate VAK, a virus activated kinase,

leading to C-terminal phosphorylation of IRF-3. IRF-3 activation stimulates

target genes such as RANTES, IL-15, and IFNs [] (Servant MJ et al., 2002).

Thus, PKR is not directly involved in the activation of IRF3. Activation of PKR

also results in the phosphorylation of so that eIF2α is not able to participate in

translation initiation and protein synthesis of viral mRNAs. In addition, PKR is

also able to regulated NF-κB signaling and ISGs [232]. To offset the antiviral

role of PKR, IAV have evolved several inhibitory mechanisms to offset the

antiviral function of PKR. For example, NS1 of IAV directly binds to PKR so

as to prevent its activation; IAV nucleoprotein also exploits Hsp40 to inhibit

PKR.

5.1.3.3 Viral strategies to counteract to the innate immune responses

IFN α/β expression is a host immune response to IAV infection at an

early stage. Facing to the antagonistic response, pathogens have evolved

different mechanisms to prevent IFN expression as well as IFN induced

signaling.

5.1.3.3.1 NS1 – a viral antagonist of the innate immune response

In IAV, the activities of NS1 are not only important for the

pathogenicity of IAV but also partially responsible for the ability of IAV to

infect multiple animal species [226].

In the first place, NS1 is essential for antagonizing IFNα/β-dependent

responses through limiting IFNβ production from two respects: pre-

transcriptional and post-transcriptional limitation of IFNβ induction. (i) Studies

on PR8/NS1 show that it may mediate pre-transcriptional block on IFNβ

induction by forming a complex with RIG-I dependent upon two residues in

NS1: Arg-38 and Lys-41; (ii) To prevent the nuclear post-transcriptional

processing by targeting to RNA polymerase II is another common strategy for

NS1 to limit IFNβ production in many IAV infected cells [233].

Secondly, NS1 protein can directly inhibit IFN-responsive factors

including OAS/RNase L and PKR. Both these two factors are key regulators of



133

viral transcription and translation processes, and also take action on host innate

defence such as IFNβ induction and apoptotic response [234]. Since the

activation of RNase L is totally dependent on dsRNA activation of 2-5 OAS,

the action of NS1 out-competing OAS for interact with dsRNA can lead to

inhibition of IFNα/β induced OAS/RNase L pathway [235]. Studies have also

revealed that NS1 (residues 123-127) binded to linker region in PKR, and

thereby prevented a conformational change that is required for release of PKR

auto-inhibition [236].

Thirdly, NS1 also interacts with other cellular antiviral factors such as

RIG-I. Gack MU et al (2009) described that the NS1 protein interfered with

TRIM25 multimerization through binding its CCD [237]. TRIM25

multimerization is required for ubiquitination of RIG-I CARDs, a modification

that is necessary for maximizing IFN production. Thus, directly inhibiting the

activity of TRIM25 by NS1 enables to suppress RIG-I signal transduction and

ultimately IFN-β production.

Additionally, NS1 also displays some anti-apoptotic functions. For

example, PI3K and its downstream effector, Akt, function on cell growth,

proliferation and survival. And it has been proposed that NS1 activated PI3K

signaling by binding to its p85-β regulatory subunit [238].

5.1.3.3.2 The role of PB1-F2

Besides the NS1, some subtypes of IAV express a second viral non-

structural protein, PB1-F2. This protein is generated from PB1 gene by an

alternative open reading frame (ORF) [239]. Recent researches have proved that

PB1-F2 is associated with the host immune and cell death responses in IAV

infected cells. Dudek SE et al (2011) found that PB1-F2 exhibited IFNβ

antagonistic activities by interfering with the RIG-I RNA-sensory pathway at

the level of the adaptor protein MAVS but not inhibiting IKKε-mediated

expression of IFNβ [240]. Furthermore, PB1-F2 could also induce the apoptosis

of BAL immune cells through TNF/FasL-mediated apoptosis signaling pathway

[241]. Therefore, a virus that produce the active PB1-F2 protein is considered

as a highly pathogenic virus. Moreover, a single amino acid substitution N66S

in the PB1-F2 molecule has been reported as a contributing factor for the high

virulence and lethality of the virus [242]. Recent studies have also indicated that
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PB1-F2 was able to inhibit NF-κB dependent signaling [377] and it also

initiated caspase-3-independent apoptosis under regulation of sulfatide [378].

5.1.4 Influenza A viruses in different hosts

5.1.4.1 Human

Currently, there are two HA subtypes (H1 and H3) and two NA

subtypes (N1 and N2) that are circulating and transmit efficiently among

humans.

5.1.4.1.1 Host response to H1N1

H1N1 is one of the IAV subtypes and is currently endemic in human

population. The typical seasonal influenza virus infects approximately 5% of

total population with 100,000 deaths annually. The first H1N1 subtype was first

successfully isolated by Wilson Smith in 1933, which is named A/WS/33

(H1N1). There was a major influenza pandemic caused by H1N1 influenza

virus strain in 1918, commonly known as “Spanish Flu”. After the 1918

“Spanish Flu” pandemic, the H1N1 subtype of virus diminished rapidly for

almost 50 years, and the pandemic occurred with H2N2 and H3N2 in 1957 and

1968 [243]. Since then, both H3N2 and H1N1 re-circulate in human population.

Geiss GK et al (2002) pointed out that a virus containing the 1918 pandemic

NS1 gene was able to block the expression of IFN-regulated genes more

efficiently than its parental influenza A/WS/33 virus in human lung cells [244],

which demonstrate the significant influence by the sequence of the NS1 gene in

counteracting to the host antiviral response triggered by virus infection.

5.1.4.1.2 Host response to H3N2

Currently, influenza A virus H3N2 is the important seasonal human

influenza that cause higher morbidity and mortality than H1N1. Annually,

H3N2 influenza viruses infect 5-15% of the total population [245]. Since 2002,

the antigenic evolution of H3N2 viruses has followed from previously

dominating the A/Sydney/5/1997-like viruses and A/Fujian/441/2002-like

viruses to the A/California/7/2004-like viruses and to the

A/Wisconsin/67/2005-like strains in a 5 year span [246]. And A/Perth/16/2009

and A/Victoria/361/2011 were responsible for the epidemic in 2011-2012
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season. Global genomic gene expression profiles from the individual subjecting

to infection of H3N2/Wisconsin have revealed that potential immune response

events determined the pathogenicity of influenza viral infection [247]

Figure 5.7 The origin of pandemic H1N1 2009 virus (pH1N1) (adapted from Neumann G et
al., 2009)[248].

5.1.4.1.3 Host response to Pandemic 2009 H1N1 Swine influenza virus

A novel swine-origin influenza A virus initially had an outbreak in

Mexico and then spreaded rapidly in the rest of the world. By June 2009, nearly

30,000 cases of 2009 H1N1 virus (pH1N1) had been confirmed in the

worldwide, prompting the WHO to declare the outbreak of the 2009 influenza

pandemic [249]. Recent researches indicate that the pH1N1 virus arose from a

reassortment of triple reassortment: HA, NP and NS from classic swine virus

origin; PB2 and PA from the North American avian virus origin; PB1 from

human seasonal H3N2; NA and M from Eurasian avian-like swine virus origin

[Figure 5.7] [248].

Mukherjee S et al (2011) examined the global host response at a series

of time points in A549 cells based on microarray technique [250]. The results

demonstrated that pH1N1 induced immune response earlier than seasonal H1N1

viruses. However, the host immune responses were suppressed at the late stages

of pH1N1 infection, with considerable expression decrease of cytokine and

other immune genes. In addition, both viruses, especially pH1N1, had the

property of antagonizing IFNβ. In conclusion, these observations indicated
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greater replication ability of pH1N1 in A549 cells when compared to seasonal

H1N1. A comprehensive investigation on innate response has indicated that the

productions of a scale of cytokines were induced under pH1N1 infection, and it

was also found that the IL6 and IL10 production were high in patients under

severe pH1N1 infection [251, 252]. Microarray analysis also revealed that

infection of pH1N1 contributed to a more potent early immune response with

higher expression levels of genes relevant to lipid metabolism and cell death

when compared to infection of 1918-like classical swine influenza virus in pigs

[253].

5.1.4.2 Avian

Wild birds are the natural host for all known subtypes of IAV, and they

do not become sick when infected with avian IAV. In general, avian influenza

viruses (AIV) are classified into HPAI or LPAI based on their intravenous

pathogenicity. LPAI viruses may have been considered of negligible risk, but

there is evidence that HPAI might arise from LPAI by mutations. Avian IAV of

H7, H9 and H5 subtypes have been reported for human infection.

5.1.4.2.1 Host response to H5N1

Among the most well known HPAI outbreaks was HPAI H5N1. The

first outbreak of H5N1 HPAI was reported in Hong Kong in 1997 in poultry.

Later, this virus was classified as HPAI because of its high mortality rate (70%-

100%) in chickens. It also possess 60% mortality rate in humans [254].

Although avian H5N1 continues to transmission to humans, this virus has not

adapted to efficient human-to-human transmission till now.

Zeng H et al (2007) did a series of experiments to assess the potential

virulence of HPAI H5N1 (2004) in human cells [255]. It was observed that

H5N1 triggered a delayed and weaker IFNβ response and ISGs production than

human H3N2 virus. Consequently, a highly virulence H5N1 virus showed a

better ability to attenuate the host IFN response than less virulent human viruses

in human respiratory cells. In addition, it has been also proposed that H5N1

virus showed sensitive to the antiviral activity of Mx [370].
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5.1.4.2.2 Host response to H9N2

IAV H9 subtype have been extensively circulated in the worldwide and

caused a series of outbreaks in chickens, ducks and pigs after its discovery. In

1999 and 2007, self-limiting mild human infections with LPAI H9N2 were

recorded in Hong Kong. And it has been also pointed out that some avian H9

viruses have acquired receptor binding characteristics typical of human strains,

which may increase the potentiality of reassortment in both human and swine

respiratory tracts.

In human epithelial cells, H9N2/1997 was observed to replicate at a

lower rate than H1N1/2002 and H5N1/2004. In the early phase, infections of

H5N1/2004 and H9N2/1997 viruses generated stronger up-regulated expression

of TNF-α, RANTES, CXCL-10/IP10 than infection of H1N1/2002. And TNF-α,

IL-6, IL-8, RANTES and CXCL-10/IP-10 remained at high mRNA expression

levels in the late phase of H5N1/2004 and H9N2/1997 infections but not

H1N1/2002 infection [256].

5.1.5 Objective

As we know, different IAV strains interact with different host cells in

various ways. It is interesting to note that some IAV strains are able to infect

and replicate well in particular hosts, but others not. This phenomenon suggests

that there must be specific interaction patterns to assist or inhibit the virus

growth in the different combinations of each virus and each host cell. Avian-to-

human transmission of HPAI viruses are often associated with high fatality

rates, whereas associated fatalities due to human transmission of LPAI viruses

have not been reported. In addition, AIVs can play a role in the evolution of

seasonal influenza virus strains, with unpredictable consequences. LPAI viruses

that are circulating in avian populations can lead to the emergence of HPAI

viruses [379]. Pathogen-host interactions have been relatively well

characterized in laboratory-adapted influenza viruses and in some HPAI virus

isolates (e.g. H5N1), but in general our understanding of host interactions

during AIV infection is comparatively poor [380].

In this report, we examined the host responses of representative LPAI viruses

that were circulating in South-East Asia. These viruses, including H5N2, H5N3

and H9N2 virus subtypes, were isolated from live broiler ducks imported into
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Singapore during routine surveillance, and they were the first LPAI viruses

isolated in South-East Asia that were completely characterized at the genetic

level. The properties of these viruses were compared with that of the laboratory-

adapted human H1N1/WS isolate, and pH1N1 virus that was isolated from

humans in Singapore during the influenza pandemic in 2009. In our study,

selected LPAI and two human influenza strains were applied to infected

common cell line (A549, CEF or MDCK) so that the pathogen-host interaction

during LPAI infection could be well evaluated. All three cell types (A549, CEF

and MDCK) are standard cell types used for infection of influenza viruses.

MDCK cells allow influenza virus replication and virus tiles are established

based on this cell type. A549 as human alveolar basal epithelial cells and CEF

as chick embryo fibroblasts are also permissive for avian influenza viruses so

that they are often used for infection of influenza viruses. Since A549 are

human based cell types and CEF are avian based cell types, selection of these

two cell types benefits the analysis of the host proteins interactions in humans

and avian.

On this basis, we chose eight IAV strains belonging to five subtypes,

and infected them in four types of host cells. Global host gene expression

profiles were monitored using microarray platform, and differential expression

of interested genes were validated by techniques such as cytokine assays [365].

Then different types of software were applied into further analysis from

different perspectives. The aims of this research are as following:

(1). Compare different gene expression performances in different virus-infected

cells.

(2). Investigate the expression changes of genes belonging to interesting

groupings.

(3). Establish the mechanisms which have been involved to antagonize the

immune response upon IAV infection.

(4). Reveal the relationship between the viral replication performances and its

corresponding global host gene expression profiles.

5.2 Experiment workflow
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Figure 5.8 Microarray experiment workflow during influenza A strains infections.

5.3 Result and Discussion

5.3.1 Host gene expression in A549 cells

5.3.1.1 Global profiling of gene expression

5.3.1.1.1 Heat maps of global gene expression

Global heat maps showed that the numbers of differentially expressed

probe sets increased with the infection time increasing in all these four viruses

infected A549 cells. Detailed examination indicated that the genomic gene

expression patterns were different upon infections of different influenza A virus

strains [Figure 5.9]. At 10 hpi, almost half of the probe sets showed down-

regulated expression after two human viruses infections, while only a small

batch of probe sets showed down-regulated expression after two avian viruses

infections. Besides, the number of probe sets with up-regulated expression was

lowest in A549 cells after infection of H1N1 when compared to other three

strains.
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5.3.1.1.2 Distribution of differentially expressed probe sets

Upon different viruses infections, the largest numbers of probe sets

exhibiting differential expression changes occurred at 10 hpi, therefore we

compared the host gene expression performances from different influenza A

viruses infections at this time point [Table 5.1]. In A549 cells, H5N3 infection

induced highest percentage of probe sets with up-regulated expression,

followed by H5N2/F59, pH1N1, H9N2 and H5N2/F118. Whereas, H1N1

infection only resulted in a small number of probe sets with up-regulated

expression.

Despite of the lowest percentage of up-regulated probe sets in H1N1

infected A549 cells, almost half of probe sets in H1N1 infected A549 cell

showed down-regulated expression. Besides infection of H1N1, infections of

other influenza A strains including H5N2/F59, H5N2/F189 and pH1N1 also led

to considerable batches of probe sets with the repressed expression. Among

three H5N2 strains, the numbers of probe sets with up-regulated expression

were similar after H5N2/F59 and H5N2/F118 viruses infections, while the

numbers of probe sets with down-regulated expression were similar after

H5N2/F59 and H5N2/F189 viruses infections.

5.3.1.1.3 Functional classification

In terms of biological functions from GO and KEGG database,

differentially expressed probe sets retrieved from different influenza A strains

infections at 10 hpi were classified into interested functional families. Three

fold regulation scales were also offered for detailed investigation.

After classifying these differentially expressed probe sets into different

functional groups, it was clear that the up-regulated probe sets were majorly

grouped into “Immune Response”, “RNA Binding”, “DNA Binding” as well

as ”Signal Transduction”, with probe sets associated with “Immune Response”

showing high fold regulations [Figure 5.10]. It was noted that the numbers of

up-regulated probe sets belonging to “Immune Response” showed lower after

infections of two human strains (H1N1 and pH1N1) when compared to other

avian strains. And among these avian strains, infections of H5N2/F59 and

H9N2 strains strongly induced the expression of the highest numbers of probe

sets functionally associated with “Immune Response”. Thus, it was assumed
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that host immune response triggered by infections of H1N1 and pH1N1 might

be suppressed to some extent, while the host immune response was stimulated

well after infections of other avian strains, especially H5N2/F59 and H9N2.

Among the three H5N2 strains, infection of H5N2/F59 induced expression of

more probe sets belonging to “Immune Response” and “RNA binding” than

infections of other two strains, suggesting strong antiviral activities in

H5N2/F59 infected A549 cells.

In H1N1 infected A549 cells, a high portion of down-regulated probe

sets was identified. These probe sets were majorly classified in groups such as

“RNA Binding”, “DNA Binding”, “Signal Transduction” and “Transcription

Factor”, indicating the inhibition of a large scale of cell activities after H1N1

infection in A549 cells. In addition to H1N1, infections of the other human

strain, pH1N1, and another two avian strains, H5N2/F59 and H5N2/F189, also

resulted in relatively large numbers of probe sets with down-regulated

expression, and these probe sets were located in similar functional groups as the

down-regulated probe sets retrieved from H1N1 infection. Detailed

investigation also indicated that some of the probe sets were inhibited deeply,

even with higher than 10-FC, at their expression level after H1N1 infection.

However, few probe sets with down-regulated expression higher than 10-FC

could be detected after infection of all other strains.

Table 5.1 Differentially expressed probe sets in A549 cells infected with influenza A
viruses at 10 hpi.

The global host gene expression profiles were retrieved from microarray analysis with different
time points examined. The ratios of differentially expressed probe sets (P-value≤0.05) up- or
down-regulated with different fold changes (≥2-FC, ≥3-FC, ≥5-FC and ≥10-FC) in relative to
their corresponding “expressing probe sets” are represented in percentage. The expressing probe
sets refer to probe sets detected in the mock-infected corresponding cells.
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Figure 5.9 Temporal changes in the host cell transcriptome in A549 cells infected by four influenza virus strains. The global host gene expression profiles were
retrieved from microarray analysis with different time points examined. The probe sets showing ≥2 fold change (FC) up- or down-regulated in expression are indicated (P-
value≤0.05). Expression profiles of up-regulated (red), down-regulated (green) and no significant change (black) are shown.
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Figure 5.10 Overview of distributions of differentially expressed probe sets into different
biological functions in A549 cells infected with influenza A viruses. The numbers of probe
sets in the different functional families, including non-annotated and unclassified groups,
showing up- or down-regulated with different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene
expression are presented.
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5.3.1.1.4 Cluster analysis

To our knowledge, genes with similar temporal expression trends might

have related biological functions and possibly correspond to some critical

cellular processes and pathways [91]. So the aim of this cluster analysis is to

classify probe sets with similar expression profiles into common biological

groups, which is beneficial for further functional analysis. Since only four

influenza A strains H1N1, pH1N1, H5N2/F118, H9N2 were examined with

multiple time points in A549 cell lines, the probe sets at more than one time

point of infection with ≥2-FC (P-value≤0.05) were clustered into similar gene

expression profiles using the Expander version 5.0 software [Figure 5.11-5.14].

Using the same software, the data were further analyzed into genes relating to

different functional groups or canonical pathways, and enriched transcription

factor were also identified. All enriched functional groups, canonical pathways

and transcriptional factors are displayed in Tables 5.2-5.5.

Up-regulated

Due to the low percentage of up-regulated probe sets in H1N1 A549

(0.28%), genes encoded by this batch of probe sets were not able to be

identified in cluster analysis. Consequently, we picked out this group of genes

and did further enrichment analysis of functional groups, pathways and

transcription factors independently. Initial comparison of genes with up-

regulated expression trend indicated that there was a time lag for gene

expression stimulation upon infections of H1N1 and pH1N1 (started at around 6

hpi) when compared to infections of H5N2/F118 and H9N2 (started at about 2

or 4 hpi).

Parallel comparison has revealed that genes with up-regulated

expression in A549 cells infected by all these four influenza A strains shared

several significant pathways such as “Cytokine-Cytokine receptor interaction”

and “RIG-I- like receptor signaling pathway”. However, smaller numbers of

genes belonging to these two pathways were detected after infections of H1N1

and pH1N1 than those detected after infections of H5N2/F118 and H9N2. This

observation indicated that the innate immune response was triggered upon the

infections of all these examined influenza A strains in A549 cells, and this
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antiviral response was stronger upon infection of two avian strains than two

human strains.

Besides these two pathways, other pathways such as “Jak-STAT

signaling pathway” and “Toll-like receptor signaling pathway” were also over-

represented after H5N2/F118 and H9N2 infections. Interestingly, “Toll-like

receptor signaling pathway” was also enriched by the down-regulated genes

after pH1N1 infection. Toll-like receptors are a type of PRRs in innate immune

responses. Opposite regulation of this pathway in different influenza A strains

might suggest that some regulations were initiated to interrupt normal human

innate response reaction from the early infection stage in pH1N1 infected A549

cells.

“B cell receptor signaling pathway” was another pathway significantly

enriched only in genes with up-regulated expression following H9N2 infection.

B cell responses play a key role on survival from both primary as well as

secondary infection with influenza virus. Recent studies have indicated that

innate stimuli such as TLR signals functions as important signals for B cell

regulation and type I IFN signals positively regulate influenza virus-specific B

cell responses [257]. Hence, significant activation of “B cell receptor signaling

pathway” provided evidence that H9N2 infection triggered a series of strong

innate inflammatory response in A549 cells.

Besides these canonical pathways, a batch of key functional groups was

also enriched in these up-regulated genes after infections with different

influenza A strains. The analysis based on the H1N1, pH1N1/478, H5N2/F118

and H9N2 infections revealed that the differentially up-regulated genes share

common functional gene groups such as response to virus and nucleic acid

binding. In addition, the avian viruses have more functional gene groups in

common and these groups are genes involved in immune response, cytokine

receptor binding, transition metal ion binding and cell death. In the case of

pH1N1/478 infection, the differentially up-regulated genes that were specific to

this virus were involved in transcription regulatory activity, RNA metabolic

process, transcription from RNA polymerase II promoter and multicellular

organismal development.
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Transcription factors, IRF-1, IRF-3 and IRF-7, which are involved in the

IFN signaling pathway, were observed to be significantly up-regulated in a

temporal manner in A549 cells infected with seasonal influenza virus [258]. In

our study, these two potential transcription factors both showed significantly

up-regulated expression levels after avian viruses infections. However, only

transcription factor IRF-7 showed faint elevation in its expression after human

viruses infections at specific time points. These observations were consistent

with the phenomenon that larger numbers of downstream genes with up-

regulated expression were detected in A549 cells infected with two avian strains

than two human strains. No apparent expression changes of IRF-3 were

observed following the infections of four influenza A strains, which could be

due to the binding of influenza NS1 to RIG-1, which in turn inhibits the

activation of IRF-3 [259].

On the basis of performances of genes with up-regulated expression,

these four influenza A strains can be roughly classified into two groups. One

group included avian strains, H5N2/F118 and H9N2, and their infections

generated strong host immune response with many genes belonging to antiviral-

related pathways showing up-regulated expression; the other group included

human strains, H1N1 and pH1N1, and their infections displayed postponed and

weak host antiviral reaction. It was assumed that viruses such as H1N1 and

pH1N1 might evolve some specific mechanism which counteracts the host

genes’ immune reaction after virus invasion from an early infection stage.

Down-regulated

In contrast to the differentially up-regulated genes, larger proportions of

genes showed down-regulated expression after two human strains infections,

and this allowed more functional groups and canonical pathways to be enriched.

Canonical pathways such as “Metabolic pathways”, “Cell cycle”, “Regulation

of actin cytoskeleton”, “Adherence junction”, “Lysosome”, “Endocytosis” and

“Pathway ways in cancer” were over-represented based on genes with down-

regulated expression after the two human influenza A strains and H5N2/F118

infections, with a greater number of genes involved in infections of two human

strains. These common pathways were generally related to cell regulation or

cell interactions, suggesting that infections of these three influenza A strains
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inhibited expression of a batch of genes involved in cell activity regulation in

A549 cells. And the limitation of the cell activity might serve to benefit for viral

survival or replication in A549 cells.

Besides these pathways, other down-regulated genes detected during

H1N1 and pH1N1 infections were involved in other pathways such as

“Ubiquitin mediated proteolysis”, “Wnt signaling pathway”, “Apoptosis” and

“RNA degradation”. Gene expression repression in these pathways might imply

that cell apoptosis and RNA degradation were postponed to facilitate the virus

replication in A549 cells.

Common functional gene groups (e.g. genes involved in nitrogen

compound metabolic process, regulation of macromolecule metabolic process,

nucleic acid binding) were observed between the human and avian strains

infections, with a greater number of genes involved in the former infections.

Specific to the 2 human viruses, the genes involved in the protein metabolic-

related processes showed a decreasing temporal trend in the expression profiles,

and this is the first evidence reported here. Similar changes in differential

expression of transcripts involved in protein metabolism have been reported for

the HPAI H5N1 in infected CEF cells [260]. This observation was not seen in

the avian viruses in our study, suggesting that the human viruses and HPAI

share a closer role in protein metabolism involvement than with the LPAI.

A differential decrease in gene expression profile was observed for the

genes involved in zinc ion binding and ATP binding for the seasonal human

virus H1N1, and faintly detected for pH1N1. In H1N1-infected A549 cells, the

temporal trend for the Zinc Finger (ZNF) genes decreased sharply from 6 to 10

hpi, with the most significant down-regulated fold changes detected at the last

time point. Among these ZNF genes, the topmost significantly down-regulated

genes are listed: ZNF226 = 41.84-FC, ZNF675 = 40.08-FC, ZNF764 = 39.84-

FC, ZNF488 = 36.5-FC. Our results concurred with that reported in Lee et al.,

2010 where other ZNF genes were presented with significant changes (ZBTB3,

ZNF175, ZNF383, and ZNF587 genes; ZNF175 and ZNF587 were observed in

our study) in primary alveolar epithelial cells infected with a seasonal H1N1

(A/Hong Kong/54/1998) than with pandemic H1N1(A/Hong

Kong/415742/2009) [261]. The same study suggested that the ZNF may have a
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role in suppressing viral transcription and this may facilitate more efficient

replication of seasonal H1N1 in the host cells as compared to the pH1N1.

In contrast, the temporal trend for ATP binding associated genes

remained gradual from early to late infection time points, but the fold changes

were significant enough to be detected. Reports have described that ATP is

required for influenza virus budding [262] and replication [263], but it is not

clear how the ATP binding associated genes relates to the ATP requirement.

A larger number of transcription factors were enriched based on down-

regulated genes from infections of two human strains than two avian strains in

A549 cells. The transcription factors detected in the two human strains and

H5N2/F118 were analyzed using the IPA network and these factors were found

to be associated with: gene expression, cell death, organismal development,

carbohydrate metabolism, small molecule biochemistry and infectious disease.

More than 50% of these transcription factors were observed to be down-

regulated at their expression level after H1N1 infection, whereas almost no

expression changes were detected in the A549 cells infected with the remaining

three viruses. Furthermore, three of these factors, E2F, ETF and Sp1, were

observed to be commonly shared among infections of all four examined

influenza A strains, with more down-regulated genes involved in the H1N1/WS

infection. Detailed investigation indicated faintly down-regulated expression of

ETF was observed only after H1N1/WS and H5N2/F118 infections while

faintly down-regulated expression of sp1 was observed only after H1N1/WS

and pH1N1/478 infections.

Altogether, infection of H1N1 contributed to most genes with decreased

expression in A549 cells, followed by pH1N1 and H5N2/F118. And these

regulations might target to create a more beneficial environment for viral

survival and replication through interrupting the normal regulation of cell.

Compared to these three influenza A strains, H9N2 almost did nothing to

combat with the host cells antiviral control.
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Figure 5.11 Clustering analysis of temporal gene expression profiles in H1N1-infected
A549 cells. A549 cells were infected with H1N1 at 2, 4, 6, and 10 hpi. Probe sets showing ≥2-
fold changes up- or down-regulated (P-value≤0.05) at least over one time point were analyzed
with Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets. The extra cluster included the probe sets showing
up-regulated expression at 10 hpi.
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Table 5.2 Summary of functional groups, canonical pathways and transcription factors
enriched based on differentially expressed genes in A549 cells infected with H1N1.

Differentially expressed genes were significantly categorized into different GO terms and
canonical pathways. Different transcription factors that can potentially be involved in the
regulation of gene expressions are shown for each cluster under Expander 5 software analysis
(P-value≤0.05). Each functional group, canonical pathway or transcription factor is followed by
the number of corresponding genes. * represents the cluster which is based on probe sets with
up-regulated expression at 10 hpi.
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Figure 5.12 Clustering analysis of temporal gene expression profiles in pH1N1-infected A549 cells. A549 cells were infected with pH1N1 at 2, 4, 6, 8 and 10 hpi. Probe
sets showing ≥2-fold changes up- or down-regulated (P-value≤0.05) at least over one time point were analyzed with Expander 5 software. X-axis represents post-infection in
hours (H), and Y-axis means normalized expression changes of probe sets.
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Table 5.3 Summary of functional groups, canonical pathways and transcription factors
enriched based on differentially expressed genes in A549 cells infected with pH1N1.

Differentially expressed genes were significantly categorized into different GO terms and
pathways. Different transcription factors that can potentially be involved in the regulation of
gene expressions are shown for each cluster under Expander 5 software analysis (P-value≤0.05).
Each functional group, canonical pathway or transcription factor is followed by the number of
corresponding genes.
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Figure 5.13 Clustering analysis of temporal gene expression profiles in H5N2/F118-
infected A549 cells. A549 cells were infected with H5N2/F118 at 2, 4, 6, 8 and 10 hpi. Probe
sets showing ≥2-fold changes up- or down-regulated (P-value≤0.05) at least over one time point
were analyzed with Expander 5 software. X-axis represents post-infection in hours (H), and Y-
axis means normalized expression changes of probe sets.
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Table 5.4 Summary of functional groups, canonical pathways and transcription factors
enriched based on differentially expressed genes in A549 cells infected with H5N2/F118.

Differentially expressed genes were significantly categorized into different GO terms and
canonical pathways. Different transcription factors that can potentially be involved in the
regulation of gene expressions are shown for each cluster under Expander 5 software analysis
(P-value≤0.05). Each functional group, canonical pathway or transcription factor is followed by
the number of corresponding genes.
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Figure 5.14 Clustering analysis of temporal gene expression profiles in H9N2-infected
A549 cells. A549 cells were infected with H9N2 at 2, 4, 6, 8 and 10 hpi. Probe sets showing ≥2-
fold changes up- or down-regulated (P-value≤0.05) at least over one time point were analyzed
with Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.

Table 5.5 Summary of functional groups, canonical pathways and transcription factors
enriched based on differentially expressed genes in A549 cells infected with H9N2.

Differentially expressed genes were significantly categorized into different GO terms and
canonical pathways. Different transcription factors that can potentially be involved in the
regulation of gene expressions are shown for each cluster under Expander 5 software analysis
(P-value≤0.05). Each functional group, canonical pathway or transcription factor is followed by
the number of corresponding genes.
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5.3.1.2 Functional groups related to host response

After IAV infections, many host genes with important functions have

been found to show differential expression. For example, antiviral genes

encoding for cytokines, which are responsible for local inflammatory reactions

as well as systemic effects, were induced in their expression after IAV

infections in order to impede virus infection [264]; genes relevant to cell death

showed gene expression stimulation as a consequence of activation of host

cellular defense mechanism to limit the virus spread by removing infected cells

[265]; other genes participating in cell regulation also demonstrated their

potential ability to alter their regular expression after virus interruption.

Accordingly, we investigated expression levels of a batch of key genes so as to

evaluate the host-virus interactions after IAV infections.

5.3.1.2.1 Immune response

After IAV infections, the host cells will initiate a series of defense

responses to counteract the IAV invasions. In this process, a lot of genes will

be activated to play the antiviral roles by the host cells or even inactivated to

repress the antiviral response by IAV themselves [266].

In A549 cells, a few important cytokines such as RANTES (CCL5),

IL28A and IL29 were detected with elevated expression levels after infections

of all eight influenza A strains [Figure 5.15]. Expression levels of other ISGs

including MX1, OAS1/2, RASD2, DDX58 (RIG-I), TLR3, IRF-1, IFIT1/2/3,

IFI44, GIP2/3, GBP1 were also triggered after IAV infections. Detailed

evaluation of these gene expression performances among different influenza A

strains infections revealed that these genes showed relatively faint up-regulation

in their expression after H1N1 infection. And this phenomenon demonstrated

that IFN pathway was triggered in a weak state following H1N1 infection.

Moreover, it was noted that H5N2/F118 infection initiated the up-regulated

expression of these genes from an early stage (2hpi), indicating a timely

initiation of host antiviral actions in H5N2/F118-infected A549 cells.

There also existed other important genes involved in immune defense

such as PKR. PKR (EIF2AK2) is a crucial component of the host innate

immune system. It has several downstream substrates, and one of them is the

eIF2α, phosphorylation of which by activated PKR renders it incapable of

http://www.genecards.org/cgi-bin/carddisp.pl?gene=EIF2AK2
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participating in translation initiation, therefore leading to translation arrest and

inhibition of protein synthesis from viral mRNAs. Moreover, PKR maybe also

associated with the IKKβ subunit of the IKK complex which in turn activate

NF-κB [232].

In our study, this gene was up-regulated with faint expression changes

after H9N2, H5N2/F189 and H7N1 viruses infections, which might suggest the

activation of this gene in these viruses infected host cells. Whereas, PKR

showed down-regulated expression with 3.7-FC after H1N1 infection, which

might be caused by the action from cellular inhibitor or viral proteins such as

NS1 [232, 235]. Through blocking the activation of PKR, the antiviral actions

of this factor would be subsequently inhibited.

Excluding these genes with up-regulated expression, there also existed a

batch of antiviral genes with down-regulated expression in A549 cells after

infections of these influenza A strains, especially H1N1. These host genes with

significantly down-regulated expression following H1N1 infection included

IFN-α receptor (IFNAR)-1/2, Interferon responsive gene (IFRG)-15, B-cell

CLL/lymphoma 10/9-like (BCL10/9L), B-cell translocation gene 1 (BTG1),

influenza virus NS1A binding protein (NS1A-BP), GALNAC4S-6ST, SOCS

5/6.

Among these genes, some of them such as IFNAR1/2 and IFRG15 are

related to IFN signaling pathway, and their repressed expression after infections

of two human viruses, especially H1N1, could lead to the impairment of the

IFN signaling transduction as well as further host antiviral function. As reported,

BCL10 is essential to gene expression of A20 which is a target of NF-κB,

thereby regulating B-cell proliferation mediated by B-cell receptor signaling

[267]. And B cells are able to sense these viral antigenic signatures and provide

extensive protection against IAV infection [268, 269]. Down-regulated

expression of BCL10 in our study indicated the negative control of host cell

immune response from H1N1 infection. It has been revealed that NS1A-BP

plays a role in mediating the splicing-inhibitory effects of NS1 protein through

interacting with NS1 [270]. Hence, the down-regulated expression of NS1A-BP

might attenuate the splicing-inhibitory effects of NS1 protein. Members in

SOCS family are known to be cytokine-inducible negative regulators of
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cytokine signaling, and the potential reason for strongly down-regulated

expression of SOCS 5/6 after H1N1 infection still remains to be discovered.

5.3.1.2.2 Cell death

It has been reported that infections of IAV influence the cell death

regulation in host cells [271, 272]. Thus we focused on the gene expression

performances of genes related to cell death in different influenza A strains

infected A549 cells.

At the first glance, H1N1 infection contributed to the relative large

number of down-regulated genes while H9N2 and H5N3 infections led to a

small number of down-regulated genes [Figure 5.16]. Further investigation

showed that caspase 3 and caspase 8 only showed down-regulated expression

after H1N1 virus infection, while caspase 9 showed down-regulated expression

after H1N1, pH1N1, H5N2/F59 and H5N2/F189 viruses infections. It was

found that Fas showed up-regulated expression after H1N1 infection but down-

regulated expression after H5N2/F59 infection in A549 cells. Besides, caspase

relevant genes such as CFLAR and FADD were identified with a significantly

decreasing trend in their expression in A549 cells after infection of two human

strains, H1N1 and pH1N1.

It has been reported that XAF1 antagonizes the anticaspase activity of

XIAP, which inhibits initiator caspase-9 that is directly involved in the

activation of executioner caspase-3 [273]. In our A549 cells, expression of

XAF1 was significantly elevated after infections of all influenza A strains

except for H1N1, and fold regulation of this gene even reached 242-FC and

244-FC after infections of H9N2 and H5N2/F118, respectively. Accordingly,

we assumed that apoptosis signaling might be induced strongly in these

influenza A strains (except H1N1) infected A549 cells, particularly in H9N2

and H5N2/F118 infected A549 cells.

TNFSF10 (TRAIL), a cytokine belonging to the TNF ligand family,

plays a role in the extrinsic apoptosis pathway. The binding of this protein to its

receptors has been shown to trigger the activation of MAPK8/JNK, caspase 8,

and caspase 3, and induce apoptosis in further. In our study, expression of this

gene showed high up-regulation after H9N2, H5N2/F118, H5N2/F59 and H5N3
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viruses infections, indicating the induction of cell apoptosis in these viruses

infected A549 cells.

MDM2 and MDM4 were down-regulated with significant expression

changes in A549 cells following infection of H1N1, followed by pH1N1 and

H5N2/F59. Francoz S (2006) has pointed out that Mdm2 and Mdm4 are critical

for the regulation of p53 levels and the fine-tuning of p53 transcriptional

activity, separately [274]. However, it was strange that no significant expression

change of p53 mRNA was detected, indicating the possibility that other

mechanisms might exist to offset the impact on p53 from Mdm2 and Mdm4.

In summary, quite a few genes which are responsible for apoptosis

signaling were suppressed in their expression in IAV infected A549 cells.

Among all these influenza A strains, H1N1 infection caused the expression

suppression of these genes with the highest fold changes while H9N2 and

H5N2/F118 infections showed weak ability to reduce expression levels of these

genes. It has been proposed that expression levels of genes relevant to cell death

were stimulated as a consequence of activation of host cellular defense

mechanism to limit the virus spread by removing infected cells [265]. Thus, it

was hypothesized that the inhibited expression of these cell apoptosis related

genes may be beneficial for virus replication and spread in A549 cells

especially after H1N1 infection.

5.3.1.2.3 Genes with remarkable regulations

In addition to genes which are functionally related to immune response

or cell death, a batch of host genes also showed interesting expression changes

in different influenza A strains infected A549 cells. Some of these genes such

as APOL2/6, PTX3, CH25H, ACE2 and CEACAM1 showed up-regulated

expression after H9N2 infection [Figure 5.17].

APOL6, a member of the apolipoprotein L gene family, is a pro-

apoptotic BH3-only member of the Bcl-2 family. Previous experiments

indicated that over-expression of this gene induced the apoptosis of DLD-1

cells characterized by release of cytochrome c and Smac/DIABLO as well as

activation of caspase-9. And during the induction of cell apoptosis, APOL6

interacted with lipid/fatty acid components, suggesting its role in connecting

lipid second messengers and cell death [275]. Recent studies have also revealed
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that human APOL6 is one of the downstream targets of interferon-γ (IFNγ),

which sensitizes atherosclerotic lesion-derived cells (LDCs) to Fas-induced

apoptosis [276]. This gene showed up-regulated expression in all our influenza

A strains infected A549 cells, with the highest fold regulations detected after

infections of H9N2, H5N3 and three H5N2 strains. And these observations

might suggest the strong induction of apoptosis occurring in these influenza A

strains infected A549 cells but the weak induction of apoptosis occurring in

other strains infected A549 cells.

Another gene called long pentraxin PTX3 also showed significant up-

regulations in its expression after infection of H9N2 but not other influenza A

strains. Interestingly, PTX3 is produced in tissues under the control of primary

proinflammatory signals, such as IL-1β and TNFα. It has been proved that

PTX3 specifically binds to dying cells during inflammatory reactions and clear

the apoptotic cells [277]. Recent studies focus on the connections of this gene

with IAV infections, and it has been found that PTX3 as a new pattern

recognition receptor plays a novel antiviral role in early host defense against

influenza infections [278]. Furthermore, through expression a single N-

glycosylation sequon, both seasonal and pandemic H1N1 are resistant to the

antiviral activities of PTX3 [279]. Accordingly, antiviral function of PTX3

might be indeed resisted by other influenza A strains but not H9N2 in A549

cells.

CH25H, cholesterol 25-hydroxylase, plays a critical role in regulating

gene expression, lipid metabolism and immune activation. Previous

experiments uncovered that TLR3- and TLR4-induced transcription levels of

CH25H relied on the TRIF-mediated production of type I IFNs and required

signaling through the IFNR and JAK/STAT1 pathway [280]. Strikingly, this

gene was up-regulated with 21.8-FC after H9N2 infection. Since previous

observations implied that H9N2 infection induced obvious IFN signaling,

elevated expression changes of CH25H might provide more evidence that this

gene was indeed functionally associated with IFN pathway. In addition, CH25H

has also been proved to be a cholesterol related gene which has an established

role in the regulation of cholesterol homeostasis, thus it was assumed that

cholesterol regulation might also be involved in the host cell antiviral functions

after H9N2 infection in A549 cells [281].
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Besides these genes with up-regulated expression, some genes with

down-regulated expression were also found out to be specific to H1N1 infection.

These genes included MGA, ELL2, GJC1, TMEM177, GIGYF2, GLT8D3,

CCDC12 and a group of genes belonging to zinc finger family.

In H1N1 infected A549 cells, the temporal expression trend of the Zinc

Finger (ZNF) genes decreased sharply from 6 to 10 hpi as described above,

with the most significant down-regulation ≥10-FC detected at the last time point.

Our results concurred with that reported in Lee et al., 2010 where ZNF genes

were presented with more significant expression changes in primary alveolar

epithelial cells infected with a seasonal H1N1 (A/Hong Kong/54/1998) than

with pandemic H1N1 (A/Hong Kong/415742/2009) [261]. The same study

suggested that the ZNF may have a role in suppressing viral transcription and

this may facilitate more efficient replication of seasonal H1N1 in the host cells

as compared to pH1N1. Accordingly, down-regulated expression levels of

many zinc finger proteins in H1N1 infected A549 cells might indicate good

adaption of this influenza A strain in A549 cells. Down-regulated expressions

of these ZNF genes were also detected after infections of other influenza A

strains such as pH1N1, H5N2/F59, H5N2/F189 and H7N1 with a relative low

fold changes, indicating relative weak adaption of these influenza A strains in

A549 cells.

MGA as a novel Max-interacting protein is not only able to interact to

bHLHZip domain, but also conceive a T-domain DNA-binding motif [282].

Studies indicated that heterodimers formed by Max and other genes MYC and

MGA target the genes that are involved in cell cycle progression [283].

Subsequently, down-regulated expression of this gene with 27.3-FC after H1N1

infection might implicate the negative control on the target genes associated

with cell cycle.

ELL2 is a member of ELL family of RNA polymerase II elongation

factor. Together with ELL, it can increase the catalytic rate of RNA polymerase

II transcription on catalyzing the transcription of DNA to synthesize precursors

of mRNA and most snRNA and microRNA [284]. In H1N1 infected A549 cells,

both ELL2 and its positive regulator EAF1/2 were significantly down-regulated

at their expression level, denoting negative influence on transcription activities

of RNA polymerase II.

http://en.wikipedia.org/wiki/Transcription_(genetics)
http://en.wikipedia.org/wiki/DNA
http://en.wikipedia.org/wiki/MRNA
http://en.wikipedia.org/wiki/SnRNA
http://en.wikipedia.org/wiki/MicroRNA
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Other genes which are relevant to cell gap junction or adherence

junction also showed repressed expression in H1N1 infected A549 cells.

Among these factors, GJC1 is a component of gap junctions which are

composed of arrays of intercellular channels while CD44 functions as a cell-

surface glycoprotein that is involved in cell–cell interactions, cell adhesion and

migration.

5.3.1.3 Regulations of gene expression in canonical pathways

According to recent researches, regulations of some cellular signaling

pathways are altered following IAV infection: JAK-STAT pathway, NF-

kB/IKK pathway, MAPKs signaling pathway, PI3K/Akt pathway and so on.

These pathways involved in the host antiviral response are important for viral

entry, viral replication, viral propagation and apoptosis. IAV manipulates the

molecular function of signaling molecules for efficient viral pathogenesis [285].

http://en.wikipedia.org/wiki/Gap_junction
http://en.wikipedia.org/wiki/Cell_(biology)
http://en.wikipedia.org/wiki/Glycoprotein
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Figure 5.15 Expression of probe sets involved in immune response in influenza A viruses-infected A549 cells. Eight influenza A strains were infected with different
examined cells, and the expression of probe sets related to immune response was examined by microarray analysis at different time points as shown. The data is represented
by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (P-value≤0.05).
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Figure 5.16 Expression of probe sets involved in cell death in influenza A viruses-infected A549 cells. Eight influenza A strains were infected with different examined
cells, and the expression of probe sets related to cell death was examined by microarray analysis at different time points as shown. The data is represented by heat map
analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (p≤0.05).
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Figure 5.17 The probe sets with topmost expression changes in influenza A viruses-infected A549 cells. Eight influenza A strains were infected with different examined
cells, and the global host gene expression was examined by microarray analysis at different time points. The probe sets with topmost expression changes were listed. The data
is represented by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (p≤0.05).
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5.3.1.3.1 Interferon signaling pathway

At the early stage of IAV infection, IFN signaling pathway, especially

type I, is activated. After that, signals will be transferred into the corresponding

receptors, and multiple cytokines inside the nucleus will be triggered. On this

basis, a series of immune responses will be initiated to reject the virus invasion

[226].

Different gene expression profiles in different influenza A strains

infected A549 cells revealed that IFN type I signaling was obviously triggered

after infections of all avian viruses. And among the avian viruses infections,

different gene expression patterns were detected in the pathway. For example,

expression of IFNα/β and a few downstream genes were initiated at 4 hpi after

H5N2/F118 infection but initiated at 6 hpi after H9N2 infection. So it was

concluded that H5N2/F118 infection initiated the TNF type I pathway as well

as following immune reactions at an earlier stage when compared to H9N2

infection.

Expression of IFNα/β in IFN type I signaling transduction were

repressed around 8 hpi, and expression of a series of downstream molecules

were subsequently repressed after infections of two human viruses, particularly

H1N1. The comparison of gene expression in this pathway between infections

of two human viruses showed that IFNAR1/2 were down-regulated with a more

prominent fold change after H1N1 infection, and expression of STAT1 and

STAT2 were only down-regulated in H1N1 infected A549 cells. These

observations indicated that interferon signaling pathway was inhibited to a more

significant extent after H1N1 infection than pH1N1 infection.

Mechanism of controlling IFN type I mediated antiviral response has

become a hot study topic these years, and researchers have found competitive

interactions between virus and receptors like RIG-I to repress the IFN type I

pathway [259]. In our study, specific influenza A strains such as H1N1 and

pH1N1 might indeed evolve some new mechanisms to limit the production of

IFNα/β and STAT1/2 from an early stage at the transcriptional level.

5.3.1.3.2 NF-κB activation by viruses

Nuclear Factor-κB pathway plays a vital role in mediating inflammation,

immune response, proliferation and apoptosis. Based on its key role, influenza
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virus has evolved strategies to direct antiviral NF-κB activity into an IFN-

suppressive and apoptosis-promoting function. During productive virus

infection, NF-κB regulates expression of a number of genes, including the

antiviral cytokine IFNβ, the proapoptotic factors TRAIL, Fas and FasL and the

suppressor of cytokine signaling SOCS-3. While IFNβ primarily exerts antiviral

functions by inducing an innate antiviral gene expression program, the

simultaneous vRNA-induced expression of SOCS-3 limits this response.

Furthermore, TRAIL and FasL induce caspase activation, and active caspases

allow an enhanced release of vRNP complexes from the nucleus [Figure 5.18]

[23].

Figure 5.18 Two virus supportive functions of the IKK/NF-κB signaling module in
influenza virus infected cells (adapted Ludwig S et al., 2008)[23].

Observation of NF-κB pathway in H1N1 and pH1N1 infected A549

cells illustrated that majority of genes participating in this pathway showed

down-regulated expression from 8 to 10 hpi. Through shutting down this

pathway, migration of NF-κB into nucleus would diminish, subsequently

relevant antiviral and anti-apoptotic activities mediated by this pathway were all

inactivated.

In contrary to infections of H1N1 and pH1N1, no gene was found

differentially down-regulated obviously at its expression level in H9N2 infected

A549 cells. In this case, host cells were able to activate this pathway normally

and relevant functions were induced to fight with H9N2 invasion. As to A549

cells infected with other influenza A strains, part of the genes showed down-
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regulated expression while others did not show any significant expression

change.

5.3.1.3.3 Role of MAPK signaling in pathogenesis in influenza

MAPK cascades are involved in the conversation of various

extracellular signals into cellular responses as diverse as immune response, cell

death and proliferation. Nowadays, studies have proved that this pathway plays

important roles in proinflammatory during IAV infection [286, 287].

Till now, studies show that IAV infection activates all these 4 members

of MAPK family in order to promote vRNP traffic and virus production. P38

MAPK activation regulates the expression of RANTES production and

chemokines after IAV infection [288]. Experiments showed that p38 was able

to induce TNF cytokine in H5N1-infected cells. Besides, inhibition of p38

decreased the virus titer, which suggested that IAV infection induced TNF in a

p38-dependent manner and p38 MAPK activation was essential for virus

replication. Similar to p38, JNK is also associated with the expression of

RANTES. Ludwig S et al (2001) have observed that stimulation of AP1-

dependent gene expression strongly correlated with activation of JNK, which

maybe contributed by viral RNA accumulation during replication [289]. Block

of JNK signaling of the cascade resulted in not only inhibition of virus-induced

JNK activation but also repression of AP-1 activity as well as impairing

transactivation of IFNβ promoter, thereby increasing virus products.

Consequently, it is concluded that IAV induced activation of JNK and AP-1 is

part of the innate antiviral response. As to Raf/MEK/ERK pathway, Pleschka S

et al (2001) did experiments to show that cells infected with IAV led to up-

regulate this signaling pathway [290]. Inhibition of this pathway can cause the

impairment of the virus growth and decreasing of the RNP nucleus export,

however, it will not influence the viral RNA and protein synthesis. Additionally,

ERK ½ and ERK are vital for the expression of pro-inflammatory like IL1β, IL-

6, TNF-α, etc. Recent experiment found that HA accumulation in the membrane

and its tight association with lipid-raft domains triggered activation of the

MAPK cascade and induced RNP export, which proved again that

Raf/MEK/ERK pathway was tight related to IAV replication [291].
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Through investigating the details of this pathway in different influenza

A strains infected A549 cells, we found that caspase 3 was strongly down-

regulated at its expression level after H1N1 infection so that the caspase 3

mediated cell death could be attenuated.

Although expressions of JNK or even MKK 4/7 were down-regulated

following infections of viruses excluding H9N2, RANTES and IP10 showed

up-regulated expression after infections of most of the influenza A strains.

Among them, H5N2/F118 infection triggered their expression elevation from 2

hpi while H9N2 infection initiated their expression elevation from 6 hpi.

Although RANTES was up-regulated with 3.4-FC in its expression at 2 hpi,

expression levels of RANTES and IP10 were apparently inhibited around 4 hpi

and then induced again from 6 hpi after pH1N1 infection. And H1N1 infection

contributed to the remarkable up-regulation of these two chemokines in their

expression around 10 hpi. It has been reported by Qu B et al (2012) that

RANTES and IP10 might be the crucial contributors to pro-inflammatory

responses in H9N2-infected intestinal epithelia [292]. Thus, significant and

early up-regulation of RANTES and IP-10 at their expression level in

H5N2/F118 infected A549 cells might implicate strong and timely pro-

inflammatory responses triggered by these two genes.

5.3.1.3.4 Role of PI3K/Akt signaling in pathogenesis in influenza virus

PI3K and its downstream effector Akt/protein kinase B (PKB) have

been identified as IAV induced signaling mediators recently, and full activation

of Akt/PKB requires phosphorylation at Thr308 and Ser473 [8]. PI3K/Akt

pathway plays different functions on IAV infection. Initially, Lu X et al (2011)

found that PI3K/Akt pathway was involved in CXCL-10 promoter activity upon

IAV infection [293] and Chiou WF et al (2011) mentioned that IRF3 and NF-

κB might also involve in this procedure [294]. Furthermore, experiments

suggested that block of PI3K/Akt activation lead to a reduction in virus yield

[295] and PI3K/Akt pathway is induced by NS1 protein to support effective

IAV replication and propagation [296]. Besides, PI3K is also activated by RIG-

I to be essential for complete IRF-3 activation and consequent induction of the

type I interferon response [297].
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In our study, the expression inhibition of PI3K p110 resulted in the

suppression of GSK3β and Caspase 9 at their transcriptional level in A549 cells

infected with H1N1, pH1N1, H5N2/F59 and H5N2/F189. These observations

indicated that the antiviral role of PI3K might be inhibited and this apopsotis

signaling might be impaired in these viruses infected A549 cells.

5.3.1.3.5 Role of Wnt/GSK-3β signaling in pathogenesis in influenza virus

WNT family members increase IFN production in IAV-infected cells.

Genes in this pathway globally showed in a inhibited status at their expression

level in A549 cells after infections of all influenza A strains except H5N3 and

H9N2. However, down-regulated expression of IFN was only detected after

H1N1 and pH1N1 infections. In this situation, gene expression levels in IFN

signaling pathway do not always correlate with gene expression levels in

Wnt/GSK-3β pathway, indicating that other mechanisms might also contribute

to IFN production.

Shapira SD et al (2009) have observed that viral proteins interact with

NF-κB, apoptosis and WNT pathways primarily through NS1 and also through

two viral polymerase subunits PB1 and PB2 [298]. On the basis of this

observation, the inhibitory gene expression in the Wnt/GSK-3β might be due to

the negative interactions from these influenza proteins.

5.3.1.3.6 Cell cycle: G1/S and G2/M checkpoints regulation

The cell cycle consists of four distinct phases. During G1 phase (growth

phase), various enzymes that are mainly required for DNA replication in S

phase are synthesized at a marked rate. Next, the cell continues to grow and

significant biosynthesis occurs in G2 phase, and the production of microtubules

is mainly involved in this phase. During final M phase, cell growth stops and

the cell is division into two daughter cells. The duration of the phases of the cell

cycle is variable in different cell lines. For a typical rapidly proliferating human

cell with a total cycle time of 24 hours, M phases is about 1 hour; G1 is about

11 hours; S phase is completed within 8 hours; and G2 is about 4 hours.

The cell cycle progression is accomplished by a series of control points.

A major regulatory point which occurs late in G1 and controls progression from

G1 to S is called G1/S checkpoint. This G1/S checkpoint stall the cell cycle

http://en.wikipedia.org/wiki/Microtubule


175

until repairs are made or target the cell for destruction via apoptosis in the case

that the repairs cannot be made. The other G2/M checkpoint senses un-

replicated DNA, which generates a signal to stall the cell cycle and therefore

prevents the initiation of M phase before completion of S phase [299].

The increased expression of cyclin D allows its interaction with CDK4/6

by competing with CDK inhibitor 16 for binding, and thereby overcomes

checkpoint G1/S. Once the active CDK4/6-cyclin D complexes form, they

phosphorylate Rb, which relieves the inhibition of the transcription factor E2F.

E2F is then able to induce cyclin E expression, and cyclin E interacts with

CDK2 to allow for G1-S phase transition.

The CDKs that are associated with checkpoint G2/M are activated by

phosphorylation of the CDK by the action of a Mitosis Promoting Factor (MPF),

which is related to cyclin B-Cdc2 kinase complex. The molecular nature of this

checkpoint involves Cdc25, which under favorable conditions removes the

inhibitory phosphates present within the MPF complex.

Observation from A549 global host gene profiles showed that quite a lot

of genes involved in the G1/S and G2/M checkpoint regulation showed down-

regulated expression after H1N1, pH1N1, H5N2/F59 and H5N2/F189 viruses

infections. On the contrary, few genes showed down-regulated expression after

H9N2 infection. For G1/S checkpoint regulation pathway, it seems that all key

factors such as cyclin D, CDK4/6, phosphate-Rb, cyclin E, CDK2 except E2F

were down-regulated at their expression level and the whole network was shut

down at 10 hpi in H1N1-infected A549 at 10 hpi. Infections of pH1N1,

H5N2/F59 and H5N2/F189 also caused expression suppression of most genes.

In the contrary, none of them has significant expression change in H9N2-

infected A549 cells. According to previous knowledge, shutting down of this

pathway in H1N1, pH1N1, H5N2/F59 and H5N2/F189-infected A549 cells

might result in the arrest of cell cycle in G1 stage.

When it comes to the G2/M DNA damage checkpoint regulation, key

molecules such as cyclin B, Cdc2, Cdc25 all showed down-regulated

expression at mRNA level in H1N1, pH1N1, H5N2/F59 and H5N2/F189-

infected A549 cells. However, none of them has significant expression change

in H9N2-infected A549 cells.

http://www.ncbi.nlm.nih.gov/books/n/cooper/A2886/def-item/A3163/
http://www.ncbi.nlm.nih.gov/books/n/cooper/A2886/def-item/A3337/
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Other researchers also did a series of experiments to uncover the cell

cycle regulation after IAV infection. In the experiments, A549 cells were

infected with A/WS/33 and then assayed for expression of cellular proteins at

8hpi, 12hpi and 24 hpi, using corresponding antibodies. Experimental results

revealed that key molecules mentioned above including cyclin E, cyclin D,

phosphorylated Rb were down-regulated at the protein level and cell cycle

analysis by flow cytometry displayed that the percentage of cells in G1 phase of

the cell cycle is much higher in IAV infected cells than the normal percentage

in MOCK cells. Consequently, it is concluded that IAV replication induces cell

cycle arrest in G0/G1 phase [300]. When compared to our microarray data

which detected at mRNA level, cyclin E, cyclin D, phosphorylated Rb were

also down-regulated in our H1N1 infected A549 cell, which was absolutely

consistent with previous experiments. The only difference was the expression

change of p21, which was tested with up-regulated expression by He Y et al

(2010) but showed down-regulated expression in our A549 cells after H1N1

infection. Anyway, this finding roughly supported our assumption that cell

cycle were arrest in our H1N1 virus infected A549 cell to some extent.

5.3.2 Host gene expression in CEF cells

5.3.2.1 Global profiling of gene expression

5.3.2.1.1 Heat maps of global gene expression

In influenza A strains infected with CEF cells, the numbers of

differentially expressed probe sets increased with the infection time increasing

following infections of all H1N1, H9N2 and H5N2/F118 viruses. And the

largest number of probe sets with up-regulated expression and the lowest

number of probe sets with down-regulated expression were both detected after

H1N1 infection at 10 hpi [Figure 5.19]. It was interesting that infection of

H5N2/F118 triggered an earlier expression repression of some probe sets in

their expression compared to other two strains.

5.3.2.1.2 Distribution of differentially expressed probe sets

In CEF cells, infections of H1N1, H9N2 and H5N2/F118 induced high

portions of genes with up-regulated expression [Table 5.6]. However, portions

of up-regulated probe sets were low after infections of other influenza A viruses,
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especially H7N1. In addition, infections of H5N2/F118 and H5N2/F189 caused

more probe sets with down-regulated expression than infections of other

influenza A strains in CEF cells. Among the three H5N2 strains, H5N2/F118

infection resulted in the highest portion of probe sets with either up- or down-

regulated expression.

Table 5.6 Differentially expressed probe sets in CEF cells infected with influenza A viruses
at 10 hpi.

The global host gene expression profiles were retrieved from microarray analysis with different
time points examined. The ratios of differentially expressed probe sets (P-value≤0.05) up- or
down-regulated with different fold changes (≥2-FC, ≥3-FC, ≥5-FC and ≥10-FC) in relative to
their corresponding “expressing probe sets” are represented in percentage. The expressing probe
sets refer to probe sets detected in the mock-infected corresponding cells.
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Figure 5.19 Temporal changes in the host cell transcriptome in CEF cells infected by four influenza virus strains. The global host gene expression profiles were
retrieved from microarray analysis with different time points examined. The probe sets showing ≥2 fold change (FC) up- or down-regulated in expression are indicated (P-
value≤0.05). Expression profiles of up-regulated (red), down-regulated (green) and no significant change (black) are shown.
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5.3.2.1.3 Functional classification

Excluding the “Un-annotated” and “Un-classified” probe sets, the

remaining probe sets with up-regulated expression were majorly associated with

“Immune Response”, “RNA Binding”, “DNA Binding” and “Transcription

Factor” [Figure 5.20]. In contrast with H1N1 infected A549 cells, H1N1

infected CEF cells showed stronger immune response than other influenza A

strains infected CEF cells. Besides, infections of H5N2/F59, H5N3 and H9N2

also led to relative big numbers of immune response associated probe sets with

up-regulated expression. When the cutoff was raised to 10-FC, some of the

probe sets still showed significant up-regulation in their expression after

infections of H1N1, H5N2/F59 and H5N3, especially H1N1. In summary, the

host immune response was strongly activated in H1N1, H5N2/F59 and H5N3-

infected CEF cells when compared to other strains infected CEF cells.

The largest number of probe sets with down-regulated expression was

detected in CEF cells after infection of H5N2/F118, and some of these probe

sets showed high fold regulation with ≥5-FC. Among them, a big batch of these

probe sets played roles in “RNA Binding” and “DNA Binding”. Compared to

H5N2/F118, infections of another two H5N2 subtype strains, H5N2/F59 and

H5N2/F189, only inhibited the expression of hundreds of probe sets, and the

corresponding fold changes majorly located between 2-FC and 3-FC. The high

percentages of differentially expressed probe sets belonging to ‘Un-annotated’

and “Un-classified” is majorly due to the incomplete annotation for probe sets

in Chicken Genome.

5.3.2.1.4 Cluster analysis

Before clustering analysis, comparison of these three groups of data

suggested that the numbers of probe sets with up-regulated expression were low

and similar among three influenza A strains. However, the numbers of those

with down-regulated expression were high but different among these three

strains, with H5N2/F118 infection contributing to largest number of down-

regulated probe sets. In the cluster analysis process, the probe sets with

differential expression after H1N1, H5N2/F118 and H9N2 infections were

separated into two groups to do cluster analysis so as to better separate the

probe sets into different clusters
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As described, the number of up-regulated probe sets was much lower

than the number of down-regulated ones, particularly in H5N2/F118 and H9N2

infected CEF cells, therefore those up-regulated probe sets weren’t capable to

be picked out in these two groups of data. Although those probe sets showing

up-regulated expression at 10 hpi after H5N2/F118 or H9N2 infection were

clustered into additional groups, functional annotation of which indicated that

no gene ontology term was able to be significantly enriched. In H1N1 infected

CEF cells, probe sets with up-regulated expression were able to be clustered

into Cluster I-11, with only a function group called “NAD + ADP -

ribosyltransferase activity” significantly enriched in only 4 genes [Figure 5.21]

[Table 5.7].

Another Cluster II-6 generated from H1N1 infected CEF cells showed

interesting trend in that the expression of probe sets dropped first, followed by a

suddenly increase at 6 hpi and another decrease at 8 hpi. Gene ontology terms

including “lipid localization” and “cytokine activity” were significantly

enriched in genes belonging to this cluster. Accordingly, immune response and

cell membrane activities may be triggered around 6 hpi first however repressed

at later infection stage after H1N1 infection.

A batch of functional groups identified in down-regulated genes were

common to three influenza A strains infections in CEF cells. These groups

included “nucleotide binding”, “protein binding” and “cellular metabolic

process”.

Besides these GO terms, functional groups such as “metal ion binding”,

“localization”, “ATP binding”, “response to stress” and “helicase activity” were

significantly enriched in genes with down-regulated expression after two avian

strains infections [Figure 5.22] [Table 5.8].

A function named “regulation of cell-substrate adhesion” was

significantly enriched in Cluster I-5 after H9N2 infection. Expression trend of

this cluster fell down from 2 hpi to 4hpi, and then there was a sudden increase

occurred from 4 hpi and another decrease occurred from 6 hpi. Expression

levels of these probe sets were fluctuated, and it was hypothesized that some

special cell regulation might happen to count for the short gene expression

stimulation in the middle of the examined infection period.
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Infection of H5N2/F118 led to most genes with down-regulated

expression in CEF cells. Subsequently, much more functional groups such as

“post-translational protein modification”, “hydrolase activity”, “organ

development”, “Zinc ion binding”, “cell cycle”, “ligase activity”, “cellular

localization”, “transferase activity”, “phosphorylation” and “transmembrane

receptor protein kinase activity” were enriched in these down-regulated genes

[Figure 5.23] [Table 5.9]. Inhibitory expression of these genes participating in

different and important biological functions suggested that a lot of host cell

activities were impaired due to the H5N2/F118 invasion. And impairment of

normal expression of these key molecules during H5N2/F118 infection might

be a solution evolved by the H5N2/F118 virus that aimed to create a beneficial

environment for its survival and replication.

Figure 5.21 Clustering analysis of temporal gene expression profiles in H1N1-infected
CEF cells. CEF cells were infected with H1N1 at 2, 4, 6, 8 and 10 hpi. Probe sets showing ≥2-
fold changes up- or down-regulated (P-value≤0.05) at least over one time point were analyzed
with Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.

Figure 5.22 Clustering analysis of temporal gene expression profiles in H5N2/F118-
infected CEF cells. CEF cells were infected with H5N2/F118 at 2, 4, 6, 8 and 10 hpi. Probe
sets showing ≥2-fold changes up- or down-regulated (P-value≤0.05) at least over one time point
were analyzed with Expander 5 software. X-axis represents post-infection in hours (H), and Y-
axis means normalized expression changes of probe sets.
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Figure 5.20 Overview of distributions of differentially expressed probe sets into different
biological functions in CEF cells infected with influenza A viruses. The numbers of probe
sets in the different functional families, including non-annotated and unclassified groups,
showing up- or down-regulated with different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene
expression are presented.
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Table 5.7 Summary of functional groups enriched based on differentially expressed genes

in CEF cells infected with H1N1.

Differentially expressed genes were significantly categorized into different GO terms under
Expander 5 software analysis (P-value≤0.05). Each functional group is followed by the number
of corresponding genes. * represents the up-regulated trend of the corresponding cluster.

Table 5.8 Summary of functional groups enriched based on differentially expressed genes
in CEF cells infected with H5N2/F118.

Differentially expressed genes were significantly categorized into different GO terms under
Expander 5 software analysis (P-value≤0.05). Each functional group is followed by the number
of corresponding genes.

Table 5.9 Summary of functional groups enriched based on differentially expressed genes
in CEF cells infected with H9N2.

Differentially expressed genes were significantly categorized into different GO terms under
Expander 5 software analysis (P-value≤0.05). Each functional group is followed by the number
of corresponding genes.
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Figure 5.23 Clustering analysis of temporal gene expression profiles in H9N2-infected
CEF cells. CEF cells were infected with H9N2 at 2, 4, 6, 8 and 10 hpi. Probe sets showing ≥2-
fold changes up- or down-regulated (P-value≤0.05) at least over one time point were analyzed
with Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.

5.3.2.2 Functional groups related to host response

5.3.2.2.1 Immune response

In CEF cells, a batch of IFN related genes including IFIH1, IFIT-5,

IRF1/7, TLR3, IFI35, STAT4, MX and OASL showed strong elevation at their

expression level after infections of H1N1, H9N2, H5N2/F59, H5N2/189 and

H5N3 [Figure 5.24]. Altered expression of these genes with high-level fold

changes indicated that CEF cells strongly initiated a series of immune reactions

in response to the invasion of these influenza A strains. Furthermore, data

derived from infections of H1N1 and H9N2 also demonstrated that these genes

were activated from a very early infection phase (around 2 or 4 hpi), indicating

the timely inflammatory response in these infected CEF cells.

Although there were not so many genes with quite significant

expression changes detected in H5N2/F118-infected CEF cells, some key

factors such as IFIT-5, OASL, IFIH and IRF7 were identified with up-regulated

expression, with the most significant fold changes identified at 4 hpi. This

observation might imply that some mechanism was triggered to attenuate

antiviral actions after 4hpi in H5N2/F118 infected CEF cells.

Besides these genes with up-regulated expression, infection of

H5N2/F118 also resulted in many genes with down-regulated expression in

CEF cells. Under investigation, these genes generally showed significant down-

regulation at their expression level from 6hpi, which was consistent with the
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decreasing expression trend of up-regulated genes from 6 hpi mentioned

previously.

5.3.2.2.2 Cell death

A group of programmed cell death genes, PDCD 2/4/5/6/7/8/10/11, all

showed down-regulated expression in H1N1, H5N2/F59, H5N2/F189-infected

CEF cells. Whereas, only some of them identified in pH1N1 and H7N1

infected-CEF cells showed down-regulated expression and few identified in

H9N2, H5N2/F118 and H5N3-infected CEF cells showed down-regulated

expression [Figure 5.25].

In H5N2/F118-infected CEF cells, many apoptosis-related genes were

down-regulated in their expression from an early time points (6 hpi). Besides

these genes with early down-regulated expression, Fas, TNFSF10 and caspase

6/9 showed differentially down-regulated expression in H5N2/F118 infected

CEF cells at late infection stage.

Another two factors that are associated with p53 are USP7 and AMID.

USP7, known as ubiquitin carboxyl-terminal hydrolase 7, direct antagonizes

Mdm2 to protect p53 from Mdm2-mediated degradation [301]. And AMID

(PRG3) was reported to be a p53-downstream gene involved in tumorigenesis

by Wu M et al (2004) [302]. In H5N2/F118-infected CEF cells, both these two

genes showed down-regulated expression. Accordingly, it was assumed that

p53 might be inactivated to some extent even if expression of p53 showed no

differential change in our H5N2/F118-infected CEF cells. In addition,

infections of H1N1 and H5N2/F59 led to the lowest number of apoptosis

related genes with down-regulated expression in CEF cells.

5.3.2.2.3 Genes with remarkable regulations

In CEF cells, some genes with key functions including ZC3HAV1,

IPO7, GPR151, GNG13 and ZNFX1 showed up-regulated expression [Figure

5.26]. ZC3HAV1 (ZAP/PAPR13) that encodes a CCCH-type zinc finger

protein was commonly up-regulated in several influenza A strains infected

A549 cells, with the most significant expression change 30.2-FC detected after

H1N1 infection. Previously researchers have reported that this interferon-

stimulated gene restricted the replication of retroviruses, alphaviruses, and

http://en.wikipedia.org/wiki/Mdm2
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filoviruses, and viral induction of it occurred under the direct control of IRF3

[303]. When it came to our study in CEF cells, no significant expression change

of IRF3 could be detected, but expression of IRF1 and IRF7 showed in a

consistent pattern with ZC3HAV1. This phenomenon might be caused by

diverse controlling in different viruses, and it was assumed that IAV might

evolve alternative control pathway dependent of IRF1/7, taking the place of

IRF3.

Zaitseva L et al (2009) uncovered that IPO7 (IMP7) facilitated nuclear

trafficking of DNA and HIV-1 exploited IMP7 to maximize nuclear import of

its DNA genome [304]. Besides, other groups also mentioned that IMP might

play an impact on HIV-1’s replication performance [305]. Although there is no

concrete evidence proving that this protein is involved in IAV’s nuclear import

activity, the obvious up-regulated expression of this gene from 4 to 10 hpi in

H5N2/F118-infected CEF cells indicated that it might have a potentiality to

make some important function in IAV nuclear transport action or even IAV

viral replication.

G protein-coupled receptor 151 (GPR151) also showed common up-

regulation at its expression level in H1N1, H5N2/F118 and H9N2 infected-CEF

cells. Previous report has revealed that G protein and protein kinase signaling

regulated IAV budding in MDCK cells [306]. Hence, the differential expression

might implicate the exertion of corresponding GPR151 roles in these influenza

A strains infected CEF cells.

In addition to these genes with up-regulated expression, some genes

showing down-regulated expression were also identified with important

functions. Transmembrane gene TMEM170 was found down-regulated at its

expression level in H5N2/F118, H9N2 and H5N3-infected CEF cells. Moreover,

a batch of ZNF genes also showed down-regulated expression in different

influenza A strains infected CEF cells, and these ZNF genes might be

responsible for some regulations in these influenza A strains infected CEF cells.
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5.3.3 Host gene expression in MDCK cells

5.3.3.1 Global profiling of gene expression

5.3.3.1.1 Heat maps of global gene expression

In MDCK cells, the largest numbers of differentially expressed probe

sets, up- or down-regulated, were detected after H1N1 infection. Compared to

H9N2, H5N2/F118 infection resulted in repressed expression of relative high

number of probe sets from early infection stage [Figure 5.27].

5.3.3.1.2 Distribution of differentially expressed probe sets

There were also more probe sets with up-regulated expression detected

in MDCK cells infected with H9N2, H1N1 and H5N2/F118 than other

influenza A strains [Table 5.10]. Percentages of probe sets with down-regulated

expression were considerable after infections of all influenza A strains

excluding H9N2. Moreover, some probe sets even showed down-regulated

expression with high-level fold changes ≥10-FC, particularly in H1N1,

H5N2/F118 and H7N1-infected MDCK cells. Among three H5N2 strains,

infection of H5N2/F118 also caused the highest portion of probe sets with both

up- and down-regulated expression. Besides, H5N2/F189 infection also

generated big batch of probe sets with down-regulated expression.

Table 5.10 Differentially expressed probe sets in MDCK cells infected with influenza A
viruses at 10 hpi.

The global host gene expression profiles were retrieved from microarray analysis with different
time points examined. The ratios of differentially expressed probe sets (P-value≤0.05) up- or
down-regulated with different fold changes (≥2-FC, ≥3-FC, ≥5-FC and ≥10-FC) in relative to
their corresponding “expressing probe sets” are represented in percentage. The expressing probe
sets refer to probe sets detected in the mock-infected corresponding cells.
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5.3.3.1.3 Functional classification

Figure 5.28 suggested that some probe sets belonging to “Immune

Response” were induced at their expression level in MDCK cells after influenza

A strains infections, especially H9N2, H1N1 and H5N2/F59. And among these

probe sets, some of those from H1N1 and H5N2/F59 infections showed quite

high fold changes. In the contrary, only a couple of probe sets with increased

expression were observed related to “Immune Response” in H5N3 and H7N1-

infected MDCK cells, indicating weaker host antiviral action. Regarding to

another two H5N2 strains, infection of H5N2/F118 also stimulate expression of

a small batch of probe sets, while few probe sets were observed to be stimulated

at their expression level after infection of H5N2/F189.

Down-regulated probe sets in influenza A strains infected MDCK cells

mostly had a relationship with “RNA Binding”, “DNA Binding” and

“Transcription Factor”. Furthermore, dozens of probe sets located in groups

such as “RNA binding” and “DNA Binding” were inhibited in their expression

with quite significant fold regulation at ≥10-FC in H1N1, H5N2/F118,

H5N2/F189, H5N3 and H7N1-infected MDCK cells. And among these up-

regulated probe sets from different influenza A strains infected-MDCK cells,

the expression of some probe sets from infections of H1N1 and H5N2/F118

showed quite high fold change level. In contrary to the situation happened in

H5N2/F118 and H5N2/189-infected MDCK cells, infection of H5N2/F59 only

induced the expression of a relative small number of probe sets in MDCK cells.

The high percentages of differentially expressed probe sets belonging to ‘Un-

annotated’ and “Un-classified” is majorly due to the incomplete annotation for

probe sets in Canine Genome 2.0 Array.

5.3.3.2 Functional groups related to host response

5.3.3.2.1 Immune response

In MDCK cells, expression levels of IFN type I stimulated genes OAS1,

MX1 and RASD2 were all up-regulated after H1N1 infection and selectively

up-regulated after other influenza A strains infections [Figure 5.29]. Cytokines,

CCL5 and CXCL10, were also detected with significantly up-regulated

expression after infections of all influenza A strains except H5N3.



190

5.3.3.2.2 Cell death

Expression profiles of cell death relevant genes in MDCK cells

implicated that most genes with down-regulated expression were detected after

H1N1 infection and least genes with down-regulated expression were detected

after H9N2 infection [Figure 5.30]. Key genes such as caspase 2/3/8, Fas and

TNF were all down-regulated at their expression level in H1N1 infected MDCK

cells, indicating the inhibition of cell apoptotic activities.

5.3.3.2.3 Genes with remarkable regulations

Parallel observation of gene expression in IAV infected MDCK cells

revealed that several genes related to transmembrane and zinc finger were

significantly up-regulated at their expression level [Figure 5.31]. Among them,

expression of TMEM106A, TMEM55A, TMEM30C were up-regulated after

infections of H5N2/F59, H5N2/F118 and H9N2 separately; expression of

ZNF391/662 was induced after infection of H5N2/F118. In addition, lipid and

adhesion associated genes such as CH25H, ALCAM were also detected with

up-regulated expression in H5N2/F118 and H5N3 infected MDCK cells.

Moreover, there also existed quite a lot of genes with suppressed

expression and these genes were majorly relevant to zinc finger, transmembrane,

G protein, cell cycle and cholesterol. These genes included GPR98 for

H5N2/F59 infection, GPR56 for H5N2/F118 and H1N1 infection, GPR110 for

H1N1 infection and so on.
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Figure 5.24 Expression of probe sets involved in immune response in influenza A viruses-infected CEF cells. Eight influenza A strains were infected with different
examined cells, and the expression of probe sets related to immune response was examined by microarray analysis at different time points as shown. The data is represented
by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (P-value≤0.05).
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Figure 5.25 Expression of probe sets involved in cell death in influenza A viruses-infected CEF cells. Eight influenza A strains were infected with different examined
cells, and the expression of probe sets related to cell death was examined by microarray analysis at different time points as shown. The data is represented by heat map
analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (p≤0.05).
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Figure 5.26 The probe sets with topmost expression changes in influenza A viruses-infected CEF cells. Eight influenza A strains were infected with different examined
cells, and the global host gene expression was examined by microarray analysis at different time points. The probe sets with topmost expression changes were listed. The data
is represented by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (p≤0.05).
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Figure 5.27 Temporal changes in the host cell transcriptome in MDCK cells infected by four influenza virus strains. The global host gene expression profiles were
retrieved from microarray analysis with different time points examined. The probe sets showing ≥2 fold change (FC) up- or down-regulated in expression are indicated (P-
value≤0.05). Expression profiles of up-regulated (red), down-regulated (green) and no significant change (black) are shown.
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Figure 5.28 Overview of distributions of differentially expressed probe sets into different
biological functions in MDCK cells infected with influenza A viruses. The numbers of probe
sets in the different functional families, including non-annotated and unclassified groups,
showing up- or down-regulated with different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene
expression are presented.
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Figure 5.29 The expression of probe sets involved in immune response in influenza A viruses-infected MDCK cells. Eight influenza A strains were infected with
different examined cells, and the expression of probe sets related to immune response was examined by microarray analysis at different time points as shown. The data is
represented by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (P-value≤0.05).
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Figure 5.30 The expression of probe sets involved in cell death in influenza A viruses-infected MDCK cells. Eight influenza A strains were infected with different
examined cells, and the expression of probe sets related to cell death was examined by microarray analysis at different time points as shown. The data is represented by heat
map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated (p≤0.05).
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Figure 5.31 The probe sets with topmost expression changes in influenza A viruses-infected MDCK cells. Eight influenza A strains were infected with different
examined cells, and the global host gene expression was examined by microarray analysis at different time points. The probe sets with topmost expression changes were
listed. The data is represented by heat map analysis showing up-regulated (red), down-regulated (green) or no changes (black) in expression, and the FC range is indicated
(p≤0.05).
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5.3.4 Host gene expression in macrophages

5.3.4.1 Global profiling of gene expression

5.3.4.1.1 Heat maps of global gene expression

The numbers of differentially expressed genes in H1N1 and

H5N2/F118-infected macrophages both showed decreasing from 2 hpi to 24 hpi.

And among these differentially expressed genes, it was interesting that larger

numbers of genes with down-regulated expression were detected at 2 hpi while

larger numbers of genes with up-regulated expression were detected at 24 hpi

after infections of both H1N1 and H5N2/F118.

In the macrophages infected with H5N3, the expression profiles at 24

hpi indicated more up-regulated genes were detected when compared to those

detected in macrophages infected with H1N1 and H5N2/F118 at 24 hpi. This

phenomenon could suggest that a larger batch of antiviral genes were activated

during H5N3 infection than H1N1 and H5N2/F118 infections in macrophages

[Figure 5.32].

5.3.4.1.2 Distribution of differential expressed probe sets

In macrophages with infection of H1N1, a large number of genes were

detected with down-regulated expression at ≥2-FC at 2 hpi. However, this

number decreased steeply at later infection period, with only few genes with

down-regulated expression left at 24 hpi [Table 5.11]. In the contrary to the

down-regulated genes, only a small number of genes with the up-regulated

expression at ≥2-FC were detected at 2 hpi, and this number almost remained

no change with the infection time increasing.

Infection of H5N2/F118 in macrophages resulted in larger numbers of

genes with up- or down-regulated expression at ≥2-FC at 2 hpi when compared

to 24 hpi. This phenomenon indicated the early but short-term host gene

response upon H5N2/F118 infection in macrophages.

In H5N3 infected macrophages, only the gene expression profile at 24

hpi was investigated. It was noted that more differentially expressed genes (up-

or down-regulated) were identified after infection of H5N3 than those identified

after infections of H1N1 and H5N2/F118 at 24hpi, indicating activated gene

regulation activities occurred in H5N3-infected macrophages at late infection

stage. Moreover, some of the genes with elevated expression after infection of
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H5N3 showed high-level fold regulation at ≥5-FC, which might indicate strong

antiviral regulation in these infected macrophages.

Figure 5.32 Temporal changes in the host cell transcriptome in macrophages infected with
influenza A strains. The global host gene expression profiles were retrieved from microarray
analysis with different time points examined. The genes showing ≥2 fold change (FC) up- or
down-regulated in expression are indicated (P-value≤0.05). Expression profiles of up-regulated
(red), down-regulated (green) and no significant change (black) are shown.

Table 5.11 Differentially expressed genes in macrophages infected with influenza A strains.

The global host gene expression profiles were retrieved from microarray analysis with different
time points examined. The ratios of differentially expressed genes (P-value≤0.05) up- or down-
regulated with different fold changes (≥2-FC, ≥3-FC and ≥5-FC) in relative to their
corresponding “expressing genes” are represented in percentage. The expressing genes refer to
genes detected in the mock-infected macrophages.
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5.3.4.1.3 Functional classification

In macrophages infected with three influenza A strains, most of the

genes with up-regulated expression were detected after infection of H5N3 at 24

hpi, followed by infections of H1N1 and H5N2/F118 at 2 hpi [Figure 5.33].

These genes were majorly function-related to “Signaling Transduction”,

“Antiviral” and “Cytokine”, “Cell Death”, “DNA Transcription Factor”,

“Kinase” and “RNA Binding”. Compared to situations detected in the early

phase of virus infections, infections of H1N1 and H5N2/F118 induced

expression of relative low number of genes at late stage, 24 hpi. And this

phenomenon might indicate the host immune response became weaken during

the late infection phase. Moreover, some of the antiviral and signal transduction

associated genes detected after H5N3 infection at 24 hpi also showed up-

regulated expression with high-level fold changes.

For the genes with down-regulated expression, those detected after

infections of H1N1 and H5N2/F118 at 2 hpi were majorly related to “DNA

Transcriptional Factor”, “Signal Transduction”, “Kinase”, “RNA Binding” and
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“Cell Death”, while those detected after infections of H5N3 at 24 hpi were

functionally associated with “DNA Transcription Factor”, “Signal

Transduction”, “Kinase”, “RNA Binding”, “Cell Cycle”, “Cell Death” and

“Antiviral”.

Figure 5.33 Overview of distributions of differentially expressed genes into different
biological functions in macrophages infected with influenza A strains. The numbers of
genes in the different functional families, showing up-regulated or down-regulated with
different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene expression are presented.
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5.3.4.1.4 Core analysis in macrophages

Subjecting to H1N1 infection at 2 hpi, networks such as “Molecular

Transport”, “Cell cycle, DNA replication” and “Cellular Assembly and

Organization” were highly scored. Biological functions such as “Inflammatory

Response”, “Cancer”, “Cellular Growth and Proliferation”, “Cellular

Movement”, “Cell death”, “Cell cycle”, “Tissue Development” were enriched

with hundreds of molecules included for each. And “RhoA Signaling”, “Actin

Cytoskeleton Signaling”, “ILK Signaling” and “Role of Macrophages,

Fibroblasts and Endothelial Cells in Rheumatoid Arthritis” were listed as top

canonical pathways as well [Figure 5.34-5.37]. Enrichment of these key

functions and pathways might indicate the activation of antiviral actions at a

very early infection stage. With the infection time increasing, gene numbers in

these biological functions went down, which implied the gradual elimination of

cell regulations in response to the H1N1 infection.

In H5N2/F118 infected macrophages, differentially expressed genes

were represented by top networks such as “Cell-To-Cell signaling and

interaction”, “Cell Growth and Proliferation”, “Cellular Assembly and

Organization”, “”Cellular Movement” and top biological functions such as

“Cancer”, “Inflammatory Response”, “Cell Cycle”, “Cell Death” and “Tissue

Development” at 2 hpi. And pathways named “Role of Pattern Recognition

Receptors in Recognition of Bacteria and Viruses”, “Activation of IRF by

Cytosolic Pattern Recognition Receptors” and “Role of JAK2 in Hormone-like

Cytokine Signaling” were enriched as top canonical pathways at 2 hpi [Figure

5.38-5.39]. At 24 hpi, although inflammatory response related functions and

pathways were still listed, the numbers of molecules belonging to these groups

became lower, which was similar to the situation happened in H1N1 infected

macrophages [Figure 5.40-5.41]. This phenomenon might implicate the weaker

host cell response occurred at 24 hpi when compared to 2 hpi in H5N2/F118

infected macrophages.

With regards to H5N3 infected macrophages, the functional groups and

pathways relevant to immune response were identified based on differentially

expressed genes at 24 hpi [Figure 5.42-5.43]. And almost all of these functional

groups were enriched by hundreds of molecules, implicatinging strong immune

defense.
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Figure 5.34 Summary of top functional groups enriched in differentially expressed genes
in H1N1-infected with macrophages at 2 hpi. Differentially expressed genes detected at
different time points were significantly categorized into different networks, functions and
pathways under the analysis of Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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B

Figure 5.35 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from H1N1-infected macrophages at
2 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological function or
canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the respective
canonical pathway.
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Figure 5.36 Summary of top functional groups enriched in differentially expressed genes
in H1N1-infected with macrophages at 24 hpi. Differentially expressed genes detected at
different time points were significantly categorized into different networks, functions and
pathways under the analysis of Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 5.37 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from H1N1-infected macrophages at
24 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological function or
canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the respective
canonical pathway.
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Figure 5.38 Summary of top functional groups enriched in differentially expressed genes
in H5N2/F118-infected with macrophages at 2 hpi. Differentially expressed genes detected at
different time points were significantly categorized into different networks, functions and
pathways under the analysis of Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 5.39 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from H5N2/F118-infected
macrophages at 2 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological
function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the
respective canonical pathway.
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Figure 5.40 Summary of top functional groups enriched in differentially expressed genes
in H5N2/F118-infected with macrophages at 24 hpi. Differentially expressed genes detected
at different time points were significantly categorized into different networks, functions and
pathways under the analysis of Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 5.41 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from H5N2/F118-infected
macrophages at 24 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological
function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the
respective canonical pathway.
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Figure 5.42 Summary of top functional groups enriched in differentially expressed genes
in H5N3-infected with macrophages at 24 hpi. Differentially expressed genes detected at
different time points were significantly categorized into different networks, functions and
pathways under the analysis of Ingenuity Pathway Analysis (IPA) version 2012 analysis (P-
value≤0.05).



214

A

B

Figure 5.43 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from H5N3-infected macrophages at
24 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological function or
canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the respective
canonical pathway.
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5.3.4.2. Regulations of gene expression in canonical pathways

5.3.4.2.1 Interferon signaling

In macrophages following infections of influenza A viruses, the

activation of IFN signaling pathway was observed. Among three influenza A

strains, H5N3 infection globally initiated the significant up-regulation of gene

expression levels in IFN pathway (particularly type I) at 24 hpi, followed by

H1N1 infection. These up-regulated genes included JAK2, STAT1/2, OAS1,

IFIT3, IRF9 and so on. H5N2/F118 infection also caused expression induction

of several genes in IFN pathway at 2hpi, but few expression changes were

identified at 24 hpi. And we assumed that some mechanism might potentially

play a role to suppress the activation of IFN signaling pathway at the later stage

of H5N2/F118 infection in macrophages.

5.3.4.2.2 NF-κB signaling

In H5N3-infected macrophages, many genes involved in NF-κB

signaling pathway showed up-regulated expression. A20, TNFα and CD40 also

showed strong induction at their expression level, which might be responsible

for the activation and inhibition of NF-κB signaling pathway. It was surprising

that genes in NF-κB signaling pathway almost showed no expression changes

in both H5N2/F118 and H1N1-infected macrophages.

5.3.4.2.3 Toll-like receptor signaling

H5N3 infection in macrophages resulted in the similar gene expression

pattern between at 2 and 24hpi, with expression levels of genes including TLR2,

CD14, MYD88, NF-κB and p38 MAPK all showing elevated. Gene expression

performance of TLR signaling pathway in after infections of H1N1 and

H5N2/F118 showed different when compared to the performance after infection

of H5N3. H5N2/F118 infection caused faint down-regulation of TLR1 and p38

MAPK in their expression at 2 hpi, with no expression change detected at 24

hpi. Whereas, H1N1 infection resulted in faint down-regulation expression of

TLR1, TLR4 and p38 MAPK at 2 hpi, with exception of TLR2 and PKR

showing faint up-regulation expression at 24 hpi.
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5.3.4.2.4 Antigen presentation pathway

The situation was a bit complicated in H5N3 infected macrophages.

Although some factors in MHC I-α group showed up-regulated expression but

some showed down-regulated expression, and the up-regulated expression of

downstream genes made the hypothesis convincible that MHC I antigen

presentation was activated. Furthermore, MHC II-α antigen presentation

pathway also displayed in an activated state, suggesting high activation of

macrophages after H5N3 infection at 24 hpi.

The status of antigen presentation pathway in H1N1 infected

macrophages was similar to in H5N2/F118 infected macrophages. MHC I-α

was detected with repressed expression during H5N2/F118 infection and both

MHC I-α and MHC II-β were identified with repressed expression during H1N1

infection. And when it comes to 24 hpi, genes in both antigen presentation

pathways showed no expression changes.

5.4 Conclusion

Although the associated fatalities due to human transmission of LPAI

viruses have not been reported, the LPAI viruses have the potentiality to

develop into HPAI viruses, transmission of which are often associated with

high fatality rates. In this project, the host response to the low LAPI H5N2,

H9N2, H5N3 and H7N1 were investigated in A549, CEF and MDCK cells

based on microarray platform. And host response to another human influenza

strains H1N1 and pH1N1 were also involved in corresponding cell types for

parallel comparison. Besides, the host response to low LAPI H5N2 and H5N3

as well as human strain H1N1 were also examined and compared in mouse

macrophages.

Global evaluation of probe sets with differential expression suggest that

host genes performed differently even if the different cell types were infected

with the same influenza A strain. After infection of H1N1, half of the probe sets

in A549 and MDCK cells showed down-regulated expression while only a

small portion of probe sets showed down-regulated expression in CEF cells. In

host cells infected with H9N2, more probe sets with down-regulated expression

and less probe sets with up-regulated expression were observed in CEF cells

compared to A549 and MDCK cells. In addition, the global gene expression
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profiles detected in H5N2/F118 infected CEF and MDCK cells were far away

from the one detected in H5N2/F118 infected A549 cells. And compared to

situations happed in CEF and MDCK cells, smaller fraction of probe sets with

decreased expression and larger fraction of probe sets with increased expression

were identified after H5N2/F118 infection in A549 cells.

Further investigation at 10 hpi also indicated the global gene expression

profiles were also different upon infections of different influenza A strains in

specific cell types. Among these different strains, infections of LPAI H5N3,

H5N2/F59, H5N2/F118 as well as H9N2 and infection of human influenza A

strain pH1N1 caused the largest numbers of probe sets with up-regulated

expression at 10 hpi in A549 cells. Whereas, infections of two human influenza

A strains, especially H1N1, and two LPAI H5N2/F59 and H5N2/F189 led to

the largest numbers of probe sets with down-regulated expression at 10 hpi. In

CEF cells, infection of human strain H1N1 resulted in the highest number of

probe sets with up-regulated expression but lowest number of those with down-

regulated expression at 10 hpi. The distribution of differentially expressed

genes showed different in CEF cells after infections of different LAPI viruses,

even three H5N2 strains. In MDCK cells, infection of human strain H1N1 led to

not only the largest number of probe sets with down-regulated expression but

also relative big number of probe sets with up-regulated expression at 10 hpi.

Results from macrophages suggested that H5N3 infection contributed to larger

number of differentially expression probe sets, either up- or down-regulated,

when compared to H1N1 and H5N2/F118 infections at 24 hpi.

By assigning these probe sets encoded genes to certain biological

processes or pathways, it was noted that functional classifications such as

“Immune Response”, “DNA Binding”, “RNA Binding” and “Signal

Transduction” were over-represented based on up-regulated probe sets in A549

cells infected with LPAI virus, especially H5N2/F118 and H9N2. And those

probe sets classified into “Immune response” showed high fold changes at their

expression level. Down-regulated probe sets were majorly grouped into

functions such as “DNA Binding”, “RNA Binding”, “Transcription factor” and

“Signal Transduction”, particularly in H1N1 infected A549 cells. In

macrophages, H5N3 infection induced expression of relative high number of

probe sets related to “Signal Transduction” and “Antiviral” at 24 hpi, while
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H1N1 infection repressed expression of considerable big number of probe sets

associated with “Signal Transduction”, “Cell Cycle”, “Cell Death” and

“Kinase” at 2 hpi. Since the annotation of probe sets in Chicken Genome and

Canine Genome 2.0 Array is not complete, only part of these probe sets were

classified into listed groups.

Detailed investigation also displayed that common functional groups

such as response to virus and nucleic acid binding were enriched in genes with

up-regulated expression following infections of two avian strains (H5N2/F118

and H9N2) and one human strain pH1N1/478. Moreover, the avian viruses had

more functional groups in common with each other and these genes were

involved in immune response, cytokine receptor binding, transition metal ion

binding and cell death. In contrast to the differentially up-regulated genes,

common functional gene groupings (e.g. genes involved in nitrogen compound

metabolic process, regulation of macromolecule metabolic process, nucleic acid

binding) were observed based on down-regulatd genes between the human and

avian virus infections, with a greater number of genes involved in the former

infections. Specific to the 2 human viruses, the genes involved in the protein

metabolic-related processes, zinc ion binding and ATP binding showed a

decreasing temporal trend in the expression profiles, especially after H1N1

infection. In CEF cells, genes with down-regulated expression were also

enriched in pathways with various cellular functions after infections of three

influenza A strains, especially H5N2/F118. In macrophages, similar functional

groups that are related to inflammatory reponse were detected following

infection of all three influenza A strains. However, larger number of molecules

belonged to these functions following H5N3 infection at 24 hpi, indicating the

stronger antiviral actions at the late infection stage.

Besides these well-known functional groups, other pathways such as

“Cytokine-Cytokine receptor interaction” and “RIG-I like receptor signaling

pathway” were commonly enriched in genes with up-regulated expression from

both two avian strains (H5N2/F118 and H9N2) and two human strains (H1N1

and pH1N1) infected A549 cells, while other pathways such as “Jak-STAT

signaling” and “Toll-like receptor signaling pathway” were found only be

enriched in genes with up-regulated expression from the two avian strains

infected A549 cells. These canonical pathways play important role in innate
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immune response, over-representation of them in genes with up-regulated

expression indicated that the antiviral response were efficiently triggered in

infected host cells, especially after avian strains infections. Further analysis

revealed that pathways involving different cell activities such as “Cell cycle”,

“Metabolic” and “Endocytosis” were enriched in genes with down-regulated

expression in human strains infected A549 cells, suggesting the inhibition of

normal cell regulations in various aspects.

Furthermore, a couple of potential transcriptional factors were also

significantly enriched based on differentially expressed genes in infected A549

cells. For example, transcription factors such as IRF-1, IRF-3 and IRF-7 were

found to be enriched in probe sets with up-regulated expression from A549

cells infected with two avian strains H5N2/F118 and H9N2 and human strain

pH1N1; transcription factors such as E2F, ETF and Sp1 were identified to be

enriched in probe sets with down-regulated expression from A549 cells that

were majorly infected with two human strains and avian strain H5N2/F118.

Pathways analysis revealed that the signaling transduction in immune

response was initiated in A549 cells infected with several avian strains such as

H5N2/F118 and H9N2. Whereas, the signaling transduction in immune

response pathways was impaired to some extend in A549 cells infected with

two human strains, in particular H1N1. As to the gene expression performances

in infected A549 cells, the key genes participating in cell cycle checkpoint

regulation were found to be inhibited in their expression particularly following

infections of human strains, which was consistent with previous findings. All

together, these mechanisms such as the impairment of the inflammatory

response and arrest of cell cycle in infected host A549 cells after infections of

two human strains might be a solution to benefit the viral replication.

Recently, host responses of different influenza A strains in different cell

lines were also investigated by other groups. Gerlach RL et al (2013) did

microarray studies on well-differentiated normal human bronchial epithelial

cells upon infection of a H1N1 seasonal isolate (A/BN/59/07) and two H1N1

pandemic isolates: fatal one (A/KY/180/10) and nonfatal one (A/KY/136/09)

[383]. Analysis on the data indicated that cells infected with A/KY/180/10

showed a greater difference in gene expression levels when compared to

another two isolates. Besides, many genes from the early innate immune
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response pathways showed common stimulated expression to infections of these

three isolates. However, infections of pH1N1/478 and H1N1/WS resulted in

lower expression level of ISGs and larger number of genes with down-regulated

expression when compared to observations from this study. In another report,

the virus-host interactions at 24hpi in human bronchial airway epithelial cells

infected with H1N1 (A/PR/8/34) virus were defined through quantifying host

protein alteration. Their findings demonstrated that proteins functionally related

to protein metabolism, purine biosynthesis, cytoskeleton and carbohydrate

showed elevated expression [390]. Comparably, although genes associated with

these functions also showing up-regulated expression were observed in A549

cells after infection of two human strains, the numbers are quite limited. These

differences might be partly caused by the different host cells and the post-

infection stage.
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Chapter VI. Poxviruses
6.1 Introduction

The Poxviridae, as a large family of viruses, infect a wide range of

vertebrates and invertebrate animals. Poxviruses are of serious concern due to

their high pathogenicity and wide distribution. The best studied poxviruses

include variola virus, vaccinia virus, cowpox virus and monkeypox virus.

These poxviruses all belong to Orthopoxvirus genus and become considerable

concern for public health and biodefense [307, 308]. Global eradication of

smallpox was achieved decades ago initiated by the WHO, and the eradication

used vaccinia virus as a live vaccine [309].

Poxviruses are different from other animal viruses in several respects.

First, many enzymes encoded by poxviruses are necessary for either

macromolecular precursor pool regulation or biosynthetic processes. Second,

the complex morphogenesis of poxviruses is involved in the composition of

virus-specific membranes and inclusion bodies. Lastly, the genomes of

poxviruses are able to encode many proteins that interact with host factors at

cellular or systemic levels.

6.1.1 Virus structure

Poxviruses constitute a large family of enveloped DNA viruses, with

large size genomes from 150 to 300 kbp that encode 200 or more open reading

frames. The functions of these encoding proteins include synthesis of viral

RNA/DNA, assembly of virion and modulation of host immune defenses [310].

There are two unique forms of infectious particles: intracellular mature

virions (IMV) and extracellular enveloped virions (EEV). Compared to IMVs,

EEVs have one additional membrane. Specifically, IMVs consist of the viral

core containing the dsDNA genome encased in a proteinaceous core with

around 60 viral proteins, and one lipid bilayer containing around 25 viral

proteins while EVs consist of an MV-like particle surrounded by a second viral

membrane containing cellular and at least six unique viral proteins. From the

functional perspective, IMVs are the more abundantly produced infectious form

and are thought to mediate host-to-host transmission, while EEVs disseminate

virus in the infected host and protect against immune defenses [311].
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6.1.2 Virus replication cycle

6.1.2.1 Virus Entry

Entry of enveloped viruses can be divided into three steps: virus

attachment, fusion activation, and membrane fusion. Initial study on entry of

vaccinia virus has depicted that IMV entry into host cells by phagocytosis first

and then IMV fuse with the plasma membrane. Carter GC et al (2005) have also

discovered that the effect of soluble GAGs on IMV infectivity is cell type-

specific [312]. In addition, reinvestigation by electron and confocal microscopy

has demonstrated that IMV enter into cells by fusion of its single membrane

with the plasma membrane. And this fused membrane is then flattened into the

plane of the cell surface, with a naked core released into the cytoplasm. As to

EEVs, disruption of the EEV wrapper within endosomes has been suggested

and after that, IMVs membrane is exposed. And then IMVs’ entry follows the

same steps as described above [310]. In this process, studies revealed that two

viral proteins A28 and H2 were each required for cell entry and cell-cell fusion

[313].

6.2.1.2 DNA release from the core to cytoplasm

Following attachment to cell surfaces and fusion with the plasma

membrane, DNA-containing core is delivered into the cytoplasm. After

penetration, cores can bind to the microtubules (MTs) and then reach the site of

disassembly and DNA-release with the assistance of MTs. Under these apparent

core movements, early proteins synthesis that is necessary for core uncoating is

moving forward. Poxvirus cores enable to harbor the viral DNA-dependent

RNA polymerase and transcription factors necessary for gene expression at

early stage. Previous researches have proposed that core must contain pores that

allow the release of the early mRNAs into the cytoplasm but avoid the entry of

DNAse into the core. After these early mRNAs release from the core, they

travel along MTs to the location where they become anchored into translation

competent complexes. In this process, L4R as a core-associated protein may

help mediate the binding and translation of early mRNAs to or along MTs.

After synthesis of at least 100 early proteins, the parental DNA is finally

released into cytoplasm from the core. During this process, some other viral

factors excluding early proteins are also associated with the DNA release.
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These factors include B1R kinase, I3L, H5R and E8R. These key factors

including early proteins may be required to uncoat the core so as to mediate

DNA release, and they also serve to anchor-release DNA to the ER in order to

protect it against degradation before DNA replication in next step.

6.1.2.3 DNA replication

Released DNA is tightly associated with rER by a complex of early

proteins and the DNA replication occurs in ER-enwrapped cytoplasmic sites.

Upon the initiation of replication, ER cisternae are recruited to and enclose the

replication sites in order to create a cytosolic subcompartment that facilitates

viral DNA synthesis. These new synthesized mRNAs move away from their

site of synthesis for future efficient assembly.

Along with DNA replication, intermediate and late genes are transcribed.

The expression of intermediate genes that encode specific transcription factors

of late gene is triggered by the intermediate transcription factors. The late genes

primarily include structural proteins required for progeny virion assembly and

enzymes needed for early gene expression during the next round of infection.

Two factors, E8R and A40R, are indispensable in this process.

6.1.2.4 Virus assembly

Virus assembly is generally initiated from 5 hpi. Crescent-shaped

membrane appears on the sites of DNA replication, accompanying with the

breakdown of the rER envelop. More than 80 viral genes are involved in the

assembly of MV. After integral viral membrane proteins made in the ER, they

are transported to viral factories along with ER derived lipid to be assembled

into crescents which contain a lipid bilayer and the membrane proteins,

scaffolded on a honeycomb structure composed of the D13 protein. Crescent

formation is controlled by phosphorylation. The crescents become into

immature virions (IVs) accompanied by encapsidation of the genome.

Metamorphosis to IMVs is accompanied by loss of the D13 scaffold,

proteolysis, as well as further addition of membrane proteins and movement of

particles outside of factories. IMV acquire Golgi derived membranes to become

wrapped virions (WVs), which is a intermediate state between IMVs and EEVs.

In the last stage, WVs are exocytosed through the plasma membrane to become
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EEVs [314]. In addition to the viral D13 scaffold protein, a series of known

viral proteins are also necessary for the poxvirus assembly process. For instance,

several membrane (A14 and A17) and nonmembrane (A11, F10, G5, and H5)

viral proteins are required for crescent formation; A9 protein is necessary at a

later stage of morphogenesis [308].

6.1.3 Viral-Host interactions

Host cells will initiate a series of innate and adaptive immune response

pathways in react to the invasion of poxvirus. The details include detection of

the pathogen, induction of the cytokine responses, establishment of the anti-

viral state and so on. In the meanwhile, poxviruses, as a large type of dsDNA

evolves extremely sophisticated mechanisms for evading the immune system

[11].

6.1.3.1 Blockade of interferon response

Poxvirus evolves several strategies to counteract the interferon response:

(1) Montanuy I et al (2011) has proposed that GAGs mediated retention of the

poxvirus type I interferon binding protein so as to locally block interferon

antiviral responses [316]. In their experiment, they treated variola virus and

monkeypox virus as experimental targets and discovered the interaction

between soluble viral IFN type I receptor potential and GAGs. However, there

is a big structural variation existing within GAGs due to their composition,

linkage, or modification. In their case, site-directed mutagenesis of poxvirus

basic residues in the first Ig domain of the protein rendered IFNα/β unable to

interact with the cell surface; (2) Meng X et al (2012) recently has proved that

K1L and C7L antagonized type I IFNs and IRF1-induced antiviral activities,

and this function of C7L was observed evolutionally conserved in all

poxviruses [317]; (3) Poxvirus-encoded IFN-γ binding protein has been

reported to be able to dampen the host immune response although they were not

required for virus replication in vitro [318]; (4) Experiment targeting to vaccinia

virus also indicated that B18R competitively bound to and inhibited a broad

range of type I IFNs so that the induction of anti-viral response was blocked

[319]; (5) Besides these above descriptions, a series of vaccinia virus-encoding
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proteins was proved to suppress the IFN pathways from different ways [Figure

6.1].

6.1.3.2 Suppression of cytokine signaling

During virus infection, many cytokines are produced by the host system

to counter the effect of the viral presence. In the meanwhile, different immune

evasion mechanisms also were initiated by poxviruses to lower these cytokines’

expression levels. To date, a few studies coming from different research groups

have already provided evidences for interactions between cytokines and

poxviruses. For instance, Smith VP et al (2000) have discovered that poxviruses

secreted and expressed inhibitors of cytokines such as soluble IL18-binding

protein that was expressed in all lister virus, ectromelia and cowpox virus

infected KG-1 cells [320]; Another group has reported that ectromelia virus

encoded a homologue of CD30, which was capable to block the binding of

CD30L to its receptor and induce reverse signaling in cells expressing CD30L.

Moreover, the viral CD30 has been observed to abrogate T cell

proliferation, therefore it blocked type 1 cytokine–mediated T cell responses

[322]; An ectromelia virus protein called E163 has been also identified to

interact with chemokines so as to influence the chemokines activities.

Interaction of certain chemokines with GAGs is crucial for the correct function

of the chemokines network. However, E163 protein has also been proved to

have high affinity to interact with GAGs binding domain of those chemokines,

thus E163 indirectly blocked the chemokine-GAGs interaction and further

influenced the chemokines mediated immune response [323, 324].
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Figure 6.1 Interplay between IFN-signaling pathways and vaccinia virus proteins (adapted
from Perdiguero B et al., 2009) [321]. Vaccinia virus encodes IFN receptors B8 and B19 which
block the binding of IFNs to their cell surface receptors. The E3L gene encodes a protein that is
capable to inhibit PKR activation and block IFN responses. The E3 blocks the IFN-induced 2’-
5’-OAS antiviral pathway. An eIF2α homolog encoded by K3L t interferes with PKR. Through
dephosphorylation of STAT1, the VH1 phosphatase also intercepts the IFN signaling pathway.

6.1.3.3 Inhibition of TNF-induced responses

It has been well known that poxviruses encode a variety of proteins that

interfere the activation of NF-κB in order to further impair the TNF-induced

responses. In one strategy, many poxviruses express soluble viral receptors or

cytokine binding proteins which can intercept cellular ligand-receptor

interactions, thus blocking the signaling that lead to NF-κB activation. Relative

proteins include T2 that is expressed as a secreted glycoprotein for binding and

inhibiting TNF detected in myxoma virus infected rabbit host, cytokine

response modifier B, C, D and E which act as soluble vTNFRs to intercept TNF

ligand-receptor interaction in cowpox virus with other orthologs also found in

other poxviruses, CD30 that acts as a receptor of CD153, and so on [325].

Another strategy adopted is to express intracellular factors to regulate signaling

pathways leading to NF-κB activation. For instance, vaccinia protein A46R has

been reported to target the host TIR adaptors myeloid differentiation factor

(MyD88) and TRIF, thereby interfered with downstream activation of NF-κB,

MAP kinase and IFN-β [326]. Moreover, another Ankyrin repeat (ANK) NF-κB
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inhibitor also has been discovered to be encoded by cowpox virus. Detailed

studies depicted that ANK proteins interacted directly with NF-κB1/p105 so as

to inhibit NF-κB signaling pathway [327]. And perhaps most surprising of all,

MC159 protein from molluscum contagiosum poxvirus just has been proved to

have an ability to interact with the IκB kinase complex in order to inhibit NF-

κB activation [328].

6.1.3.4 T-cell evasion by repression of MHC I expression

CD8+ T-cell-mediated responses function on the control of infection of

intracellular pathogens. T-cells will become activated once their T-cell receptor

recognizes an antigen-derived peptide presented by MHC I. Thus, in order to

avoid presentation of viral peptides and kill the infected cells via CD8+ T-cell

many viruses interfere with the MHC I presentation pathway in different ways

such as MHC I expression, proteasomal protein degradation, TAP-mediated

peptides transportation, MHC I peptide complex assembly or trafficking [329].

Results obtained from Byun M et al (2009) indicated that cowpox virus

inhibited expression of MHC class I by dissociation of MHC class I from TAP

[330]. Another report pointed out cowpox virus interfered with CD8+ responses

in another way. In the experiment, the cowpox virus was found to inhibit the

intracellular transport of MHC I at the early infection stage. This mechanism

was able to completely inhibit MHC I exit from the endoplasmic reticulum,

independent of viral replication [331].

6.1.3.5 Blockade of host cell apoptosis

Induction of apoptosis is essential for elimination of pathogen infection.

In reaction to this pressure initiated from host system, viruses such as

poxviruses have evolved some mechanisms by which the cell apoptosis is

blocked, and thereby the successful replication and dissemination are

guaranteed.

Caspases activation and apoptotic death can be triggered by both

extrinsic and intrinsic signals [332]. Stewart TL et al (2005) reported a finding

that vaccinia virus encoding F1L, a new member of the tail-anchored protein

family, localized to mitochondria during virus infection, leading to inhibit cell

apoptosis and enhance virus survival [333]. In another experiment, a poxvirus-
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encoded protein called M13L-PYD was identified. This protein was proved to

colocalize and interact with a cellular PYD protein, ASC-1, as a mean to

modulate caspase-1 activity and process IL-1β and IL-18, in further inhibit host

inflammatory and apoptotic responses to infection [334]. Other interesting

finding demonstrated the presence of a TNFR-like T2 protein in all poxviruses,

and this T2 protein physically associated with and colocalized with human

TNFRs so that inhibited cellular TNFR1-induced cell death [335].

6.1.4 Poxviruses infections in different host cells

Several reports have been published to uncover the viral strategy and

host response in different cells following infections of different types of

poxviruses. For example, Turner PC et al (2002) summarized that different

immune modulators expressed by poxviruses function on suppressing the host

response to infections [336]. Besides, they described that multiple modulators

were able to target the same pathways at different steps. A high-density

microarray was applied to analyze the host response in NYVAC infected Hela

cells. The result suggested that expression of apoptotic genes and NF-κB

responsive genes were stimulated. At the meanwhile, vaccinia K1L gene played

a role to inhibit the NF-κB activation [337]. It was also discovered that

ectromelia virus encoded a protein homologous to the ectodomain of the IFN-γ

receptor 1, and this protein enabled to bind IFN-γ and subsequently dampened

the host immune response to virus infection in host cells [318].

6.1.5 Objective

As the largest known DNA viruses, members of the Poxviridae family

infect both vertebrate and invertebrate animals. Orthopoxvirus, as a genus of

Poxviridae, includes many virus species such as variola, monkeypox, vaccinia

and cowpox viruses. Infection of these viruses results in febrile illnesses

associated with vesicular rash in humans and animals. The most notorious

member is variola virus that caused the outbreak of the disease called smallpox

with about 500 million deaths during the 1900s. And until 1980, WHO

announced that the world was finally free of it [338]. Till now, although studies

on the complex interactions between host cells and poxviruses are among well

understood, the functions of critical genes which contribute to poxvirus biology

still remains to be enriched.



229

Since we can’t use the actual smallpox virus, we focused our researches

on another three types of poxviruses. Cowpox virus is the closest relative to

smallpox virus and is a good surrogate virus [281]. It got its name from the

distribution of the disease when dairymaids touched the udders of infected cows.

Cowpox is similar to but much milder than the highly contagious and often

deadly smallpox disease. It resembles mild smallpox, and was the basis of the

first smallpox vaccines. When the patient recovers from cowpox, the person is

immune to smallpox. Lister virus is one subtype of vaccinia virus, and vaccinia

virus is the vaccine for smallpox virus and as the vaccine gives side effects.

Thus it is worthy while investigating the host response. Ectromelia virus is able

to cause fatal mousepox. It is the only poxvirus to cause disease naturally in

mice. In our experiment, mousepox is used to compare with other poxviruses as

RAW cells originated from mice and mousepox is a good control to study

whether RAW cells can be used as a study model [282].

In our study, three types of poxviruses were infected with A549 and

mouse RAW cells at specific time points. The corresponding transciptomic

profiles were examined using microarray platform. Different types of software

were employed into further analysis. The aims of this research are as following:

(1). Investigate the viral-host interactions in poxviruses infected A549 cells.

(2). Investigate the viral-host interactions in poxviruses infected mouse RAW

cells.

(3). Compare the different gene expression performances after infections of

different types of poxviruses in different host cells.

6.2 Experiment workflow

http://en.wikipedia.org/wiki/Udder
http://en.wikipedia.org/wiki/Cow
http://en.wikipedia.org/wiki/Smallpox
http://en.wikipedia.org/wiki/Smallpox_vaccine
http://en.wikipedia.org/wiki/Smallpox
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Figure 6.2 Microarray experimental workflow during different types of poxviruses
infections.

6.3 Result and Discussion

6.3.1 Global Profiling of gene expression

6.3.1.1 Heat maps of global gene expression

The global transcriptional profiles in two types of poxviruses infected

A549 cells illustrated that most of the differentially expressed probe sets

showed down-regulated expression changes. Compared to lister virus, infection

of cowpox virus led to less probe sets with up-regulated expression but more

probe sets with down-regulated expression.

The numbers of probe sets with up-regulated expression showed in an

increasing trend with the infection time increasing in two types of poxviruses

infected A549 cells. However, the situation for probe sets with down-regulated

expression was complicated. In cowpox virus-infected A549 cells, considerable

numbers of probe sets with down-regulated expression was observed from 4 hpi,

with the largest number detected around 8 hpi. At the meanwhile, a sharp
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increase of numbers of probe sets with down-regulated expression was

observed from 4 hpi to 6 hpi, with the largest numbers detected at 6 hpi [Figure

6.3].

Based on the global transcriptional profiles, the numbers of

differentially expressed probes sets were increased with the infection time

increasing in poxviruses infected mouse RAW cells [Figure 6.4]. Among these

differentially expressed probe sets, most of the probe sets showed down-

regulated changes after infections of three types of poxviruses in infected

mouse RAW cells, which was similar to the observation in infected A549 cells.

Detailed investigation illustrated that infection of ectromelia virus was

responsible for the largest number of probe sets with elevated expression while

infection of lister virus was responsible the largest number of probe sets with

inhibited expression at 16 hpi.

6.3.1.2 Distribution of differentially expressed probe sets

In cowpox virus-infected A549 cells, 0.44% percentage of probe sets

showed up-regulated at their expression level at 2 hpi. However, this number

was suddenly reduced to 0.31% at 4 hpi. After 4 hpi, the number of up-

regulated probe sets became increased again and reached the highest level at 10

hpi.

Regarding the probe sets with down-regulated expression, the sudden

increase of the percentage was observed from 2 hpi to 4 hpi, indicating that

some repression regulations might be strongly stimulated in this interphase. The

highest percentage of probe sets with down-regulated expression was detected

at 8 hpi, and the relative high percentage was still able to be detected even if the

cut-off was raised to 10-FC.

In lister virus-infected A549 cells, the percentage of probe sets with up-

regulated expression showed high at the beginning of infection (2 hpi), however,

this percentage dropped at 4 hpi. Another round of expression stimulation of a

big batch of probe sets was detected from 8 hpi. This trend of percentages of

probe sets with up-regulated expression observed after infection of lister virus

was concordant with the trend observed after infection of cowpox virus, but the

detailed percentages from lister virus infection were much higher than those

from cowpox virus infection across the whole infection period.
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Further observations demonstrated that the highest percentage of probe

sets with down-regulated expression was detected at 6 hpi after infection of

lister virus, with the increasing of the percentage occurred majorly between 4

hpi and 6 hpi in infected A549 cells. As compared to cowpox virus, the

percentages of probe sets with down-regulated expression were lower across the

whole infection course after infection of lister virus than cowpox virus no

matter based on any fold change cutoff [Table 6.1].

Global investigation on expression alterations of probe sets in mouse

RAW cells suggested that infections of cowpox virus and ectromelia virus

induced highest percentages of probe sets with up-regulated expression at 2 hpi

and 16 hpi separately. And when the fold regulation cutoff was raised to 10-FC,

only a small batch of probe sets with up-regulated expression could be detected

at 16 hpi after the infection of ectromelia virus.

In contrast, infection of lister virus caused highest percentages of probe

sets with down-regulated expression at both time points. Few probe sets were

detected with down-regulated expression ≥10-FC at 2 hpi after infections of all

these three types of poxviruses, while considerable numbers of those with

down-regulated expression ≥10-FC were identified at 16 hpi after infection of

lister virus, followed by ectromelia virus [Table 6.2].

6.3.1.3 Functional classification

In cowpox virus-infected A549 cells, the probe sets with up-regulated

expression were majorly enriched in “RNA Binding”, “DNA Binding” and

“Transcription Factor” across the whole infection period [Figure 6.5]. In

addition, functional terms including “Immune response”, “Cytoskeleton”,

“Signal Transduction” and “Cell Growth” were also over-represented.

Compared to other time points, the numbers of up-regulated probe sets involved

in these functional groups were higher at 10 hpi than other time points.

Functional groups significantly over-represented by the probe sets with

down-regulated expression were “RNA Binding”, followed by “DNA Binding”,

“Signaling Transduction” and “Transcription Factor” in cowpox virus-infected

A549 cells. Among the five time points, down-regulated probe sets related to

these functions showed highest fold regulation at 8 hpi, followed by those at 10

hpi.
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When the cutoff was set at 2-FC or 5-FC, majority of probe sets with

up-regulated expression in lister virus infected-A549 cells located in functional

groups such as “RNA Binding”, “DNA Binding” and “Transcription Factor”.

And the numbers of up-regulated probe sets located in these groups reached

highest at 10 hpi [Figure 6.6]. However, similar numbers of up-regulated probe

sets were functional associated with “RNA Binding” and “DNA Binding” at 4,

6, 8 and 10 hpi when the cutoff setting was raised to 10-FC, indicating that the

related genes with remarkable expression elevation was initiated at 4 hpi and

sustained up to 10 hpi. Another interesting finding was that the larger number

of probe sets relevant to “Cytoskeleton” were detected at 4 hpi compared to

other time points, which might suggest active lipid membrane activities at this

time point.

When it turned to the probe sets with down-regulated expression in lister

virus infected-A549 cells, most of them were prominently associated with

“RNA Binding” no matter of the fold change cutoff setting. Under detailed

investigation, the highest number of down-regulated probe sets related to “RNA

Binding” was detected at 4 hpi under 2-fold cutoff while the highest number of

down-regulated probe sets related to “RNA Binding” was detected at 8 hpi

under 5- or 10-fold cutoff. This observation might suggest that the moderate

and extensive suppression of gene expression occurred from 4 hpi but strong

and specific suppression action exerted at later infection stage (8 hpi).

Similar to the situation happened in poxviruses-infected A549 cells, few

probe sets were detected with up-regulated expression at 2 hpi in poxviruses-

infected mouse RAW cells. Among three different types of poxviruses,

infection of cowpox induced expression of most probe sets, and this batch of

probe sets was majorly functional related to “Protein Metabolism”, “DNA

Transcription Factor”, “Cell Death” and “RNA Binding”. In addition, almost no

probe set with up-regulated fold change ≥ 5-FC was able to be picked out

[Figure 6.7].

With the infection time increasing up to 16 hpi, infection of ectromelia

virus stimulated expression of larger number of probe sets than cowpox and

lister virus. Detailed classification of these up-regulated probe sets

demonstrated that they majorly belonged to “DNA Transcription Factor” and

“RNA Binding” [Figure 6.8]. Moreover, some up-regulated probe sets
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belonging to “Cell Cycle”, “Cell Death” and “Kinase” showed high-level fold

regulation at ≥10-FC, indicating the actively regulatory activities at cellular

level at the late stage of poxviruses infections.

Although lister virus infection almost didn’t stimulate expression of any

probe sets related to our listed functional groups, its infection resulted in most

probe sets with down-regulated expression in infected mouse RAW cells. These

down-regulated probe sets were majorly classified into “DNA Transcription

Factor”, “RNA Binding”, “Cell Death” and “Signal Transduction”, followed by

“Cell Cycle” and “Kinase”. Compared to lister virus, invasion of ectromelia

virus contributed to relative less probe sets with down-regulated expression at ≥

2-FC and invasion of cowpox virus led to least probe sets with down-regulated

expression in corresponding infected mouse RAW cells.

Consistent with the performances at 2 hpi, infection of lister virus also

generated most probe sets with down-regulated expression at 16 hpi. Although

infection of cowpox virus caused down-regulated expression of larger number

of probe sets than infection of ectromelia virus based on 2-FC cutoff, more

probe sets showed significantly down-regulated expression after infection of

extromelia virus but not cowpox virus when the cutoff was raised to 5-FC.

“DNA Binding” and other common functional terms were over-represented by

down-regulated probe sets in these three types of poxviruses infected mouse

RAW cells.

Table 6.1 Differentially expressed probe sets in A549 cells infected with poxviruses at
different time points.
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Table 6.2 Differentially expressed probe sets in RAW cells infected with poxviruses at
different time points.

Figure 6.3 Temporal changes in the host cell transcriptome in A549 cells infected by two
types of poxviruses. The global host gene expression profiles were retrieved from microarray
analysis with different time points examined. The probe sets showing ≥2 fold change (FC) up-
or down-regulated in expression are indicated (P-value≤0.05). Expression profiles of up-
regulated (red), down-regulated (green) and no significant change (black) are shown.
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Figure 6.4 Temporal changes in the host cell transcriptome in RAW cells infected by three
types of poxviruses. The global host gene expression profiles were retrieved from microarray
analysis with different time points examined. The probe sets showing ≥2 fold change (FC) up-
or down-regulated in expression are indicated (P-value≤0.05). Expression profiles of up-
regulated (red), down-regulated (green) and no significant change (black) are shown.
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Figure 6.5 Overview of distributions of differentially expressed probe sets into different
biological functions in A549 cells infected with cowpox virus. The numbers of probe sets in
the different functional families, including non-annotated and unclassified groups, showing up-
regulated or down-regulated with different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene
expression are presented.
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Figure 6.6 Overview of distributions of differentially expressed probe sets into different
biological functions in A549 cells infected with lister virus. The numbers of probe sets in the
different functional families, including non-annotated and unclassified groups, showing up-
regulated or down-regulated with different fold changes (≥2-FC, ≥5-FC and ≥10-FC) in gene
expression are presented.
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Figure 6.7 Overview of distributions of differentially expressed probe sets into different
biological functions in RAW cells infected with three types of poxviruses at 2 hpi. The
numbers of probe sets in the different functional families, including non-annotated and
unclassified groups, showing up-regulated or down-regulated with different fold changes (≥2-
FC and ≥5-FC) in gene expression are presented.
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Figure 6.8 Overview of distributions of differentially expressed probe sets into different
biological functions in RAW cells infected with three types of poxviruses at 16 hpi. The
numbers of probe sets in the different functional families, including non-annotated and
unclassified groups, showing up-regulated or down-regulated with different fold changes (≥2-
FC, ≥5-FC and ≥10-FC) in gene expression are presented.
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6.3.1.4 Cluster analysis in A549 cells

To our knowledge, genes with similar temporal expression trends might

have related biological functions and possibly correspond to some critical

cellular processes and pathways [91]. So the aim of this cluster analysis is to

classify probe sets with similar expression profiles into common biological

groups, which is beneficial for further functional analysis. In our study, A549

cells were infected with cowpox and lister virus, and their transcriptomes were

analyzed at 2, 4, 6, 8 and 10 hpi. Probe sets with ≥2-FC (P-value≤0.05) up-

regulated at least at 10 hpi and those with ≥10-FC (P-value≤0.05) down-

regulated at least at 10 hpi in cowpox or lister virus infected A549 cells were

separately clustered into similar gene expression profiles using the Expander

version 5.0 software [Figure 6.9-6.12]. Using the same software, the data were

further analyzed into genes relating to different functional groups or canonical

pathways, and enriched transcription factor, chromosome locations and

microRNAs were also identified. All enriched functional groups, canonical

pathways, transcriptional factors, chromosome locations and microRNAs are

displayed in Table 6.3-6.6.

Pathway analysis revealed that the pathway called “Systemic lupus

erythematosus” was found to be commonly enriched in genes with up-regulated

expression at least at 10 hpi in cowpox and lister virus infected A549 cells, with

more genes following lister virus infection involved in this pathway than those

following cowpox virus infection. Systemic lupus erythematosus (SLE) is a

chronic autoimmune disease that can affect almost any organ system, and

molecules in this pathway majorly play a role on mediating a systemic

inflammatory response. Through detailed investigation on genes involved in

this pathway, we found that almost all these genes from both cowpox virus and

lister virus infected A549 cells encoded histone proteins.

Alkhalil A et al (2010) has depicted the similar situation happened in

monkeypox virus infected MK2 cells [339]. In those infected host cells, all the

core histone genes excluding HIST3H2A exhibited up-regulated expression at

both examined 3 and 7 hpi. However, unlike these histone genes with

increasing expression trend, major transcription regulators of histones

expression such as CITED2, NCOA3, CREB1, YY1 and HDAC2 showed

increasing suppression at their transcriptional level across the whole infection
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course. Similarly, many enzymes that control modifications of histones and

chromatin organization dynamics such as FBXO11, PRMT3, MYST2,

MYCBP2, and RARS2 also showed steady down-regulation in their mRNA

level. As we know, histones in eukaryotic cell nucleic play an essential function

as chief protein components of chromatin to package and order the DNA into

structural units called nucleosomes. Besides, poxviruses are double-stranded

DNA mammalian viruses with large genomes reaching few hundreds of

micrometers in length. Thus, Alkhalil A made a hypothesis that host cell

histones played a role on viral DNA compaction and nucleosome formation,

and up-regulated expression of these histones following infection of poxviruses

might be a potential implication of viral replication. With regards to

transcription regulator and enzymes with down-regulated expression, they

proposed that these observations implied part of host response actions including

chromatin-mediated silencing of the viral genome and activation of DNA

damage, or part of the viral strategies to take over its host.

In our study, up-regulated expression levels of histones after infections

of cowpox and lister virus were consistent with their observations after

infection of monkeypox virus. Consequently, if the hypothesis mentioned above

is correct, more histone genes with up-regulated expression in lister virus-

infected A549 cells could potentially indicate better virus replication than in

cowpox-virus infected A549 cells. Furthermore, most of the histones related

enzymes and transcription regulators also showed down-regulated expression

from 4 hpi, with deeper repression detected after infection of cowpox virus than

lister virus. This observation which was consistent with previous reports

supported the previous finding in further.

A transcription factor called SRF was enriched in genes with up-

regulated expression in cowpox virus-infected A549 cells. The protein encoded

by this gene binds to the promoter region of serum response element in order to

regulate the activity of many immediate-early genes, and thereby plays roles on

the regulations of cell cycle, cell growth, cell differentiation and cell death.

Over-representation of this transcription factors based on up-regulated genes

might suggest the potential abnormal regulation on cell growth and apoptosis in

infected host cells. In addition, transcription factors including NF-Y, ETF and

POU1F1were only enriched in up-regulated genes after infection of lister virus.

http://en.wikipedia.org/wiki/Eukaryote
http://en.wikipedia.org/wiki/Chromatin
http://en.wikipedia.org/wiki/DNA
http://en.wikipedia.org/wiki/Nucleosomes
http://en.wikipedia.org/wiki/Promotor_(biology)
http://en.wikipedia.org/wiki/Cell_cycle
http://en.wikipedia.org/wiki/Cellular_differentiation
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Among these factors, only ETF showed faint down-regulation in its expression

in lister virus infected A549 cells. It has been reported that transcription factor

ETF played a role in mediating expressions of genes related to cell proliferation

[340], the inconsistent gene expression performances of ETF and downstream

genes might implicate more complex regulation network.

A batch of gene ontology terms was enriched in genes with up-regulated

expression from both cowpox and lister virus-infected A549 cells. These

functional terms included “nucleic acid binding”, “gene expression”, “zinc ion

binding”, “DNA binding” and “regulation of cellular metabolic process”.

Besides these common functional terms, other interesting functional groups

were also enriched specific to the infection of lister virus. These unique gene

ontology terms were “regulation of cellular biosynthetic process”, “transition

metal ion binding”, “macromolecule biosynthetic process”, “cellular

biopolymer catabolic process”, “cellular biopolymer biosynthetic process”,

“negative regulation of cellular process”, “negative regulation of transcription”,

“regulation of transcription, DNA-dependent” and so on. Over-representative of

these pathways suggested that there might exist some mechanism regulations

relevant to macromolecules, cellular biopolymer, as well as some metal ion

transition upon infection of lister virus in A549 cells.

In addition, a series of potentially regulatory microRNAs were also

picked out to bind with the up-regulated genes during cowpox virus infection.

And around 70 genes with elevated expression in lister virus infected A549

cells were also predicted to locate at two common chromosome sites

(chromosome 2p and chromosome 14q).
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Figure 6.9 Clustering analysis of temporal gene expression profiles in cowpox virus-
infected A549 cells. A549 cells were infected with cowpox virus at 2, 4, 6, 8 and 10 hpi. Probe
sets showing ≥2-fold changes up-regulated (P-value≤0.05) at least at 10 hpi were analyzed with
Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.

Table 6.3 Summary of functional groups, canonical pathways, transcription factors and
microRNAs enriched based on up-regulated genes in A549 cells infected with cowpox
virus.

Genes with up-regulated expression were significantly categorized into different functional
groups and canonical pathways. Different transcription factors and microRNAs that can
potentially be involved in the regulation of gene expressions are shown for each cluster under
Expander 5 software analysis (P-value≤0.05). Each functional group, canonical pathway,
transcription factor or microRNA is followed by the number of corresponding genes.
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Figure 6.10 Clustering analysis of temporal gene expression profiles in lister virus-infected
A549 cells. A549 cells were infected with cowpox virus at 2, 4, 6, 8 and 10 hpi. Probe sets
showing ≥2-fold changes up-regulated (P-value≤0.05) at least at 10 hpi were analyzed with
Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.
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Table 6.4 Summary of functional groups, canonical pathways, transcription factors and
chromosome locations enriched based on up-regulated genes in A549 cells infected with
lister virus.

Genes with up-regulated expression were significantly categorized into different functional
groups and canonical pathways. Different transcription factors and micRNAs that can
potentially be involved in the regulation of gene expressions are shown for each cluster under
Expander 5 software analysis (P-value≤0.05). Each functional group, canonical pathway,
transcription factor or microRNA is followed by the number of corresponding genes.

As shown in Table 6.5 and Table 6.6, a common transcription factor

named sp1 was found to be enriched in genes with down-regulated expression

in both two types of poxviruses infected A549 cells. In addition to this common

factor, other factors such as Nrf-1 and GABP were also listed to potentially

regulate the down-regulated genes during cowpox virus infection, while E2F

was significantly identified to potentially regulate those down-regulated genes

during lister virus infection.

Pathways including “Metabolic pathways”, “Oxidative

phosphorylation”, “Glutathione metabolism”, “Glycolysis”, “Purine

metabolism” were commonly enriched in genes with down-regulated

expression upon the infections of both two types of poxviruses, with more
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down-regulated genes in these pathways detected after infection of cowpox

virus. Unique to lister virus infection, “DNA replication” pathway was also

significantly enriched in down-regulated genes in corresponding A549 cells,

which might be caused by the antiviral action exerted by host cells to limit the

viral replication. Similarly, several other pathways such as “TCA cycle”,

“Lysosome”, “Cell cycle” were specifically enriched in down-regulated genes

in cowpox virus-infected A549 cells.

Figure 6.11 Clustering analysis of temporal gene expression profiles in cowpox virus-
infected A549 cells. A549 cells were infected with cowpox virus at 2, 4, 6, 8 and 10 hpi. Probe
sets showing ≥10-fold changes down-regulated (P-value≤0.05) at least at 10 hpi were analyzed
with Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.

Quite a lot of GO terms were over-represented based on down-regulated

genes in infected A549 cells after infections of both poxviruses, especially after

infection of cowpox virus. Among these enriched terms, biological functions

associated with “oxidation reduction”, “nitrogen compound metabolic process”,

“hydrolase activity”, ‘cell metabolism”, “cell cycle”, ‘cellular catabolic process

and organelle organization” were commonly over-represented after infections

of both two types of poxviruses. Besides, biological functions such as

“generation of precursor metabolites and energy”, “establishment of

localization”, “transferase activity and structural molecule activity” were

enriched based on down-regulated genes specifically in cowpox virus-infected

A549 cells.
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Table 6.5 Summary of functional groups, canonical pathways, transcription factors,
chromosome locations and microRNAs enriched based on down-regulated genes in A549
cells infected with cowpox virus.

Genes with down-regulated expression were significantly categorized into different functional
groups and canonical pathways. Different transcription factors and microRNAs that can
potentially be involved in the regulation of gene expressions are shown for each cluster under
Expander 5 software analysis (P-value≤0.05). Each functional group, canonical pathway,
transcription factor or microRNA is followed by the number of corresponding genes.
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Excluding enrichments of these transcription factors and pathways, mir-

128 also displayed the potential possibility to bind and regulate three down-

regulated genes in lister virus infected A549 cells, while other microRNAs like

mir-374/374as, mir-543, mir-22, mir-530 and mir-31 were also picked out in

genes with deceased expression during cowpox virus infection. Meanwhile,

some chromosome locations especially chromosome 2 were detected to be the

targeting location for over one hundred genes with down-regulated expression.

Table 6.6 Summary of functional groups, canonical pathways, transcription factors and
microRNAs enriched based on down-regulated genes in A549 cells infected with lister
virus.

Genes with down-regulated expression were significantly categorized into different functional
groups and canonical pathways. Different transcription factors and microRNAs that can
potentially be involved in the regulation of gene expressions are shown for each cluster under
Expander 5 software analysis (P-value≤0.05). Each functional group, canonical pathway,
transcription factor or microRNA is followed by the number of corresponding genes.
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Figure 6.12 Clustering analysis of temporal gene expression profiles in lister virus-infected
A549 cells. A549 cells were infected with cowpox virus at 2, 4, 6, 8 and 10 hpi. Probe sets
showing ≥10-fold changes down-regulated (P-value≤0.05) at least at 10 hpi were analyzed with
Expander 5 software. X-axis represents post-infection in hours (H), and Y-axis means
normalized expression changes of probe sets.

6.3.1.5 Core analysis in mouse RAW cells

At early time point, several shared functions were identified based on

differentially expressed genes in all these three types of poxviruses infected

mouse RAW cells, and these top biological functions were “Immunological

Disease”, “Cellular Growth and Proliferation”, “Cell Cycle”, “Cell Death” and

“Connective Tissue Development and Function” [Figure 6.13-6.24]. Significant

enrichment of these common functions indicated that the immune reaction and

cell growth regulation were initiated at the early stage of poxviruses infections.

Of particular interest, the number of molecules belonging to “Gene expression”,

“Cell Cycle”, “Cell death” and “Cellular Growth and Proliferation” showed

highest upon the infection of lister virus. This phenomenon indicated that the

most significant regulation of cell activities occurred in mouse RAW cells,

infected with lister virus.

When it came to canonical pathways, pathways such as

“Glycosis/Gluconegenesis” and “Frutose and Mannose Metabolism” were

common in ectromelia and cowpox virus infected mouse RAW cells. However,

the pathways over-represented in lister virus infected mouse RAW cells were
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associated with cell cycle checkpoint control. Subsequently, enrichment of

different pathways indicated that more regulations of energy metabolism

occurred after infections of ectromelia and cowpox virus while more controls of

cell cycle occurred after infection of lister virus in mouse RAW cells.

Furthermore, network of “Lipid metabolism, Molecular Transport, Small

Molecule Biochemistry” was found to be unique to cowpox virus infection,

which might also implicate the potential regulation of membrane activities.

Among top five potential transcription factors, four common ones

including STAT4, HIF1A, EPAS1 and ATF4 were shared by infections of

cowpox and ectromelia virus in mouse RAW cells at 2 hpi. Among these four

factors, STAT4 is essential for mediating responses to IL12 in lymphocytes,

and regulating the differentiation of T helper cells [341], while HIF1A and

EPAS1 are both transcription regulators related to oxygen level. Enrichment of

these transcription factors based on differentially expressed genes might

implicate the differential regulation on some cytokines’ activities as well as

oxygen level in these two types of poxviruses infected mouse RAW cells.

Top five transcription regulators over-presented in differentially

expressed genes from lister virus infected mouse RAW cells at 2 hpi were

DACH1, MNT, SIN3B, TP53 and ELK1. TP53 is a famous factor that is

responsible for the control of cell cycle and cell death. Its enrichment was

concordant with the previous enrichment of functional groups including cell

death and cell cycle [342], and thereby this observation supported the

hypothesis that cell cycle and cell death regulation were triggered at the initial

step in lister virus infected mouse RAW cells.

At 16 hpi, many common features were shared in response to infections

of these three types of poxviruses in mouse RAW cells. Functions including

“Infectious Disease”, “RNA Post-Transcription Modification”, “Cell cycle”,

“Embryonic Development”, “Connetive Tissue Development and Function”,

“Hematological System Development and Function” were all shared by these

three types of poxviruses. Furthermore, four common pathways such as

“Oxidative Phosphorylation”, “Mitochondrial Dysfunction”, “Protein

Ubiquitination Pathway” and “Ubiquinone Biosynthesis” were also enriched

based on the differentially expressed genes after infections of these poxviruses,
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suggesting existing regulation of oxygen, energy and apoptosis in infected

mouse RAW cells.

It was striking that “Cell death” was listed as one of the topmost five

molecular and cellular functions in ectromelia virus infected mouse RAW cells

with 1085 genes included, with a sharp increase of 94 molecules from 2 hpi.

Thus observation might suggest the initiation of numerous mechanisms by

which ectromelia virus inhibited apoptosis thereby modulating cell life [332].

Apart from these pathways and functional groups, a couple of

transcription factors were also shared by infections of these three types of

poxviruses. Among them, E2F4 and MYC are famous transcription factors that

play a crucial role in the control of cell cycle [343]. Enrichment of these two

factors implied the special regulated state of cell cycle.

6.3.1.6 Selection of common genes modulated by infections of different

poxviruses in mouse RAW cells

As described above, hundreds or thousands of probes were up- or down-

regulated in these three types of poxviruses infected mouse RAW cells. To

further investigate the underlying common regulation mechanisms among these

poxviruses, we constructed venn diagrams in order to select out the probe sets

with common expression alteration [Figure 6.25-6.26].

Since only small number of probe sets with stimulated expression was

identified in mouse RAW cells after infections at 2 hpi, no probe set was finally

detected with common stimulation in its expression in all these three poxviruses

infected mouse RAW cells. Twenty probe sets with up-regulated expression

(≥2-FC&<5-FC) were observed upon infections of cowpox and ectromelia virus,

which might represent the existence of some common host reactions upon these

two viruses infection at early infection stage.

With more up-regulated probe sets detected at 16 hpi, 65 probe sets

were found to be commonly up-regulated (≥2-FC) in these three types of

poxviruses infected mouse RAW cells. This batch of up-regulated probe sets

played functions on “Cell Cycle”, “Cell Death”, “Kinase”, “RNA Binding” and

“Actin”, and common expression elevation of these gene implied that infected

mouse RAW cells fighted with infections of poxviruses through initiating

similar mechanisms.
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Among these probe sets, the probe sets encoding Lats2 and Hspa1b

were of particular interest as their fold regulations were at ≥ 5-FC in all three

types of poxviruses infected mouse RAW cells. Lats2, large tumor suppressor 2,

is an AGC kinase of the NDR family of kinases which inhibits cell growth at

the G1/S transition by down-regulating cyclin E/CDK2 kinase activity. The

corresponding probe sets was elevated with 7.6-FC under lister virus infection,

5.6-FC under cowpox virus infection and 20.18-FC under ectromelia infection

at 16 hpi. High-level fold regulation of this probe sets, especially in ectromelia

infected mouse RAW cells, might be treated as an indication that the cell cycle

was arrested at G1/S checkpoint in reaction to these poxviruses infections.

The other gene Hspa1b is a member of heat shock protein 70 family,

which is involved in the ubiquitin-proteasome pathway through interaction with

the AU-rich element RNA-binding protein 1. The corresponding probe set was

up-regulated with around 200-FC and 50-FC upon lister and ectromelia virus

infections. Outstanding expression elevation of this probe set implicated the

potential induction of cell death activities, which might be responsible to

impede the virus replication in mouse RAW host cells. Up-regulated expression

of this gene with 15-FC after cowpox virus infection also implicated moderate

apoptosis regulation in the corresponding host cells.

At 2 hpi, only 10 probe sets (6.1% for 163, 3.0% for 385 and 2.1% for

478) were commonly down-regulated with ≥2-FC in mouse RAW cells after

infections of three types of poxviruses. And this indicated that the negative

control of gene expression at the early infection stage was different from each

other among three types of poxviruses infections in infected mouse RAW cells.

Different from the situation happened at 2 hpi, 4539 probe sets (57.9%

for 7845, 75.2% for 6034 and 45.9% for 9880) were identified with common

down-regulation (≥2-FC) in their expression in three poxviruses infected mouse

RAW cells. What’s more, 40 probe sets showed down-regulated expression

with fold regulation ≥10-FC after infections of all these three types of

poxviruses. Functional annotation suggested that these 4539 probe sets were

functional associated with “RNA binding”, “Protein metabolism”, “Kinase”,

“Cell Cycle”, “Cell Death”, “Signal transduction”, “DNA transcription factor”

and “Phosphatase”, while those 40 probe sets were closely related to

“Antiviral”, “Cell Death”, “Cell Cycle” and “Kinase”.

http://en.wikipedia.org/wiki/Ubiquitin
http://en.wikipedia.org/wiki/Proteasome
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These 40 commonly down-regulated probe sets with high-level fold

changes encoded genes including Ifitm3/6, Cadm1, Clec4e/5a, Fabp5 and so on.

Among them, genes such as Mpeg1, H2-K1, and Msr1 are associated with

macrophage function. Besides, other transmembrane gene such as Tm6sf1 also

showed repressed expression in these poxviruses infected mouse RAW cells.
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Figure 6.13 Summary of top functional networks of differentially expressed genes in
cowpox virus-infected mouse RAW cells at 2 hpi. Differentially expressed genes were
significantly categorized into different networks, functions and pathways under the analysis of
Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 6.14 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from cowpox virus-infected mouse
RAW cells at 2 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological
function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the
respective canonical pathway.
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Figure 6.15 Summary of top functional networks of differentially expressed genes in
cowpox virus-infected mouse RAW cells at 16 hpi. Differentially expressed genes were
significantly categorized into different networks, functions and pathways under the analysis of
Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 6.16 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from cowpox virus-infected mouse
RAW cells at 16 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological
function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the
respective canonical pathway.
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Figure 6.17 Summary of top functional networks of differentially expressed genes in lister
virus-infected mouse RAW cells at 2 hpi. Differentially expressed genes were significantly
categorized into different networks, functions and pathways under the analysis of Ingenuity
Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 6.18 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from lister virus-infected mouse
RAW cells at 2 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological
function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the
respective canonical pathway.
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Figure 6.19 Summary of top functional networks of differentially expressed genes in lister
virus-infected mouse RAW cells at 16 hpi. Differentially expressed genes were significantly
categorized into different networks, functions and pathways under the analysis of Ingenuity
Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 6.20 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from lister virus-infected mouse
RAW cells at 16 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each biological
function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of genes in the
respective canonical pathway.
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Figure 6.21 Summary of top functional networks of differentially expressed genes in
ectromelia virus-infected mouse RAW cells at 2 hpi. Differentially expressed genes were
significantly categorized into different networks, functions and pathways under the analysis of
Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 6.22 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from ectromelia virus-infected
mouse RAW cells at 2 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each
biological function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of
genes in the respective canonical pathway.
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Figure 6.23 Summary of top functional networks of differentially expressed genes in
ectromelia virus-infected mouse RAW cells at 16 hpi. Differentially expressed genes were
significantly categorized into different networks, functions and pathways under the analysis of
Ingenuity Pathway Analysis (IPA) version 2012 (P-value≤0.05).
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Figure 6.24 Top 20 (A) biological functions and (B) canonical pathways significantly enriched in differentially expressed genes from ectromelia virus-infected
mouse RAW cells at 16 hpi (P-value≤0.05). Threshold was set at p-value = 0.05 and indicated as –log (p-value) on the Y-axis and the X-axis shows the terms of each
biological function or canonical pathway. The orange boxes indicate the ratio (Ratio) of the number of genes with differential expression changes and the total number of
genes in the respective canonical pathway.
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Figure 6.25 Venn diagram of differentially up-regulated probe sets between three
poxviruses infections. A549 cells were infected with cowpox, ectromelia and lister viruses and
significantly up-regulated transcripts (P-value≤0.05) were overlapped for comparison. Two
infection time points including 2 and 16 hpi are shown and the results are based on fold changes
at ≥2-FC, ≥5-FC and ≥10-FC. T represents the total number of probe sets with up-regulated
expression.
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Figure 6.26 Venn diagram of differentially down-regulated probe sets between three
poxviruses infections. A549 cells were infected with cowpox, ectromelia and lister viruses
and significantly down-regulated transcripts (P-value≤0.05) were overlapped for comparison.
Two infection time points including 2 and 16 hpi are shown and the results are based on fold
changes at ≥2-FC, ≥5-FC and ≥10-FC. T represents the total number of probe sets with down-
regulated expression.
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6.3.2 Regulations of gene expression in canonical pathways

6.3.2.1 Interferon signaling

As described earlier, interferon signaling transduction will be initiated

upon the poxvirus infection to induce the production of downstream cytokines.

At the meanwhile, poxviruses have also evolved a few strategies to impair the

interferon responses which are capable to inhibit virus replication and limit their

viral spread [321, 344].

In cowpox virus-infected A549 cells, no expression change was detected

across the whole interferon signaling pathway at 2 hpi. However, a big batch of

genes with down-regulated expression was suddenly detected at 4 hpi, and this

number showed increasing with the infection time increasing up to 10 hpi.

These down-regulated genes included not only the interferon receptors and

JAK/STAT but also the downstream ISGs. In addition, the genes in interferon

signaling pathways from lister virus-infected A549 cells also exhibited similar

expression performances as those from cowpox virus-infected A549 cells,

including more and more genes with down-regulated expression identified from

2 to10 hpi.

Thus, the host interferon signaling pathways showed impaired in both

poxviruses infected A549 cells, and stronger down-regulation of gene

expression at the global level from cowpox virus infection implicated more

stringent interruption of interferon signaling transduction in corresponding

A549 cells.

In mouse RAW cells, cowpox infection contributed to no gene

expression change at the early time point, while it resulted in down-regulated

expression of many key genes at late time point. These genes with down-

regulated expression included IFNAR2, IFNγRβ, JAK1, STAT1, OAS1 and so

on, indicating that cowpox virus indeed counteract with the interferon response

and impair the corresponding immune response to some extent.

When it turned to ectromelia virus infected mouse RAW cells, some of

genes such as IFNAR2 and IFI35 showed down-regulated expression, while

other key factors in the pathway such as IFNγRα, JAK1/2, STAT1/2 showed no

expression changes at 16 hpi. In addition, IFNAR1 as the type I IFN receptor

expressed in an elevated state with 13.6-FC, which might imply the potential

initiation of this type I IFN signaling pathway. Altogether, it was assumed that
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both host antivirus response and viral adaptive regulation were triggered and

combated with each other, leading to the final gene expression performance of

interferon pathway at 16 hpi in ectromelia virus-infected mouse RAW cells as

described above.

Infection of lister virus also resulted in the inhibitory status of the

interferon signaling pathway at 16 hpi with receptors, transduction factors and

several downstream genes showing down-regulated gene expression. Global

observation suggested that the gene expression performance in interferon

signaling pathway detected after lister virus infection was similar to the gene

expression performance detected after cowpox virus infection but not

extromelia virus infection.

6.3.2.2 Toll-like receptor signaling

TLRs are a class of proteins that are crucial in the innate immune

response to pathogens. Through recognizing and responding to pathogens

associated molecular pattern, genes encoding for pro-inflammatory cytokines,

chemokines and co-stimulatory molecules are then transcriptional activated.

Besides, TLR signaling enables to result in the activation of NF-κB which is a

key transcription factor for proinflammatory genes including TNF and type I

IFN. It has been reported that protein N1L and A52R encoded by poxviruses

were able to inhibit the multiple TRL pathways to NF-κB, subsequently evading

the host immune response [345, 346].

In cowpox virus-infected A549 cells, few genes with altered gene

expression changes in toll-like receptor signaling pathway were identified at 2

hpi. At 4 hpi, many genes with down-regulated expression were detected, and

more and more genes with down-regulated expression in this pathway were

detected with infection time increasing. At 10 hpi, TLR1, TLR6, TLR3,

MYD88 as well as downstream recognition receptors P38 MAPK and NF-κB

were all inhibited in their expression. Moreover, another interesting

phenomenon was that gene c-Fos was induced in its expression across the

whole infection period except 2 hpi.

Similarly, no significant gene expression changes were detected in toll-

like receptor signaling pathway in lister virus-infected A549 cells at 2hpi except

c-Fos with 3.08-FC and c-Jun with 3.85-FC. From 4 hpi, more and more factors

http://en.wikipedia.org/wiki/Protein
http://en.wikipedia.org/wiki/Pathogen
http://www.invitrogen.com/search/global/searchAction.action?query=NFKB1&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&naviga
http://www.invitrogen.com/search/global/searchAction.action?query=NFKB1&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&naviga
http://www.invitrogen.com/search/global/searchAction.action?query=NFKB1&resultsPerPage=15&show_seproductcategorynavigator=true&show_productcategorynavigator=true&show_taxonomynavigator=true&show_brandnavigator=true&show_sedocumenttypenavigator=true&naviga
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in this pathway became to show reduction in their expressions. At 8 hpi, the

repression state of this pathway reached the most significant with genes

including TLR1/3/6, TIRAP, MYD88, TOLLIP, NF-κB and p38 MAPK all

showing down-regulated expression. It was interesting that the repressed state

of toll-like receptor signaling became a bit moderate at 10 hpi as compared to 8

hpi. In addition, the gene expression of c-Fos climbed up across the whole

infection time course, and reached maximum with 62.7-FC at 10 hpi.

Overall, the global gene expressions in toll-like receptor signaling

pathway were indeed impaired in two types of poxviruses infected A549 cells,

and this observation might be attributed to the interference of the host antiviral

activities from poxviruses.

In mouse RAW cells, cowpox virus infection resulted in similar gene

expression performance of toll-like receptor signaling as in A549 cells, with

few altered gene expression changes occurred at early infection time point but a

big batch of alter gene expression changes detected at the late time point.

However, it was surprising that TLR2, TLR3, TLR4 and TLR7 showed down-

regulated expression in mouse RAW cells, which was different from TLR1,

TLR3 and TLR6 that showed down-regulated expression in A549 cells. And

this finding might implicate the different signal transduction pathway in

different cell types. In addition, c-Fos still showed elevated expression with

9.01-FC in cowpox virus-infected mouse RAW cells at 16 hpi.

When it comes to the infection of ectromelia virus, the gene expression

performance in toll-like receptor signaling pathway was a bit different from the

performance under infection of cowpox virus, with a smaller number of genes

showing down-regulated expression detected at 16 hpi.

Genes with down-regulated expression in toll-like receptor signaling

pathway was able to be detected from 2 hpi in lister virus-infected mouse RAW

cells. And most of genes even including c-Fos in this pathway showed down-

regulated expression at 16 hpi.

6.3.2.3 Apoptosis signaling

Specialized immune cells function on removing virus-infected cells

through the induction of apoptosis. All apoptosis signaling pathways converge

on a common machinery of cell destruction that is activated by a family of
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caspases that enable to cleave proteins at aspartate residues. And these caspase

activation and apoptotic death can be triggered by both extrinsic and intrinsic

signals. Different publications have proved that different molecules were

synthesized by poxvirus to inhibit the apoptosis as well as the processing of

pro-inflammatory cytokines, thereby benefit the virus replication [332, 347].

In apoptosis signaling pathway, infection of cowpox virus in A549 cells

only induced the expression of TNFR and Bfl-1 at 2hpi, and majority of genes

in this pathway including caspase2/3/8/9/10, p53, BAX, Bcl-2 suddenly showed

down-regulated expression around 4hpi. With the infection time increasing, the

down-regulated expression of these genes became more and more significant,

and the deepest down-regulated state was detected around 8 hpi.

Compared to cowpox virus infection, lister virus infection caused

similar gene expression status in apoptosis signaling pathway, with majority of

genes in this pathway showing down-regulated expression.

Observation on gene expression performances in apoptosis signaling

pathway in these two types of poxviruses infected A549 cells provided evidence

to prove that poxviruses initiated some mechanisms to impair the apoptosis

signaling in infected host cells.

At the early time point, almost no altered gene expression changes in

apoptosis signaling pathway were observed in all these three types of

poxviruses infected mouse RAW cells. At the late time point, cowpox virus

infection resulted in a group of genes with moderate down-regulation at their

expression level, while ectromelia and lister virus infections led to a group of

genes with outstanding down-regulation at their expression level.

6.3.2.4 Cell cycle: G1/S checkpoint regulation

Yoo N et al (2008) did a series of experiments to understand cell cycle

control mechanism in vaccinia virus infected human tumor cells [348]. Finally,

they provided evidences to support that the cell progression regulation was

correlated with the inactivation of p53 and Rb, which were further associated

with the RNA polymerase III transcription factor B subunits, TBP and Brf1

respectively. In the same report, they also proposed that infection of vaccinia

virus induced the expression of Mdm2 as well as its translocation into the

nucleus, thereby leading to a disruption of p53. At the meanwhile, infection of
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vaccinia virus also reduced the expression of cyclin-dependent kinase 4 and 6 in

order to enhance the level of hypophosphorylated Rb, that appeared to be

largely sequestered into a complex with Brf1 resulting in the blockage of Rb

function and repression of E2F1 transactivation. Subsequently, control of these

cell progression related key factors led to a moderately higher proportion of

cells in the S and G2 phases, thereby contributing to the efficient replication of

the virus in rapidly growing cells.

Lister virus infection also resulted in a suddenly gene expression

suppression in this network around 4 hpi and this inhibitory regulation of gene

expressions became more and more significant across the whole infection time

course. In general, gene expression performances in this network from both

cowpox and lister viruses infected A549 cells coincide with the experimental

observation in previous report, indicating a premise of efficient poxvirus

replication.

Gene expression performances of G1/S checkpoint regulation network

in poxviruses infected mouse RAW cells were distinct from the performances in

poxviruses infected A549 cells. In mouse RAW cells infected with all three

types of poxviruses, no gene expression changes were detected at 2 hpi. At 16

hpi, the gene expression profile in mouse RAW cells infected with cowpox

virus was a bit complicated. Gene expression of c-Myc which was reported to

be a positive regulator of G1-specific cyclin-dependent kinases (CDKs) was

elevated with 5-FC, while the targeting genes showed down-regulated

expression. In ectromelia virus infected mouse RAW cells, more genes

including MDM2, p21 showed elevated expression when compared to cowpox

virus infected mouse RAW cells. Other genes such as CDK4/6, Cyclin D/E still

showed in a repressed expression status. Besides, infection of lister virus

resulted in a batch of genes with faintly down-regulated expression in mouse

RAW cells.

6.3.2.5 Antigen presentation pathway

Two types of MHC groups participate in antigen presentation processes.

MHC class I participate in the intracellular antigens’ presentation which are

produced mainly by viruses replicating within a host cell, while MHC class II

attend extracellular antigens’ presentation coming from exogenous pathogens.
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Previous publications have suggested that molecules encoded by vaccinia virus

enabled to inhibit CD1d-mediated antigen presentation to natural killer T cells

[349].

In mouse RAW cells, expression of MHC I-α was faintly down-

regulated after infections of cowpox and lister virus and few gene expression

changes were able to be detected after ectromelia virus infection at 2hpi. At 16

hpi, expression of all MHC I-α/β and MHC II-α/β were strongly repressed in

cowpox virus-infected mouse RAW cells. Whereas, only some of them were

inhibited at their expression level after ectromelia and lister virus infections,

with MHC I-α/β down-regulated after ectromelia virus infection and MHC I-α/β

as well as MHC II-α down-regulated after lister virus infection. Altogether, the

gene expression in antigen presentation pathways detected from infections of

different types of poxviruses indicated that all these examined poxviruses

exerted some mechanisms to inhibit the antigen presentation in infected mouse

RAW cells. Besides, down-regulation of different members in MHC groups at

their expression level after infections of different types of poxviruses indicated

the different signal inhibitory routes in these infected mouse RAW cells.

6.4 Conclusion

As we know, few studies have been reported to aim to describe the host

response towards infections of cowpox virus, lister virus and ectromelia virus in

a parallel way in A549 cells or mouse RAW cells. In our study, we made the

attempt to compare the transcriptional expression profiles in cowpox and lister

virus-infected A549 cells as well as the profiles in cowpox, lister and ectromelia

virus-infected mouse RAW cells, respectively. Furthermore, genomic

expression profiles in different cell types that were infected with the same type

of poxvirus were also able to be compared.

Global evaluation indicated that the temporal distribution trend of

numbers of probe sets with up- or down-regulated expression were similar

among infections of different types of poxviruses either in A549 cells or mouse

RAW cells. However, the detailed numbers of differently expressed probe sets

were apparently different upon the infections of different types of poxviruses.

For example, infection of lister virus resulted in more probe sets with up-

regulated expression while infection of cowpox virus resulted in more probe
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sets with down-regulated expression in A549 cells; infection of extromelia virus

led to the largest number of probe sets with up-regulated expression at 16 hp

while infection of lister virus led to the largest number of probe sets with down-

regulated expression at both 2 and 16 hpi in mouse RAW cells.

By assigning these probe sets encoded genes to certain biological

processes or pathways, it was noted that “DNA Binding”, “RNA Binding” and

“Transcription Factor” were over-represented and shared by those differentially

expressed probe sets in A549 cells infected with two types of poxviruses.

However, functional classifications of “Cell Cycle”, “Cell Death”, “Kinase”

and “RNA Binding” were commonly enriched by those differentially expressed

probe sets in mouse RAW cells infected with three types of poxviruses.

Besides these well-known functional groups, pathways associated with

metabolism such as “Metabolic pathway” and “Glycolysis/ Gluconeogenesis”

were enriched based on genes with down-regulated expression in lister and

cowpox virus-infected A549 cells. And other canonical pathways such as

“Immunological Disease”, “Glycosis/Gluconegenesis”, “RNA Post-

Transcription Modification”, “Oxidative Phosphorylation”, “Mitochondrial

Dysfunction” and “Ubiquitin Biosynthese” were also enriched based on other

differentially expressed genes in mouse RAW cells. These observations might

indicate the regulations on a wide range of host cell machinaries in poxviruses

infected mouse RAW cells.

In addition, a batch of histone genes and related transcription factors

showed up-regulated expression in A549 cells after infections of poxviruses,

especially lister virus. This observation was consistent with previous finding

and might support the positive function of histone genes on virus replication.

Furthermore, a couple of potential transcriptional factors were also significantly

enriched based on differentially expressed genes.

Pathways analysis revealed the impairment of signaling transduction in

immune response pathways in A549 cells infected with two types of poxviruses,

especially cowpox virus. The complicated gene expression performances in

immune response related pathways were detected in infected mouse RAW cells,

and it was assumed that part of the significant gene expression might be due to

the host antivirus response, while part of the significant gene expression might

be caused by the viral adaptive regulation. In A549 cells, the inhibited
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expression of genes belonging to apoptosis signaling pathway at the late

infection stage indicated that virus might evolve some mechanism to postpone

the cell death, and thereby benefit the virus replication. Besides, it was also

assumed that the infections of cowpox and lister virus contributed the cell cycle

arrest so that to benefit efficient virus replication. In the antigen presentation

pathway, different gene expression patterns in mouse RAW cells infected with

three different types of poxviruses might imply the different signal transduction

route in different infected cells.

Parallel studies performed by Bartel S et al., (2011) targeted to uncover

the proteome of HEK293 cells in the late phase of virus (vaccinia virus IHD-W

strain) replication [374]. And the analysis highlighted the significant regulation

of several cellular function groups, such as apoptosis modulation, regulation of

cellular gene expression and the regulation of energy metabolism. And these

findings overlapped with our results. In another report, HeLa cells were infected

by cowpox, monkeypox and vaccinia virus, and microarray technique was

applied to investigate the modulation at transcriptional levels. The target was to

to identify mechanisms that are either common to orthopoxvirus infection or

specific to certain orthopoxvirus species [382]. Their results demonstrated that

majority of host genes remained unaffected after virus infection. In our data,

although a small number of genes with up-regulated expression was observed,

there existed a large number of genes with down-regulated expression, which is

different from Bourquain’s observation.
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Chapter VII. Conclusion and Future Work
To deeply understand the host responses to infections of different

viruses, we compared the genomic gene expression profiles in different viruses-

infected the same cell types. And the results suggested that the same type of

host cells took different actions to fight with the infections of different viruses.

In the meanwhile, different viruses also evolved different strategies to counter

host antiviral responses.

In macrophages, the genomic gene expression profiles upon RSV

infection were examined at 4 and 24 hpi. Besides, the genomic gene expression

profiles upon three influenza A strains infections were also examined, with

H1N1 and H5N2/F118 investigated at 2 and 24 hpi as well as H5N3

investigated at 24 hpi. Parallel comparison of these genomic profiles in infected

macrophages demonstrated that infection of RSV contributed to larger numbers

of genes with up-regulated expression than infections of influenza A strains

across the whole infection stage. And among the three influenza A strains,

H5N3 infection resulted in larger number of genes with differential expression,

either up- or down-regulated, than H5N2/F118 and H1N1 infections at 24 hpi.

This observation might indicate that the prominent host gene expression

regulations happened in mouse macrophages infected with RSV, followed by

H5N3.

Functional annotation of these differentially expressed genes in infected

mouse macrophages suggested that these genes with significantly up-regulated

expression were associated with “Cytokine”, “Antiviral”, “Cell death” and

“RNA binding” while those genes with down-regulated expression were

associated with “Cell cycle”, “Kinase” and “Signal transduction”. Detailed

information also demonstrated that a bacth cytokines showing up-regulated

expression with high fold changes (even ≥10-FC) were detetected in RSV and

H5N3 viruses infected mouse macrophages, suggesting that the strong immune

defenses happened in these cells. Further investigations also revealed that a

bigger batch of genes in RSV and H5N3-infected macrophages were calssified

into functions such as “Infllammatory response” and “Immunological disease”

as well as pathways such as “Dentritic cell maturation”, “Communication

between innate and adaptive immune cells” and “Role of pattern recognition
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receptors in recognition of bacteria and viruses”. And these findings supported

that a stronger activated antiviral state was detected after infections of RSV and

H5N3 when compared to infections of H1N1 and H5N2/F118.

Analysis of key canonical pathway such as interferon signaling, antigen

presentation and apoptosis signaling also provided details of the host responses

in different viruses infected mouse macrophages. Among both RSV and three

influenza A strains, RSV infection contributed to strongest innate immune

response and macrophage activation, followed by H5N3 infection. Whereas,

H1N1 and H5N2/F118 infections contributed to relatively faint innate immune

responses and weak macrophage activations, and H5N2/F118 infection was

responsible for stronger expression elevation of several ISGs at early time stage.

Moreover, differential expression of genes related to either apoptosis or anti-

apoptosis were both detected in only RSV-infected mouse macrophages,

suggesting bi-directional regulations in apoptosis signaling pathways. And this

situation was not observed in three influenza A strains infected mouse

marcophages.

Besides the host responses investigated in mouse macrophages, A459

cells were also infected with not only different influenza A strains but also

different types of poxviruses. Global investigation indicated the big differences

existed in genomic gene expression profiles between infections of influenza A

strains and infections of poxviruses. Among eight examined influenza A stains,

only infections of two human strains (H1N1 and pH1N1) and two H5N2 strains

(H5N2/F59 and H5N2/F189) contributed to large numbers of probe sets with

down-regulate expression. Further examination also indicated that a big sharp

increase of the numbers of those probe sets with down-regulated expression was

observed between 8 and 10 hpi after H1N1 infection. However, infections of

both cowpox and lister virus inhibited the expression of bigger batches of the

probe sets than infections of indluenza A strains. Furthermore, this large scale

of expression inhibitory regulations was initiated from very early infection

stage. Accordingly, these observations were far away from the situations

observed during infections of influenza A strains.

Further functional analysis also showed the different host gene

expression performances detected in A549 cells following infections of

influenza A viruses and poxviruses. A functional group called “Immune
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response” was only prominently enriched based on the up-regulated genes from

infections of influenza A viruses. And considerable numbers of genes showed

quite significant fold regulation with ≥10-FC especially after infections of

H5N2/F59, H5N2/F118, H5N2/F189 and H9N2, indicating strong activation of

immune defense system in corresponding A549 cells. Although a part of genes

was also stimulated at their expression level in A549 cells at 10 hpi after

infection of poxviruses, in particular lister virus. Besides “RNA binding” and

“DNA binding”, these genes with elevated expression were majorly associated

with “Cytoskeleton”, indicting active membrane activities.

Although the functional groups such as “RNA Binding”, “DNA

Binding”, “Signal Transduction” and “Transcription Factor” were commonly

enriched by gene with down-regulated expression in both influenza A viruses

and poxviruses-infcted A549 cells, these genes exert different spefic function

during virus replication process. For example, down-regulated expression of

zinc finger related genes were beneficial to the efficient virus replication in

A549 cells after infections with influenza A strains, especially two human

strains. Whereas, down-regulated expression of histone genes and related

transcription factors might facilitate the viral DNA compaction of poxviruses in

infected A549 cells.

Comparison of pathway analysis results also revealed different features

of host response upon infections of influenza A viruses and poxviruses in A549

cells. For example, interferon signaling pathways were almost activated at the

first beginning of infections coming from different influenza A strains while it

showed no apparent activated status upon infections of two types of poxviruses

at 2 hpi, but with deeper and deeper repressed status detected with the infection

time increasing. However, the phenomenon that several key genes involved in

cell cycle checkpoint showed inhibited expression during infections of

poxviruses was also observed during infections of several influenza A strains

such as H1N1 and pH1N1. And expression inhibition of these key factors at

their transcriptional level aimed to retard the cell growth progression and in

further create a better environment for effective virus replication in both

influenza A strains and poxviruses-infected A549 cells.

Regarding to the big scale of genes with significantly down-regulated

expression, especially detected in H1N1 infected-A549 cells, a number of
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biological function groups was enriched. Since cell apoptosis itself implies the

degeneration of a wide range of cellular functions, we should put more attention

on whether the virus infection directly or indirectly caused reduced gene

expression in our further analysis.

Furthermore, the half-life of messenger RNA (mRNA) in the cytoplasm

should be also carefully considered. Since all mRNAs will eventually be

translated into an amino acid chain to exert cellular functions, mRNAs

concentration not only depends on the transcription rates but also degradation

rates. And balancing of these two rates is under complicated regulation in

different cellular conditions [373]. During infection of influenza viruses, the

mRNAs in the host cells are also degraded under the cap snatching process. In

the replication cycle of poxviruses, only a subset of viral genes is transcribed

initially, and early gene products are responsible for activating the intermediate

genes, which then activate the late genes. Independence from the host cells’

own transcription machinery allows virus to shut down the cell nucleus in order

to occupy all the metabolic resources [392]. In our further analysis, we will

make efforts to investigation the detailed cellular regulation of mRNAs’

dynamic concentration during virus infection. At the meanwhile, the regulation

of corresponding protein level should be also examined for parallel comparison

with mRNA level. Besides, the expression levels of microRNAs in different

viruses- infected different cell types are also under investigation in our lab.

Since microRNAs have been proved to control the mRNA degradation, detailed

understanding of microRNAs in their expression level will be also beneficial for

deep understanding the half-life of mRNAs during virus infection.

In our future experiments, more experiments based on techniques such

as RT-PCR and cytokine assays will be performed to validate the information

retrieved from microarray paltform. In terms of these validation data, the further

functional analysis will be more reliable. In addtion, more important virus

strains such as H7N9 will be involved in our researches. After virus infection in

specific cell types, the genomic gene expression profiles will be examined using

microarray platform. After that, the functional and pathway analysis will also be

performed based on different bioinformatics software.

RNA interference is a process in which small non-coding RNAs

slicence the expression of a sequence-homologous target RNA [350]. Since its
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recovery, RNA interference has become an important research tools in

functional genome analysis. Small interfering RNAs (siRNA) as one major type

of small non-coding RNAs have been widely applied in building the screen for

functional investigation of target genes [351].

Based on their characteristics, different groups applied genome-wide

RNA interference screening to interpret virus-host interactions as well as

identify the drug targets. In 20120, Karlas A et al (2010) constructed a genome-

wide RNA interference screen based on siRNAs and aimed to identify host cell

factors involved in the influenza virus infection cycle in human cells [352].

Finally, 278 human host cell genes involved in influenza A virus replication

were reported, and potential targets for novel antiviral stratigies were proposed.

Thus, in our future experiment, RNA interference screen will be designed based

on siRNA and function of interested cellular and viral genes will be

investigated comprehensively.

Another type of small non-codeing RNAs which are involved in RNA

interference is microRNAs which are a large family of ~22 nucleotide non-

coding RNAs. Viruses have an intricate interaction with the host cell, and

combating viral infection by targeting unique viral peoteins and pathways is an

important topic in host antiviral system. Recently, more and more researches

have discovered that different cellular microRNAs function on RNA

interference process in the defense against viral infection. In the contrary,

viruses also encode their own microRNAs in order to silence cellular pathways,

and thereby benefit its viral propagation and infection [353-355].

Detailed experiments performed by Li Y et al (2010) have revealed that

an array of microRNAs, including miR-200a and miR-223, showed differential

expression in reaction to influenza virus infection in mouse [356]. Moreover,

expression of predicted cellular target mRNAs was inversely correlated with the

expression of these microRNAs. And gene ontology analysis also revealed that

these mRNAs were associated with immune response and cell death pathways,

which play critical roles in virulence. Bakre A et al (2012) also found that RSV

infection in A549 cells induced the expression of five microRNAs and

repressed the expression of two microRNAs, and these microRNAs may target

several cell cycle genes. Besides, it was also proposed that RSV G protein was

involved in induction of let-7 miRNA expression, and sebsequently regulated
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corresponding host genes to modulate virus replication during RSV infection

[357].
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Appendix
1. Origin of virus strains

2. Consideration of contamination

Contamination is always the major consideration during the experiment

of virus infection. For example, mycoplasmas can interfere with virtually every

parameter measured in cell cultures during routine cultivation or in

experimental investigation. Under this consideration, we performed the virus

infection experiment across a series of time points, and the gene expression

profiles from multiple time points showed consistent. Moreover, cell and

viruses were routinely check for mycoplasmas mainly using commercial

available mycoplasmas kits in our experiment to make sure that the cells were

out of contamination. And virus preparations were based on multiplex PCR,

electron microscope (transmission electron microscope and scanning electron

microscope) for direct visualization, immunological detection. In terms of these

techniques, the cells became taken over by the virus and viruses replicated with

variable rates at different infection stages were observed.
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3. Consideration of reproducibility

Reproducibility of results was also under our carful consideration.

Firstly, since the microarray experiment is expensive, the performances of

experiments were limited to some extent. However, we tried our best to design

and carry on the experiments carefully: more than one viral preparation was

conducted, and different validation methods including biochemical validation

and qPCR using different viral preparation were involved. Besides, the

statistical analysis based on Benjamini & Hochberg False Discovery method or

one-way analysis of variance (ANOVA) was performed with a P-value cutoff of

≤ 0.05 to determine significance of differential gene expression during virus

infection. For some specific strains such as A/WS/33/H1N1, the investigation

of gene expression profiles was also performed by another person in another

batch of our study, and the results from two different batches of experiments

still showed highly consistent, strongly indicating the reproducibility of the

results from our experiments. In summary, our study was limited based on the

expensive cost of microarray experiments, however, the common features were

observed in different viruses and the gene expression trends also showed

consistent for individual genes over the whole infection time course.

4. Consideration of results that a gene transcript showed down-regulated

expression at a time point but less down-regulated expression at a later

time point

To make sure to get the precise information in our study, investigation

of different gene expression profiles was based on three independent

experiments. Only genes that were flagged as present in all three replicates

(mock- or virus-infected), and passed the threshold of fold change (≥2 up- or

down-regulated) between virus- and mock-infected samples in all triplicate

microarray experiments were selected for further statistical evaluation. The

following statistical analysis based on Benjamini & Hochberg False Discovery

method or one-way analysis of variance (ANOVA) was performed with a P-

value cutoff of ≤ 0.05 to determine significantly expressed genes during virus

infection. The observations such a gene transcript with more down-regulated

expression an early time point but less down-regulation at a later time point
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must pass threshold of fold change and P-value. Further investigation involved

validation based on qPCR method.

5. The productivity of the infection of RSV during the whole investigated

infection time course for each of the cell types

The transcriptomic profiles were investigated from 4hpi to 15hpi in

RSV-infected Hep2 cells, and this time course is suffice time to allow formation

of progeny virus, but is prior to the cell damage that occurs later in the

replication cycle (e.g. following syncytia formation) that could cause indirect

changes in the host cell expression profile. Specifically, we could discern the

formation of the virus filaments and inclusion bodies followed over the time

course (from 8hpi) of a single cycle of infection [164].

In macrophages, similar vRNA levels at between 2.5 and 20 hpi were

detected suggesting low levels of vRNA synthesis. The virus infectivity

recovered in macrophages indicated virus titres of 2x101 pfu/ml, and this low

level of virus titres was likely due to residual virus from the input virus

inoculum. Similarly, only sporadic stained cells were detected using the tissue

culture supernatant (TCS) of RSV-infected macrophages. Collectively, these

data indicated that RSV infection results in the formation of virus antigen and

the production of inclusion bodies, efficient infectious virus particle production

does not occur [356].

Macrophage cells were mock-infected or RSV-infected, and at 24 hrs post-infection (hpi)
stained with anti-RSV and examined using fluorescence microscopy (objective x 10)
(highlighted by white arrows) [364].
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The formation of virus structures coincides with specific changes in the host-gene expression
profile. HEp 2 cells were infected with RSV and at the times indicated, the cells were fixed,
stained using anti-RSV or anti-F, and examined by confocal microscopy. The inclusion bodies
(IB) and virus filaments (VF) are highlighted. The early formation of inclusion bodies (*) and F
protein staining (**) are highlighted [356].

RSVinfected macrophage cells were stained with anti-RSV and examined by fluorescence
microscopy at (i) 24 hpi, 48 hpi and 72 hpi and (ii) 96 hpi. The stained cells were examined
using either the same camera exposure time or at a reduced exposure time (highlighted by *) to
enable the inclusion bodies (IB) to be viewed (at magnification x20). Inclusion bodies are
highlighted (white arrow) and a more diffuse anti-RSV staining pattern is highlighted (*). (iii)
RSV-infected HEp2 cells stained using anti-RSV at 24 hpi. The IBs are highlighted (white
arrow) [364].
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6. Relationship between the time of the analyses and different steps of virus

replication cycle in RSV study

There are two major structural features for RSV observed by electron

microscopy: the virus filaments (VFs) and the inclusion bodies (IBs). VFs form

on the surface of the infected cells where the virus structural proteins interact to

form mature virus particles, while IBs exist in the infected cells where the virus

polymerase-associated proteins and virus-specific RNA accumulate.

As described before, the transcriptomic profiles were investigated from

4hpi to 15hpi in RSV-infected Hep2 cells. From 8hpi, it was observed that the

virus filaments and inclusion bodies were formed with an increasing numbers,

and the quite a lot of virus filaments accumulated at 15hpi. Data from

microarray study indicated that the productions of cytokines and chemokines

were increased quite early (from 4hpi), indicating that the innate response was

activated at the first beginning of virus replication cycle, at least before the

observation of obvious virus filaments and inclusion bodies. Compared to the

response detected at 4hpi, stronger induction of pro-inflammatory response has

been observed from 8hpi and sustained over the late infection stage. This

phenomenon might indicate that the antiviral actions were fully taken to prevent

the further assembly and release in host cells. At the meanwhile, several

mechanisms including inhibiting the expression of type I IFN, delaying host

apoptosis and alteration of lipid raft have also been exerted by RSV in order to

interfere with the activated immune defense and benefit the further viral

replication [156].

In our RSV-infected macrophages, strong immune response was

observed from the early infection stage (4hpi) to the late infection stage (24hpi).

At the meanwhile, similar vRNA levels at between 2.5 and 20 hpi were also

detected. Thus, it might be assumed that sustained activation of genes involved

in innate and acquired immune response was responsible for the low respiratory

tract infection. In addition, other data also indicated that RSV infection results

in the formation of virus antigen and the production of inclusion bodies,

efficient infectious virus particle production does not occur [364].
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The formation of virus structures coincides with specific changes in the host-gene expression
profile. HEp 2 cells were infected with RSV and at the times indicated, the cells were fixed,
stained using anti-RSV or anti-F, and examined by confocal microscopy. The inclusion bodies
(IB) and virus filaments (VF) are highlighted. The early formation of inclusion bodies (*) and F
protein staining (**) are highlighted [156].

Macrophage cells were mock-infected or RSV-infected, and at 24 hrs post-infection (hpi)
stained with anti-RSV and examined using fluorescence microscopy (objective x 10)
(highlighted by white arrows) [364].
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RSVinfected macrophage cells were stained with anti-RSV and examined by fluorescence
microscopy at (i) 24 hpi, 48 hpi and 72 hpi and (ii) 96 hpi. The stained cells were examined
using either the same camera exposure time or at a reduced exposure time (highlighted by *) to
enable the inclusion bodies (IB) to be viewed (at magnification x20). Inclusion bodies are
highlighted (white arrow) and a more diffuse anti-RSV staining pattern is highlighted (*). (iii)
RSV-infected HEp2 cells stained using anti-RSV at 24 hpi. The IBs are highlighted (white
arrow) [364].

7. Selection of multiplicity of infection in our influenza viruses study

In our study, if the multiplicity was estimated for each cell type, it was

likely that the cells would be challenged with different numbers of virus

particles. In terms of this, all the influenza virus tiles were established using

MDCK cells, and the multiplicity for different cell types was estimate using

MDCK cells. In all cases, a multiplicity of infection (MOI) of 4 was used

throughout this Flu study (Sutejo et al., 2012). Thus, infectivity of different

virus strains were determined based on equal amount of virus added into

different cell lines, which was beneficial for further comparable analysis.

Besides, we have used IFA method and confirmed that all the cells were

infected. After the infection, the levels of vRNA were measure for different

virus strains in different types of different cells.

8. The infectivity of each of the viruses for each of the cell types in our

influenza viruses study

The replication kinetics was established for the H1N1/WSN,

H5N2/F118, H5N3 and H9N2 viruses in each cell type by performing RNA

quantification at 1 hr intervals up to 10 hpi, and the M gene universal diagnostic

primer was used in qPCR analysis to measure the vRNA levels. A gradual

increase in the vRNA levels up to 10 hpi was generally observed following
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virus infection. And pH1N1/478 replicated less efficiently when compared to

other strains [365].

In A549 cells, the vRNA level at 10hpi after infection of H5N3 virus

was approximately 10-fold higher than that measured in after infection of

H5N2/F118 virus, and approximately 100-fold higher than that after infection

of H1N1/WSN virus. In H9N2 virus-infected A549 cells the vRNA levels

reached a plateau after 1 hr of infection. The H9N2 virus showed the lowest

levels of vRNA synthesis in A549 cells, exhibiting a 10,000-fold reduction in

vRNA levels compared to that in H5N2/F118 virus-infected cells. In MDCK

cells the vRNA levels in both H1N1/WSN and H5N3 virus-infected cells were

comparable, being approximately 10-fold and 100-fold higher than that

observed in H5N2/F118 and H9N2 virus-infected cells respectively. In CEF

cells, the vRNA levels measured after infection of H5N3 virus were

approximately 10-fold higher than infection of other viruses, and the vRNA

levels measured at 10 hpi in H5N2/F118, H9N2 or H1N1/WSN virus-infected

CEF cells were similar. A comparison of the vRNA levels of all AIVs used in

this study in each of the three cell types at 10 hpi indicated that the H5N2

viruses behaved similarly. The RNA levels in different cells after infection of

H7N1 were also measured by others, and another manuscript including the

detailed information is under preparation.

A549, MDCK, and CEF cells were infected either with the H1N1/WSN (¤), H9N2 (m),
H5N2/F118 (&) or H5N3 (#) viruses using an MOI = 4 and incubated at 37oC. At hourly
intervals post infection the cells were harvested and the vRNA levels quantified using qPCR.
Each value at a specific time point represents the mean of triplicate measurements (p,0.05). The
data presented are a representative data set from one of two independent experiments [365].
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Cells were infected with either the pH1N1/276 (¤), pH1N1/471 (&), pH1N1/478 (m),
pH1N1/527(X) or H1N1/WSN (+) viruses, and at hourly intervals post infection the cells were
harvested and the vRNA levels quantified using qPCR. Each value at a specific time point
represents the mean of triplicate measurements (p,0.05). The data presented are a representative
data set from one of two independent experiments [365].

Analysis of the RNP nuclear export in AIVinfected MDCK and CEF cells. The cells were
infected with either the H1N1/WS, H9N2, H5N2/F118 or H5N3 viruses using an MOI= 4, and
at specific times post infection the cells were fixed and labelled using anti-NP and goat anti-
mouse conjugated to Alexa555. The stained cells were visualised using a Nikon Eclipse 80i
Microscope at 620 magnification with appropriate machine settings [365].
The NP-stained nuclei (*) and cells (white arrow) are indicated.
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Analysis of the RNP nuclear export in AIVinfected A549 cells. A549 cells were infected with
either the H1N1/WS, H9N2, H5N2/F118 or H5N3 viruses using an MOI=4. At specific times
post infection the cells were fixed and labelled using anti-NP and goat anti-mouse conjugated to
Alexa555. The stained cells were visualised using a Nikon Eclipse 80i Microscope at620
magnification with appropriate machine settings [365].
The NP-stained nuclei (*) and cells (white arrow) are indicated.

9. Selection of multiplicity of infection in our poxviruses study

Three types of poxviruses plagues were transfected into Vero E6 cells

and they ranged from an estimated 1*105 to 1*107 pfu. The infectivity of all
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three types of poxviruses in mouse RAW or A549 cells were traced using IFA

with polyclonal antibody. The time points of infections were carried out at 2, 4,

6, 8, 10 hpi and overnight with MOI of 1, 3, 5 and 10. The results for mouse

RAW cells indicated that infections with MOI of 5 at 2 hpi and overnight (16

hpi) were productive to measure the host response. In the case of A549 cells, an

MOI of 3 was enough to indicate a productive infection at 2, 4, 6, 8 and 10 hpi.

10. Correlation between results from microarray study and the stage of

virus infection in our poxviruses study

Growth curves for each virus in different cell types were also performed

over the same infection time course. The virus titers were measured in Vero E6

cells and replications of viral RNA were performed by others in our lab. Since

the manuscript is still under preparation, the detailed data is not accessible.

However, our virus infection results corresponded to the results from other

parallel experiments by other researchers [337][382][395][396]. In these studies,

different steps of virus replication cycle such as early transcription (genes

coding for immunomodulatory proteins, enzymes, and replication and

transcription factors are transcribed and translated immediately upon core

particle entry into the cytoplasm of the cell), late transcription (genes coding for

structural proteins, enzymes, and transcription factors are transcribed and

translated), virus assembly and release were observed.

In mouse RAW cells, we performed the experiment at 2 hpi which is

equivalent to the early transcription and overnight infection (16 hpi) which is

equivalent to the late transcription. In the phase of early transcription, only

quite small numbers of genes showed differential expression, while relative

large scale of genes showed differential expression during the phase of viral late

transcription. Among these differentially expressed genes, genes with up-

regulated expression majorly function on transcription, RNA binding and cell

death especially after infection of ectromelia virus, while genes with down-

regulated expression majorly function on RNA binding, kinase, cell death and

cell cycle especially after infection of lister virus. These observations indicated

the weak host-viral interactions at the early stage of viral transcription but the

strong interactions at the late stage of viral transcription.
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In A549 cells, the time course from 2 hpi to 10 hpi was chosen to allow

enough time for establishment of virus infection and progression to late viral

gene expression but also to carefully avoid the risk of cell lysis and RNA

degradation after completion of the first replication cycle. And gene expression

profiles investigated at five time points from 2 hpi to 10 hpi uncovered the host

mRNA expression from early and intermediate to late viral transcription

detailedly. For both cowpox and lister virus, the largest number of genes

showed down-regulated in their expression around 8 hpi, the process from

intermediate viral transcription to late viral transcription. And pathways related

to metabolic, glycolysis, cell death and cell cycle were significantly enriched in

these genes with down-regulated expression, suggesting that the strongest

interactions between poxvirus and A549 host cells occurred in this key infection

period.

11. Perl script for data pre-processing before E-Predict analysis

Script1:
#!/usr/bin/perl
$string="sample";
open (SAMPLE, "$string.gpr");
open (AVERAGED, ">$string\_averaged.txt");
print"ID\tF532 Mean\tF532 Mean - B532\tF532 Median\tF532 Median - B532\tName\n";
print AVERAGED "ID\tF532 Mean\tF532 Mean - B532\tF532 Median\tF532 Median -
B532\tName\n";

$line=<SAMPLE>;
while($line=<SAMPLE>)
{

chomp $line;
@arr=split(/\t/,$line);
if($arr[3]ne "H2O")

{ $ARR{$arr[4]}.=
"$arr[18]\t$arr[77]\t$arr[17]\t$arr[73]\t$arr[80]\t$arr[3]\t"; }
}

foreach(keys %ARR)
{

chomp $ARR{$_};
@array=split(/\t/,$ARR{$_});
if ($array[4]<= -50 || $array[10]<= -50)

{@array[0..3,6..9]=(0,0,0,0,0,0,0,0);}
for ($k=0;$k<=3;$k++)
{

if (($array[$k] > 0) && ($array[$k+6] > 0))
{

$i=0.5*($array[$k]+$array[$k+6]);
$ARRAY{$_} .= "\t$i";

}
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elsif ($array[$k+6] < $array[$k])
{

$ARRAY{$_} .= "\t$array[$k+5]";
}
else
{

$ARRAY{$_} .= "\t$array[$k]";
}

}
push(@list,$_);

$ARRAY{$_} .= "\t$array[5]\n";
}

foreach $name(sort @list)
{

print "$name$ARRAY{$name}";
print AVERAGED "$name$ARRAY{$name}";

}

close SAMPLE;
close AVERAGED;

Script2:
#!/usr/bin/perl
$str="sample";
$bme = 0;
$bmd = 0;
open (SEP, "$str\_averaged.txt");
open (EPRED, "Epred_list.txt");
open (EF532ME, ">Epred_$str\_F532mean.txt");
open (EF532MEB, ">Epred_$str\_F532mean_B532.txt");
open (EF532MD, ">Epred_$str\_F532median.txt");
open (EF532MDB, ">Epred_$str\_F532median_B532.txt");

$line=<EPRED>;
chop ($line);
$array[0] = $line;
for($i=1;$i<=11105;$i++)
{

$line=<EPRED>;
$line =~ s/\s+//g;
$array[$i]=$line;
$f532me{$array[$i]} =0;
$f532md{$array[$i]} =0;
$f532mdb{$array[$i]}=0;
$f532meb{$array[$i]}=0;

}

$line=<SEP>;
$line=<SEP>;
while ($line ne "")
{

@arr= split (/\t/, $line);
#$arr[0] =~ s/\s+//g;
print ("$arr[0]\n");
if ($arr[1] > 0) { $f532me{$arr[0]} = $arr[1];}
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if ($arr[2] > $bme ) { $f532meb{$arr[0]} = $arr[2];}

if ($arr[3] > 0) { $f532md{$arr[0]} = $arr[3];}

if ($arr[4] > $bmd ) { $f532mdb{$arr[0]} = $arr[4];}

$line=<SEP>;
}

for($i=1;$i<=11105;$i++)
{

print EF532ME ("$array[$i]\t$f532me{$array[$i]}\n");
print EF532MEB ("$array[$i]\t$f532meb{$array[$i]}\n");
print EF532MD ("$array[$i]\t$f532md{$array[$i]}\n");
print EF532MDB ("$array[$i]\t$f532mdb{$array[$i]}\n");

}

Script3:
#!/usr/bin/perl
$str="sample";
open (EPME,"Epred_$str\_F532mean.txt");
open (EPMEB,"Epred_$str\_F532mean_B532.txt");
open (EPMD, "Epred_$str\_F532median.txt");
open (EPMDB,"Epred_$str\_F532median_B532.txt");
open (EPINPUT1, ">$str\_F532median.vdar");
open (EPINPUT2, ">$str\_F532median_B532.vdar");
open (EPINPUT3, ">$str\_F532mean_B532.vdar");
open (EPINPUT4, ">$str\_F532mean.vdar");

for($i=1;$i<=11105;$i++)
{

$line =<EPMD>;
chop($line);
$line1=<EPMDB>;
chop($line1);
$line2=<EPMEB>;
chop($line2);
$line3=<EPME>;
chop($line3);
@array=split(/\t/,$line);
@array1=split(/\t/,$line1);
@array2=split(/\t/,$line2);
@array3=split(/\t/,$line3);
$id[$i] = $array[0];
$val[$i] = $array[1];
$idb[$i]=$array1[0];
$valb[$i] = $array1[1];
$ideb[$i]=$array2[0];
$valeb[$i]=$array2[1];
$ide[$i]=$array3[0];
$vale[$i]=$array3[1];

}

print EPINPUT1 ("ARRAY:RESULT:SAMPLE\t");
for($i=1;$i<11105;$i++)
{

print EPINPUT1 ("$id[$i]\t");
}
print EPINPUT1 ("$id[11105]\n");
print EPINPUT1 ("F532Median:1496:$str\t");
for($i=1;$i<11105;$i++)
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{
$val[$i] = int($val[$i]+0.5);
print EPINPUT1 ("$val[$i]\t");

}
print EPINPUT1 ("$val[11105]\n");

print EPINPUT2 ("ARRAY:RESULT:SAMPLE\t");
for($i=1;$i<11105;$i++)
{

print EPINPUT2 ("$idb[$i]\t");
}
print EPINPUT2 ("$idb[11105]\n");
print EPINPUT2 ("F532Median_B532:1496:$str\t");
for($i=1;$i<11105;$i++)
{

$valb[$i] = int($valb[$i]+0.5);

print EPINPUT2 ("$valb[$i]\t");
}
print EPINPUT2 ("$valb[11105]\n");

print EPINPUT3 ("ARRAY:RESULT:SAMPLE\t");
for($i=1;$i<11105;$i++)
{

print EPINPUT3 ("$ideb[$i]\t");
}
print EPINPUT3 ("$ideb[11105]\n");
print EPINPUT3 ("F532Mean_B532:1496:$str\t");
for($i=1;$i<11105;$i++)
{

$valeb[$i] = int($valeb[$i]+0.5);

print EPINPUT3 ("$valeb[$i]\t");
}
print EPINPUT3 ("$valeb[11105]\n");

print EPINPUT4 ("ARRAY:RESULT:SAMPLE\t");
for($i=1;$i<11105;$i++)
{

print EPINPUT4 ("$ide[$i]\t");
}
print EPINPUT4 ("$ide[11105]\n");
print EPINPUT4 ("F532Mean:1496:$str\t");
for($i=1;$i<11105;$i++)
{

$vale[$i] = int($vale[$i]+0.5);

print EPINPUT4 ("$vale[$i]\t");
}
print EPINPUT4 ("$vale[11105]\n");

12. Perl script for functional classification
@files1=glob("*.txt");
@files2=glob("*.g");
open(SUMMARY, ">summary.txt");
print SUMMARY "List\tGroup\tNumber\tPercentage\n";
open(LISTG,">list_group.txt");
print LISTG "List\tProbe ID\tFold Change\tRepresentative Public ID\tGene Symbol\tGene
Title\tGroup\n";

foreach $file2(@files2)
{

open (FILE2, "$file2");
$file2=~ s/\.g//;
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while($line=<FILE2>)
{

chomp $line;
@array=split(/\t/,$line);
$group{$file2} .= "$array[0]\t";

}
close FILE2;

}

foreach $file1(@files1)
{

@list_probe=();
@un_annotated=();
$total=0;
$count_un=0;
$unclassified=0;
$per_unclassified=0;
open (FILE1,"$file1");
$file1=~ s/\.txt//;
@file1=<FILE1>;

foreach $line(@file1)
{

if ($line =~ /#/ or $line =~ /Gene Symbol/)
{next;}
else
{

$total++;
chomp $line;
@array=split(/\t/,$line);
if($array[4] eq "")
{

push @un_annotated, $array[0];
$un_anno{$array[0]}=$line;
$classified{$array[0]}=1;

}
else
{

push @list_probe,$array[0];
$anno{$array[0]}=$line;

}
}

}
$count_un=$#un_annotated+1;
$per_un=$count_un/$total*100;

foreach $group(keys %group)
{

chomp $group{$group};
@group_probe=split(/\t/,$group{$group});
%seen=();
foreach $_(@group_probe)
{

$seen{$_}=1;
}
@intersection=grep($seen{$_},@list_probe);
$count=$#intersection+1;
$per_count=$count/$total*100;
print SUMMARY "$file1\t$group\t$count\t$per_count%\n";
print "$file1\t$group\t$count\n";
foreach $inter(@intersection)
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{
$classified{$inter}=1;

print LISTG "$file1\t$anno{$inter}\t$group\n";
}

}
print SUMMARY "$file1\tunannotated\t$count_un\t$per_un%\n";
print "$file1\tunannotated\t$count_un\n";

foreach $unanno(@un_annotated)
{

print LISTG "$file1\t$un_anno{$unanno}\tunannotated\n";
}
close FILE1;

foreach $line(@file1)
{

if ($line =~ /#/ or $line =~ /Gene Symbol/)
{next;}
else
{

chomp $line;
@array=split(/\t/,$line);
if($classified{$array[0]}!=1)
{

$unclassified++;
print LISTG "$file1\t$line\tunclassified\n";

}
else
{next;}

}
}
$per_unclassified=$unclassified/$total*100;
print SUMMARY "$file1\tunclassified\t$unclassified\t$per_unclassified%\n";
}

close SUMMARY;
close LISTG;
close UNCLASSIFY;

13. Perl script for venndiagram
open (NUM,">number_final.n");
@files=glob('*.txt');
sort @files;
print NUM "FileName\tGene_no_inter\n";

if ($#files==1)
{

draw2(@files);
}
else
{

draw3(@files);
}
sub draw2{
@files=@_;
@list=();
@unique=();
open (FILE1,"$files[0]");
open (FILE2,"$files[1]");
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$files[0]=~s/\.txt//;
$files[1]=~s/\.txt//;
open (F1,">$files[0]\_$files[1].txt");
open (F2,">$files[0]\_left.txt");
open (F3,">$files[1]\_left.txt");
print F1 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F2 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F3 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";

$list1=<FILE1>;
$list2=<FILE2>;
@list1=<FILE1>;
@list2=<FILE2>;
push @list, @list1;
push @list, @list2;
$no1=0;
$no2=0;
$no3=0;
%seen=();
foreach(@list){

$seen{$_}=1;
}
@unique=keys %seen;
foreach $u(@unique)
{

@array=split(/\t/,$u);
$UNI{$array[0]}=$u;

}

foreach $l1(@list1)
{

@array=split(/\t/,$l1);
$LIST1{$array[0]}=$l1;

}
foreach $l2(@list2)
{

@array=split(/\t/,$l2);
$LIST2{$array[0]}=$l2;

}

foreach $unique(keys %UNI)
{

if ( exists $LIST1{$unique} and exists $LIST2{$unique})
{

$no1++;
print F1 $UNI{$unique};

}
elsif( exists $LIST1{$unique} )
{

$no2++;
print F2 $UNI{$unique};

}
else
{

$no3++;
print F3 $UNI{$unique};

}
}
print NUM "$files[0]\_$files[1]\t$no1\n";
print NUM "$files[0]\_left\t$no2\n";



324

print NUM "$files[1]\_left\t$no3\n";
close F1;
close F2;
close F3;
close FILE1;
close FILE2;
}

sub draw3{
@files=@_;
@list=();
@unique=();
open (FILE1,"$files[0]");
open (FILE2,"$files[1]");
open (FILE3,"$files[2]");
$files[0]=~s/\.txt//;
$files[1]=~s/\.txt//;
$files[2]=~s/\.txt//;
open (F1,">$files[0]\_$files[1]\_$files[2].txt");
open (F2,">$files[0]\_$files[1]\_inter.txt");
open (F3,">$files[0]\_$files[2]\_inter.txt");
open (F4,">$files[1]\_$files[2]\_inter.txt");
open (F5,">$files[0]\_left.txt");
open (F6,">$files[1]\_left.txt");
open (F7,">$files[2]\_left.txt");
print F1 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F2 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F3 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F4 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F5 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F6 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
print F7 "Probe ID\tRepresentative ID\tGene Symbol\tGene Titile\n";
$list1=<FILE1>;
$list2=<FILE2>;
$list3=<FILE3>;
@list1=<FILE1>;
@list2=<FILE2>;
@list3=<FILE3>;
push @list, @list1;
push @list, @list2;
push @list, @list3;
$no1=0;
$no2=0;
$no3=0;
$no4=0;
$no5=0;
$no6=0;
$no7=0;
%seen=();
foreach(@list)
{

$seen{$_}=1;
}

@unique=keys %seen;
foreach $u(@unique)
{

@array=split(/\t/,$u);
$UNI{$array[0]}=$u;

}
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foreach $l1(@list1)
{

@array=split(/\t/,$l1);
$LIST1{$array[0]}=$l1;

}

foreach $l2(@list2)
{

@array=split(/\t/,$l2);
$LIST2{$array[0]}=$l2;

}

foreach $l3(@list3)
{

@array=split(/\t/,$l3);
$LIST3{$array[0]}=$l3;

}

foreach $unique(keys %UNI)
{

if ( exists $LIST1{$unique} and exists $LIST2{$unique} and exists $LIST3{$unique})
{

print F1 $UNI{$unique};
$no1++;

}
elsif( exists $LIST1{$unique} and exists $LIST2{$unique} )
{

print F2 $UNI{$unique};
$no2++;

}
elsif ( exists $LIST1{$unique} and exists $LIST3{$unique} )
{

print F3 $UNI{$unique};
$no3++;

}
elsif ( exists $LIST2{$unique} and exists $LIST3{$unique} )

{
print F4 $UNI{$unique};
$no4++;

}
elsif ( exists $LIST1{$unique} )

{
print F5 $UNI{$unique};
$no5++;

}
elsif ( exists $LIST2{$unique})

{
print F6 $UNI{$unique};
$no6++;

}
else

{
print F7 $UNI{$unique};
$no7++;

}
}
print NUM "$files[0]\_$files[1]\_$files[2]\t$no1\n";
print NUM "$files[0]\_$files[1]\_inter\t$no2\n";
print NUM "$files[0]\_$files[2]\_inter\t$no3\n";
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print NUM "$files[1]\_$files[2]\_inter\t$no4\n";
print NUM "$files[0]\_left\t$no5\n";
print NUM "$files[1]\_left\t$no6\n";
print NUM "$files[2]\_left\t$no7\n";
close F1;
close F2;
close F3;
close F4;
close F5;
close F6;
close F7;
close FILE1;
close FILE2;
close FILE3;
}
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