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ABSTRACT

 Molecular dynamic (MD) simulation is a powerful theoretical tool which equips 

users with the ability to study the structures and functions of proteins by  monitoring the 

intricate dynamics of proteins at the atomic level. With the utilization of MD simulation, 

dynamic processes occurring in the biological system such as protein folding and unfold-

ing can be examined in great detail. In this thesis, the use of MD simulation in the dy-

namical study  of protein folding and changes in protein conformations will be discussed. 

In addition, the predictive power of MD simulation will also be highlighted through two 

studies involving the determination of the stability of apomyoglobin variants and the re-

duction potential of rubredoxin. Besides its application, this thesis will also bring atten-

tion to a limitation of MD simulation which is the lack of polarization energy  terms in 

classical force fields that  effectively describe the inhomogeneous electrostatic properties 

of proteins. The important  role of polarization effect in effectively  modeling protein fold-

ing will be demonstrated through a study concerning the folding of a helical peptide, 

2KHK. The folding of 2KHK close to its NMR structure was observed when polarization 

effects of hydrogen bonds were considered through an on-the-fly charge scheme termed 

adaptive hydrogen bond-specific charge (AHBC) scheme while a non-native structure 

was attained when non-polarized force field was used. The AHBC scheme periodically 

updates the charges of amino acids involve in hydrogen bonding hence incorporating into 

the force field the variation in charge distribution between hydrogen bond pairs upon 

formation/disruption of hydrogen bonds. This effectively represents the changes in the 

protein environment arising from the rapid configurational changes of proteins during 

folding. The significance of electrostatic environment in accurately  determining the re-

duction potential of rubredoxin will also be illustrated in this thesis through the use of two 
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charge derivation schemes which differ in terms of the number of amino acid residues 

included during quantum mechanical calculations. From this study, a greater considera-

tion of the electrostatic environment surrounding the iron atom of rubredoxin led to pre-

dictions which approached the experimentally determined reduction potentials. Also, the 

ability  of the basic force field to model proteins will be portrayed through simple simula-

tions that have been conducted to examine the conformational change of a protein from α/

4β-fold to 3α-fold and to determine the stability  of apomyoglobin upon mutation. Com-

bined with appropriate tools for data analysis, MD simulations conducted were able to 

provide insights on the dynamics involved during the conformational change from α/4β-

fold to 3α-fold and predict the stability of apomyoglobin variants relative to a wild type 

protein with reasonable agreement to experiment.
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Chapter 1  Introduction

1.1  Overview  

 Interest in the study of proteins by using computers began circa 1975 when classi-

cal molecular dynamics (MD) simulation was first implemented in the folding study of a 

bovine pancreatic trypsin inhibitor, a simple mini-protein involved in the inhibition of the 

trypsin protein. [1] This protein, even though lacking in dynamical interest, served as the 

genesis of MD simulation contributing towards the better understanding of the underlying 

theory  of MD simulation in the study of biomolecules such as proteins and nucleic acids. 

[1-3] Other than the use of classical mechanics in MD simulation, works done by Martin 

Karplus, Michael Levitt and Arieh Warshel in the dawn of molecular modeling also ex-

tended the implementation of computer-based molecular modeling from exclusively 

protein-centric systems to systems comprised of organic/inorganic moieties such as 

protein-ligand complexes through the combination of classical and quantum physics. [4-

6]

 The coupling of classical and quantum mechanics has permitted the cyber explora-

tion of chemical processes such as enzymatic reactions occurring in living organisms, and 

with the progress made in MD simulation, investigation related to the vital processes oc-

curring in living organisms could be done using computers with comparable precision to 

that of experiment. [4-6] With the introduction of quantum mechanics into classical MD 

simulation, the application of MD simulation has broadened to include a wide spectrum 

of applications, other than the exploration of protein folding. [7-11] These applications 

include computer-aided drug discovery, free energy calculation of ion/ligand migration in 

biological systems and determination of the reduction potential of electron transfer pro-
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teins. [7-11] These achievements in multi-scale molecular modeling were recognized 

worldwide through the conferment of the Novel Prize in Chemistry for the year 2013 to 

Martin Karplus, Michael Levitt and Arieh Warshel. [12, 13] Molecular modeling, in re-

cent years, has progressively  improved, catching up to its traditional experimental coun-

terparts in the field of protein folding. [12, 14-17] This advancement in molecular model-

ing was aptly described in the press release for the Nobel Prize in Chemistry 2013 [12] 

which stated that, 

“Today the computer is just as important a tool for chemists as the test tube. Simulations 

are so realistic that they predict the outcome of traditional experiments.” 

 Alongside the positive growth of MD simulation, the development of robust com-

putational analytical tools also played a significant role in establishing a bridge between 

simulations and experiments. In this thesis, MD simulation will be used to study the struc-

tures, dynamics and functions of proteins. Protein folding will be examined in Chapter 3 

and 4 using MD simulations with Chapter 4 emphasizing the significance of including the 

polarization effect of the protein environment in the study of protein folding. The incor-

poration of quantum mechanics in classical MD simulations was also put to good use in 

Chapter 5 for the study of a metalloprotein, specifically rubredoxin, and lastly, the practi-

cality  of MD simulation in predicting the stability of a protein upon mutation will be dis-

cussed in Chapter 6. 

1.2 Classical molecular dynamics simulation 

 Classical MD simulation is a powerful computational device which allows the at-

omistic modeling of the structure and dynamics of biological macromolecules such as 

proteins, carbohydrates and nucleic acids. [15-20] On a side note, other than biological 
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structures listed, the use of MD simulation in the study  of non-biological components 

such as liquids, polymers and nano-clusters has also been reported. [20-23] The effective 

modeling of complex systems such as proteins at the atomic level is possible through the 

implementation of the classical equation of motion which provides microscopic informa-

tion related to the time-dependent variation in position, velocity and acceleration of parti-

cles in a many-body system. [16] The combination of the numerical solution of the equa-

tion of motion and the force field models that are often empirical approximations, 

equipped MD simulation with the means to evaluate the potential energy and interatomic 

interactions between particles. [7, 14, 17] This permits the investigation of the macro-

scopic properties of the system of interest  in isolation as well as the complex phenomena 

of a myriad of reactions occurring simultaneously in the natural domain of the protein. [7, 

14, 17, 24, 25] 

 In experiments, macroscopic properties such as binding affinity and protein stabil-

ity, are not  based on observations made on a single protein structure, instead these obser-

vations are averages acquired from a pool of configurations within a sample that is made 

up of millions to billions of atoms/molecules. [7, 14-17] Therefore, to convincingly model 

experiments using theoretical methods, sampling is a key aspect in MD simulations as 

better sampling will ensure that ample generation of microscopic states or representative 

conformations of the system at equilibrium is attained during the simulation. [16, 17] 

These microscopic states are linked to the macroscopic properties of the system through 

the implementation of statistical mechanics whereby the time average of possible systems 

having different microscopic states but similar macroscopic or thermodynamic states are 

evaluated to achieve observations that are of significant agreement to experiment. [16, 17] 

Hence, the use of MD simulations empower researchers to conduct experiments through 

the use of computers to explore thermodynamics and kinetics events occurring in proteins 

                                                                        3



such as the binding of ligands to enzymes, configurational changes of proteins induced by 

the binding of a ligand, aggregation of proteins and enzymatic reactions. [5, 7, 8, 14, 15-

17, 27-29]

 The utilization of the classical MD simulation in the study of proteins is one of the 

common applications of MD simulation and will be the main subject of this thesis. This 

theoretical tool is a valuable gadget in the study of proteins due to the capacity of MD 

simulation to capture the rapidity and complexity of protein folding which are beyond the 

limits of time- and space-dependent resolution of experimental procedures such as X-ray 

crystallography, nuclear magnetic resonance (NMR) and nuclear Overhauser effect 

(NOE) spectroscopy. [14-18, 28, 29]  With the establishment of principal force fields such 

as AMBER, CHARMM and GROMOS, intricate dynamics of proteins can be monitored 

at the atomic level using classical MD simulation, to comprehend the structure and func-

tion of proteins in greater detail. [15-17, 28-33]  These force field models, being amino-

acid specific in nature, have also enabled the universal application of these conventional 

force fields to a wide variety  of protein types hence permitting the theoretical study  of a 

diverse range of complicated, dynamic processes occurring in our biological systems such 

as protein folding, protein misfolding, enzymatic reactions, enzyme inhibitions, molecular 

recognitions and configurational changes of proteins. [7, 14-18, 27-29,  34-36] 

1.3  Principles of molecular dynamics simulation

 In this thesis, all MD simulations conducted were performed using the Amber 10 

molecular dynamics simulation package which consists of a collection of programs that 

assist users in the modeling and simulation of biomolecules which in our case involves 

proteins. [37] Sander, a module in the Amber simulation package, enables users to relax 

the structure of biomolecules using minimization methods such as the steepest descent 
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and conjugate gradient methods and facilitates the execution of MD simulations by  im-

plementing Newton’s second law of motion [16, 17, 37]:

           (1.1)

where Fi is the accumulated force acting on the ith atom in a many-body system with the 

potential energy, U, of N interacting atoms defined as a function of the Cartesian coordi-

nates of the atoms, ri = (!i, "i, #i). mi represents the mass of the ith atom. 

 The determination of an appropriate potential energy which imitates realistically  

the potential energy surface of a system is one of the most significant obstacles in the MD 

simulation. The sander module in Amber 10 simulation package rectifies this problem to 

a certain extent by supporting a variety of force field models that permits the simulation 

of biomolecules such as proteins and nucleic acids and at the same time enables the mod-

eling of non-biological elements such as water molecules and organic solvents. [37] The 

force field model adapted in the sander module captures the most fundamental descrip-

tion of the key features of atoms/molecules in the condensed phase and is represented in 

the following form [17, 37]:

      (1.2)

where the summation of the first three terms represents the interatomic interactions be-

tween atoms bound together through the formation of covalent bonds while the last term 
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represents pairwise interactions between atoms that are not chemically  bonded to each 

other and are separated by a distance of  rij = ri - rj. [17, 37] 

 The first two terms in equation 1.2 define the energies associated with the devia-

tion of the bond length, b, and the bond angle, θ, from its equilibrium values, bo and θo 

respectively, which are acquired from empirical data or ab initio calculations. [17] Kb and 

Kθ are the designated force constants for the energy terms related to a bond length and a 

bond angle respectively. The third term presented in the equation 1.2 represents restric-

tions imposed on rotations occurring around covalent bonds formed between atoms and 

are described by  periodic energy terms such as the potential energy barrier, Vn, the perio-

dicity which is determined by the value n, and the equilibrium dihedral angle, δ. [17] 

 Finally, the last term of equation 1.2 accounts for the non-bonded interaction be-

tween atom pairs. The Lennard-Jones 6-12 potential model and the Coulomb equation are 

subsets of the last term and are routinely used in various force fields to depict  van der 

Waals (VDWs) and electrostatic interactions, respectively. The Lennard-Jones 6-12 po-

tential model is a simple mathematical approximation of the interactions occurring be-

tween pairs of neutral atoms/molecules and the most typical expression of this model is 

[38]:

     (1.3)

where ε is the depth of the potential well and σ represents the distance between atoms at 

which the potential of the interatomic interaction is zero. [38] While the Lennard-Jones 

potential model settles the interactions between neutral particles, the Coulomb equation 

given in equation 1.2 deals with the interactions between atoms arising from the partial 

charges attached to the atoms which are predefined by the force field of choice. The pa-
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rameters qi and qj in equation 1.2 represent  the charges of the ith and jth atoms. All five 

energy terms discussed above are visually illustrated in Figure 1.1.

Figure 1.1: Visual illustration of terms listed in equation 1.2 which contribute to the em-

pirical potential energy function of the force field. (adapted from Scientific American 

Blog [39])

1.4  Current applications of molecular dynamics simulation 

in the study of protein dynamics

 The advancement in MD simulations has seen the application of this useful tech-

nology to a wide variety of studies exploring underlying biological phenomena such as 
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protein folding, protein aggregation, substrate channeling in proteins, protein-ligand in-

teractions and protein-DNA interactions. [10, 27, 40] Compared to the first folding simu-

lation of bovine pancreatic trypsin inhibitor which consists of around 500 atoms, current 

advancement in MD simulations has permitted the simulation of larger systems (~104 to 

105 atoms) owing to the significant development in computational methods and the acces-

sibility to powerful computing resources. [1, 41, 42] The use of MD simulations in 

protein researches is gaining significant recognition and some of the reasons which aptly 

summarize the growing popularity of this technology  includes, (1) the ability to establish 

a relation between the structure and function of proteins, (2) the ability to provide ther-

modynamics information, (3) the ability  to provide useful information related to intra- 

and intermolecular interactions which is an important factor in drug design and discovery 

and (4) the accessibility of affordable computational resources. [40] In order to celebrate 

the progress in MD simulation over recent years, this section will highlight some interest-

ing applications of MD simulations which use modern MD methodologies and techniques 

to improve the quality of protein research in the virtual world.

 The use of MD simulation in the study of protein folding is becoming common-

place in the theoretical field of protein research owing to the ability of MD simulations to 

offer key perspectives of the folding mechanism of proteins in nature with details at the 

atomic level. [40-42] The development of MD simulations has led to the introduction of 

complementary  computational method such as replica-exchange molecular dynamics 

(REMD) which enhances the sampling efficiency of MD simulations as well as enables 

researchers to acquire thermodynamics information related to the folding process. [43, 

44] For example, Lei et  al. carried out the ab initio folding of a 35-residue villin head-

piece using two sets of REMD simulations of 200 ns each and from the simulations con-

ducted, the free energy landscape acquired from the REMD simulation provided details 
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pertaining to the free-energy difference among different states of the protein, hence aiding 

in the determination of a feasible folding pathway for the villin headpiece. [43] Addition-

ally, the use of REMD simulation had also empowered Lei et al. to fold the protein with 

accuracy  which has not been achieved before by others. [43] The lowest  Cα-RMSD of the 

folded villin headpiece compared to the experimental structure was 0.46 Å while previous 

ab initio folding simulations of the villin headpiece had only  managed to achieve best Cα-

RMSD of around 3.0 Å. [44-48]

 Other than REMD simulation, steered molecular dynamics (SMD) simulation is 

another efficient  sampling method which involves the application of an external harmonic 

force onto a protein to influence a change in its structure during MD simulations. [49, 50] 

Through the use of SMD simulations, changes that  can only be observed by performing 

long simulations can be accelerated within a practical time scale and the free-energy 

changes of the studied process can be calculated from the SMD simulation conducted. 

[49, 50] Some examples of biological occurrences that can be explored using SMD simu-

lations include, substrate channeling in proteins, unbinding of ligands from proteins and 

protein unfolding. [9, 10, 49-51] An example of the use of SMD simulation in the model-

ing of substrate channeling is the study conducted by Amaro et al. who simulated the 

channeling of ammonia from one active site to the next along a (β/α)8 barrel protein of 

HisH-HisF, a multi-domain globular protein complex. [9, 10] From this study, the poten-

tial of mean force for the channeling of ammonia through a gated channel in the known 

closed and proposed open configurations were reconstructed hence enabling the under-

standing of the mechanism governing the channeling of ammonia along the (β/α)8 barrel 

protein. [9, 10] On top  of that, SMD simulation also allowed for the scrutinization of in-

teractions formed between ammonia and conserved hydrophilic amino acids and water 

molecules within the predominantly hydrophobic channel hence providing insights on 
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interactions which are crucial for the conductance of ammonia along the protein channel. 

[9, 10]

 Other than MD methodologies that promotes efficient sampling, coarse-grained 

molecular dynamics (CGMD) simulation is another complementary  tool of MD simula-

tion which bridges experimental methods and molecular modeling. [52-54] Often times, 

the modeling of biological system using all-atom MD simulation is constrained by the 

simulation time and the size of the system of interest. [52-54] However, with the introduc-

tion of CGMD, the modeling of large systems such as membrane protein-lipid bilayer and 

protein aggregates are possible. [52-54] In CGMD simulation, a single coarse-grained 

(CG) bead represents a group of atoms, that is to say, the atoms of one amino acid can be 

represented by one CG bead or a monomer of a macromolecule can be represented by one 

CG bead. [52-54] Hence through the implementation of CGMD, the modeling of crucial 

biological processes such as protein aggregation from monomer to fibril can be examined 

thus enabling the better understanding of protein-related diseases such as Alzheimer’s 

disease and diabetes mellitus. [53, 54] 

 While the methods discussed above are only some of the MD methodologies cur-

rently used, it aptly  highlights the advancement in MD simulations over the years. With 

the continuous development of MD simulations, the variety  of biological processes that 

can be explored using computers with atomistic precision will continue to broaden.

1.5  Outline of thesis

 MD simulations, as highlighted (vide supra), enable theorists to study numerous 

complex dynamic processes taking place in biological systems [7, 11, 14-18] and in this 

thesis, the benefits of MD simulation will be exploited to investigate some of the dynamic 
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processes of the biological system viz. protein folding and unfolding, variation in protein 

conformations and stability of protein. Additionally, the limitations of available force 

fields will also be explored through two separate studies whereby the importance of the 

protein environment in the modeling of protein folding and the reduction process of met-

alloproteins will be elaborated. The content of this thesis is organized into seven chapters:

Chapter 1 provides a brief overview of classical MD simulation with the basic theory 

related to the MD algorithm concisely described. The current applications of MD simula-

tion in the study of proteins were also discussed.

Chapter 2 focuses on the current limitations of MD simulation which include sampling 

efficiency and force field. The importance of incorporating polarization effect into avail-

able force fields is also highlighted in this chapter through a brief description of a com-

parative study in which the stabilization of the β-structure of a prion protein was investi-

gated by conducting simulations using both polarized (AHBC) and non-polarized (AM-

BER ff03) force field. Descriptions of AHBC, which is the short form for adaptive hydro-

gen bond specific charge scheme, are also furnished in this chapter. A brief explanation of 

REMD simulation is also provided in this chapter.

Chapter 3 explores the use of REMD simulation to investigate the mechanism dictating 

the structural variation of a protein from an α/4β-fold to a 3α-fold. The proteins involved 

in this study  are two engineered proteins named GA88 and GB88, which have a “se-

quence identity” of 88%. In this chapter, the “protein folding problem” will also be high-

lighted and is the main motivation for this structural variation study.

Chapter 4 scrutinizes the importance of polarization effect in the folding of an extended 

helical structure termed 2khk. The ab initio folding of 2khk using both polarized (AHBC) 
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and non-polarized (AMBER ff03) force field will be discussed in this chapter. The influ-

ence of polarization effect in precisely  folding long helical domains will be further cor-

roborated through the folding simulations of two additional helical peptides namely N36 

and C34.

Chapter 5 further emphasizes the importance of electrostatic interactions in the theoreti-

cal study  of proteins. In this chapter, the role of the electrostatic environment in accu-

rately determining the reduction potential of rubredoxin, an iron-containing metallopro-

tein, will be showcased through the use of two charge derivation schemes which differ by 

the number of residues considered for quantum mechanical (QM) calculations. An in-

crease in the number of residues subjected to QM calculation concomitantly  leads to a 

greater consideration of the electrostatic environment around the iron metal center. The 

charges derived through the two charge schemes are incorporated into the force field used 

and conventional MD simulation with the implementation of thermodynamic integration 

will be conducted to derive the reduction potential of three rubredoxin mutants, namely 

L41A, V44A and V44G, relative to a wild type protein.

Chapter 6 describes a simple study conducted using MD simulation to determine the sta-

bility of a protein relative to wild type upon mutation. In this study, conventional MD 

simulations of native apomyoglobin (apoMb) and mutated apoMb are conducted in ex-

plicit 2 M  urea solution to effectuate the denaturation of the proteins. Analyses related to 

the configurational fluctuations of the proteins will be used to determine the stability of 

apoMb upon mutation. Significant agreement between theoretical observation and ex-

perimental data is attained through this study hence showcasing the practicality  of using 

MD simulation for the determination of protein stability upon mutagenesis.

Chapter 7 provides a summary of all the studies that have been discussed in this thesis.
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Chapter 2  Current problems in MD simulation

2.1  Current limitations in MD simulation

 While the previous chapter highlights the benefits of MD simulation, this chapter 

will cover two limitations of MD simulation that has concerned the MD community. 

These two highly concerned drawbacks of MD simulation include [1-3]:

(i) the need for more computational resources to generate sufficient sampling to study 

protein folding. 

(ii) the need to improve available force fields so as to accurately model proteins in nature.

2.1.1  Improvement in sampling efficiency

 The majority of MD simulations conducted hitherto are limited to the microsecond 

time scale which may not suffice in the study of protein folding where rigorous sampling 

of configurational states is required. [1-2] However, with the continuous search for com-

puter algorithms that permit longer simulation time scales, limitations arising from the 

lack of computer resources to carry  out sufficient conformational sampling can be recti-

fied in the near future. [1-4] Recently, millisecond simulations have been reported by 

Shaw et al. who used a self-built supercomputer named Anton which was built with the 

intention of conducting one microsecond of simulation per day. [3] The development of 

Anton is seen as a stepping stone in the field of MD simulations whereby simulations in 

the millisecond time scale will permit better sampling of conformational states that en-

ables the reliable observation of protein dynamics crucial for the investigation of protein 

folding and unfolding and the binding of drugs to receptors for drug discovery purposes. 

[1-3]
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 As mentioned in the previous chapter, sampling efficiency has been continuously 

improved through the implementation of MD methods such as replica-exchange molecu-

lar dynamics (REMD) simulation. In examining the dynamics involved during protein 

folding, one significant obstacle faced by  theorists is the difficulty  in achieving authorita-

tive distributions of structures from MD simulation conducted at low temperatures. [5] 

This is due to the tendency of these simulations to be entrapped in the local energy mini-

mum wells of the potential energy surface of the system. [5] The introduction of the 

REMD algorithm proposed by Sugita and Okamoto rectified this problem by incorporat-

ing the parallel tempering method, an algorithm commonly used in Monte Carlo simula-

tions, into the MD algorithm. [5-11] The use of REMD simulations in the folding study of 

proteins is fairly common due to the ability of REMD algorithm to promote the system to 

perform replica exchanges through energy space. [5] This helps the system to escape local 

energy minima states while boosting the search for conformations conforming to the 

global energy minimum state by  broadening the conformations space sampled by the 

simulation. [5, 12-15] 

 REMD simulations, in general, begin with the selection of N independent replicas 

of a system which is simultaneously subjected to isothermal MD simulations at different 

temperatures. [5] Subsequently, exchanges between two neighboring replicas of the sys-

tem attained at different temperatures are attempted after a predefined number of simula-

tion steps and the success of this exchange is governed by the Metropolis criterion [5]:

    (1.4)
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Based on the equation above, the proposed exchange of replicas i and j which have 

neighboring temperatures of Tm and Tm+1 is accepted if Δ is less than or equal to 0. [5] 

Meanwhile, if Δ is greater than 0, the acceptance ratio for the replica exchange between i 

and j will be governed by  exp(-Δ) in equation 1.4. [5] Successful exchanges occurring 

between replicas during REMD simulation promote the accessibility  of high energy con-

figurations to simulations conducted at low temperatures and reciprocally. [5] This equips 

researchers with the ability to sample both low and high energy conformations during 

REMD simulations hence contributing to the widening of the conformational space sam-

pled. [5] A schematic explanation of replica-exchange and the effective sampling of con-

figurations at  both low and high temperatures during REMD simulation is illustrated in 

Figure 2.1.

Figure 2.1: Schematic representation of replica exchange happening during REMD simu-

lation. (adapted from http://www.weizhang.us/replica-exchange-simulation/)
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2.1.2  Improvement in force fields

 Another problem that researchers face in the use of MD simulation to model 

protein dynamics is the availability of force fields that can precisely model protein dy-

namics in nature. Traditional force fields such as AMBER, CHARMM and GROMOS, 

are often based on semi-empirical parameters which approximate the quantum mechani-

cal properties of the atoms of the protein. [1, 16-19] Albeit the successful application of 

these traditional force fields in the investigation of protein dynamics, these force fields 

are not suitable for simulations where non-protein atoms are involved such as small drug 

molecules and transition metals. [1] Another widely known shortcoming these principal 

force fields have, is the absence or lack of electronic polarization effect considered for the 

protein. [16-19] The charges utilized in traditional force fields are acquired through the 

charge fitting of the electrostatic potential (ESP) of individual amino acids, without con-

sidering the polarization effect exerted by the protein frame. [20] That is to say, the 

charges of an amino acid used in the aforementioned force fields are static and are not 

influenced by  changes in the environment of the amino acid. While such an approxima-

tion is practical in some cases, most  of the time, this approximation may lead to the erro-

neous observation of protein dynamics such as protein folding whereby the consideration 

of polarization effect is greatly needed to account for the rapid changes in conformation 

that lead to the constant changes in the electrostatic environment of the amino acids.

 Here, we will highlight a study conducted by  us to emphasize the importance of 

polarization effects in effectively  modeling proteins. [21] We conducted a comparative 

study involving the modeling of the elongation of the β-sheet of prion protein during the 

initial transition stage of PrPC to PrPSc using two force fields namely  the AMBER ff03 

force field and another force field that incorporates charges derived using a newly devel-
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oped on-the-fly charge update scheme termed adaptive hydrogen bond-specific charge 

(AHBC) scheme which will be elaborated in another section of this chapter. [21] The 

AHBC scheme took into account the changes in the electrostatic environment of the 

protein caused by the formation and/or disruption of hydrogen bonds and this action led 

to the better description of the secondary structures of the protein. [21] To observe the 

elongation and/or disruption of the β-sheet in prion during the simulation, the distances 

between 127O and 165N (magenta), 131O and 161N (blue) and 133N and 159O (green), 

illustrated in Figure 2.2, were calculated to monitor the formation of hydrogen bonds be-

tween the aforementioned hydrogen bond pairs. [21] These hydrogen bonds may contrib-

ute to the elongation of the β-sheet of the prion protein of rat, human and bovine. [21] 

Figure 2.2: Cartoon representation of the prion protein with the region coloured yellow 

being subjected to the on-the-fly  AHBC scheme. (above) Schematic illustration of possi-

ble hydrogen bonds formed at the β-sheet upon mutation of the prion protein with the hy-

drogen bonds formed in the native protein enclosed in the orange dotted box. (middle) 
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The sequences of the amino acids that are treated using AHBC scheme for rat, bovine and 

human are provided. (below) [21]

 From Figure 2.3, simulations conducted using the AHBC scheme showed the for-

mation of hydrogen bond between 131O and 161N (blue) for all three species hence sig-

nifying the elongation of the β-sheets across all species which are in agreement with ex-

periment. [21] Additionally, hydrogen bond between 133N and 159O (green) was also 

established for the prion proteins in bovine and human but not in rats. On the contrary, the 

simulations conducted using AMBER ff03 showed no elongation of the β-sheet of the 

prion proteins in rat and bovine, evident from the lack of hydrogen bonds formed between 

127O and 165N (magenta) and 131O and 161N (blue). However, the latter is present in 

human prion protein. [21]
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Figure 2.3: (left) Changes in distance between 127@O and 165@N (magenta), 131@O 

and 161@N (blue) and 133@N and 159@O (green) from MD simulations conducted us-

ing the on-the fly AHBC scheme for PrPSc of (A) rat, (B) bovine and (C) human at acidic 

pH. The plots for the distance between 133@N and 159@O (green) in (B) and (C) are 

shifted down by 2.0 Å to prevent overlaps between plots. (right) Changes in distances 

between 127@O and 165@N (magenta), 131@O and 161@N (blue) and 133@N and 

159@O (green) from simulations conducted using AMBER force field for PrPSc of (A) 

rat, (B) bovine and (C) human. [21]

 The elongation of the β-sheet was also monitored using DSSP analysis presented 

in Figure 2.4. DSSP (Define Secondary Structure of Proteins) is a conventional procedure 

employed to assign secondary  structures to the amino acids of a protein. [22] As seen in 

Figure 2.4 below, the β-sheets of all three prion proteins were stabilized when AHBC 

scheme was implemented. However, the simulation of the prion proteins using mean field 

showed the destabilization of the β-sheet of the prion proteins especially for rats and bo-

vine. [21] The disparity  in observations noted for simulation conducted using AHBC and 

mean-field, with the former providing better agreement with studies proposing the elon-

gation of the β-sheet during the transition of PrPC to PrPSc, highlights the importance of 

incorporating polarization effect into force fields to accurately model the dynamic behav-

ior of protein parallel to nature. In another section of this chapter, details with regard to 

the AHBC scheme will be provided to furnish readers with the basic information neces-

sary to understand the charge update scheme.
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Figure 2.4: Changes in the secondary  structures of the β-sheets of the prion proteins ac-

quired through DSSP assignment of simulations performed using AHBC scheme and 

AMBER ff03 force field at acidic pH. β-structures which are originally  not present in the 

starting structure are coloured green. [21]

2.2  Development of polarizable and polarized force fields

 Availability of traditional force fields such as AMBER, GROMOS and CHARMM 

has empowered researchers to explore the structure and function of a wide range of pro-

teins at the atomic level. [16-18] However, the amino acid-specific nature of these popu-

lar force fields gives rise to a key  flaw that rendered these force fields incapable of pro-

viding a precise electrostatic description of amino acids under different environmental 

conditions. [23-28] Regardless of changes in the dielectric environment, atoms modeled 

using the aforementioned pairwise additive force fields are designated as fixed charges, 

                                                                       20



ignoring any  changes in the polarizability of the atoms. [23-28] This shortcoming can be 

rectified through the introduction of polarizable/polarized force field that considers the 

non-uniform polarization of amino acids in different physical domains hence furnishing 

researchers with a reasonably accurate model of protein in nature. [23-28]

 The implementation of polarizable force fields permitted the variation of the 

charge distribution of the protein atoms as a response to changes in the dielectric envi-

ronment. [23] Traditional force fields such as AMBER, CHARMM and OPLS have intro-

duced complementary polarizable force fields by adding an additional “polarization” en-

ergy term into the total potential energy. [23-30] There are three common methods in 

which polarization is accounted and these include induced dipole model, fluctuating 

charge model and Drude oscillator model. [23, 27-30] The induced dipole model is one of 

the more popular models used to account for polarization in protein systems and is cur-

rently used in the polarizable counterparts of AMBER and AMOEBA force fields. [23, 

27, 29] In the induced dipole model, each atom is assigned an inducible point dipole 

based on its fixed charges and the induced dipole moment of the atom is equivalent to the 

polarizability of the atom and the electric field exerted on the atom by other induced di-

poles. [23, 27] In the fluctuating charge model, the atomic charge is allowed to vary in 

response to changes in the environment following the principles of electronegativity 

equalization. [23, 28] This principle states that charge transfer is permitted between atoms 

until the instant  at which similar electronegativity is reached for both atoms. [23, 28, 29] 

The Drude oscillator model, on the other hand, describes polarization effect  by  including 

a supplementary atom to each polarizable centers and these two charged particles are 

connected by a harmonic spring. [29, 30] In this model, atomic polarizability is mirrored 

by the changes in the displacement between the two charge points effectuated by  the 

variation in the local electric field of the atom. [29, 30] Even though these models have 

                                                                       21



different protocols, there is one factor in common which is to initiate a molecular re-

sponse towards the variation in the surrounding environment. [23, 24, 26-30]

 While continuous developments are being made for polarizable force fields, other 

methods aiming to incorporate polarization effect into force fields have been developed. 

In recent years, Zhang et al. had designed a charge fitting procedure termed polarized 

protein-specific charge (PPC) scheme which had enabled the building of the polarization 

effect of the protein’s native state into the atomic charges of the protein atoms. [25, 31] In 

the PPC scheme, quantum mechanical (QM) calculations of proteins in continuum solva-

tion model are performed by  combining molecular fractionation with conjugate caps 

(MFCC) approach and Poisson-Boltzmann solvation model. [25, 31-34] Through the im-

plementation of MFCC, full quantum calculations can be conducted for large proteins in 

its native or selected states by fragmenting the protein into individually capped amino ac-

ids and performing separate QM  calculations on each of the capped fragments. [25, 31-

33] In this way, the computational expenses associated with the full QM calculations of 

proteins will be significantly reduced as the computational expenditure of MFCC method 

scales linearly with the number of fragments used, making it practical for application to 

large proteins. [25, 31-33, 35] There are two advantages associated to the use of the PPC 

scheme in accounting for the polarization of the protein system:

(i) The PPC scheme embodies the simplicity of conventional force fields as polarization 

effect is incorporated into the atomic partial charges. [25, 31-33] This ensures the 

straightforward application of PPC in MD simulations as one will only need to re-

place the static AMBER charges with that of PPC while keeping all other parameters 

constant. [25]
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(ii) The determination of the partial charges using ab initio methods ensures that addi-

tional error caused by the addition of empirical information is prevented. [25] This is 

contrary to the polarizable force fields discussed (vide supra) which involved the in-

clusion of additional polarization energy terms into the total potential energy of the 

system. [23-28]

 At present time, the PPC scheme has been implemented in numerous studies per-

taining to the structures and dynamics of proteins. Ji et al. had successfully predicted the 

shift in pKa for buried Asp close to the experimental value through the employment of the 

PPC scheme in free energy perturbation simulations. [25] Similar calculations using the 

standard charges of AMBER and CHARMM gave rise to a value approximately  twice 

that of experiment. [25] Besides this study, Ji et al. also utilized the PPC scheme in MD 

simulation to examine the dynamics involved in the binding of rosiglitazone to PPAR-γ. 

[36] The utilization of polarized force field in this study saw the stabilization of the 

protein-ligand complex. [36] Furthermore, the use of the PPC scheme has led to the stabi-

lization of structural features crucial for the binding stability of ligand-PPAR-γ complex 

through the conservation of a critical hydrogen bond which was broken when non-

polarized force field was used. [36] The observations achieved using PPC scheme con-

curred well with experiment. Through another study carried out by  Tong et al., the suc-

cessful application of the PPC scheme in the MD simulations of NMR order parameters 

of five proteins was proven through the consistency achieved between theoretically  de-

termined order parameters and that of experiment. [37] Similar to the study conducted by 

Ji et al., the ability to reproduce experimental observations was attributed to the ability of 

the PPC scheme to stabilize hydrogen bonds through the consideration of electronic po-

larization. [37] This prevents the excessively large fluctuations of structural domains such 

as coils and loops as was seen in MD simulations conducted using mean-field. [37] In a 

                                                                       23



recent publication by Wei et al., the use of PPC scheme has also enabled the accurate de-

termination of the reduction potential of mutated azurin proteins relative to that of the 

wild type protein. [38] The calculated relative reduction potential values of the mutated 

proteins acquired through free-energy perturbation simulations came close to the experi-

mental values with the consideration of polarization effect  using the PPC scheme. [38] 

These highlighted studies are some of the published researches detailing the successful 

implementation of the PPC scheme in the study  of the structure and dynamics of proteins. 

The PPC scheme has also been applied to studies pertaining to binding affinities and 

structural refinement. [39-41]

2.3 Development of adaptive hydrogen bond-specific charge 

(AHBC) scheme

 While the use of PPC scheme has seen far-reaching advantages towards studies 

focusing on the structural, thermodynamics and kinetic properties of proteins, the use of 

PPC in the ab initio folding of protein may not be feasible as protein folding routinely 

entails significant structural diversification. [31, 42] Frequent variations in the protein 

structure during folding leads to the fluctuations of the atomic partial charges due to the 

continuous changes in the physical environment experienced by the atoms in the protein. 

[31, 42] As such, by using PPCs acquired based on the native state or selected structures, 

we will be instilling an inherent bias for the native fold into the force field which may 

consequently obscure the actual folding pathway of the protein. [25, 31] Therefore, to 

consider the changing polarization effect of the protein during folding, charge update of 

all atoms for every  time step will be necessary, but this action may give rise to an expen-

sive computational expenditure which will not be feasible for large proteins. [31] On that 

account, it is crucial for us to discern sets of atoms that are crucial guides for protein fold-
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ing as limiting the charge updating scheme to these atoms may likely lower the computa-

tional cost without compromising accuracy. Adaptive hydrogen bond-specific charge 

(AHBC) scheme adapts the rationale outlined above, giving rise to an on-the-fly  charge 

update scheme which provide a precise description of the electrostatic polarization effect 

of hydrogen bonds in its instantaneous physical environment by incorporating the polari-

zation effect of the hydrogen bonds into the atomic charge of the hydrogen bond donor 

and acceptor. [31] 

 Hydrogen bond is one of the main interaction that governs the development and 

the stabilization of the secondary structures of proteins such as α-helix and β-sheet. [31, 

42] During the formation of hydrogen bonds, the electron clouds of the hydrogen bond 

pair are distorted and the fixed charges used in traditional force fields such as AMBER 

are not able to provide the energetic description for this phenomenon. [42] The AHBC 

scheme aims to provide an accurate description of the interaction energies between atoms 

of hydrogen bonds by exploiting the MFCC approach to perform QM calculations on 

capped amino acids involved in hydrogen bonding with the consideration of solvation ef-

fect by  solving the linear Poisson-Boltzmann equation. [32-34, 42] In the PPC scheme, a 

pair of conjugate caps (CH2R1CO-NHCH2R2) is use to cap the fragments at the two ends 

where the peptide bonds between two amino acids are cut to form the capped amino acid 

fragments. [32, 42] The conjugate caps replace the atomic position previously occupied 

by the cutoff protein to ensure minimal introduction of artifacts. [32, 42] The same proto-

col is also practiced in the AHBC scheme with the addition of another conjugate cap 

(HCONH2-HCONH2) that mimics the hydrogen bond that has been cut off. [32, 42] The 

MFCC treatment to fragments generated by the PPC and the AHBC scheme is illustrated 

in Figure 2.5 for better understanding of the MFCC method. Besides the MFCC treatment 
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to protein fragment shown in Figure 2.5, there are other types of conjugate caps used in 

the AHBC scheme to seal the amino acid fragments generated. [42]

Figure 2.5: MFCC method. (A) Amino acid fragments generated by cutting the peptide 

bond are capped at the ends using the conjugate cap, CH2R1CO-NHCH2R2. (B) Addi-

tional conjugate caps, HCONH2-HCONH2 are used to mimic hydrogen bonds in the 

AHBC scheme. The dotted red line represents the hydrogen bond. (adapted from Ref. 42)

 Numerous studies highlighting the benefits of inculcating inhomogeneous polari-

zation effect into MD simulations have been conducted and all these studies have shown 

encouraging results such as the enhanced stabilization of folded protein close to the native 

state and the stabilization of crucial intra-protein hydrogen bonds. [20, 31, 36, 37, 41, 43, 

44] These studies highlight the significance of polarization effect in the stabilization of 

the secondary structure of proteins and hence justify the choice of updating the atomic 

charges of amino acids involved in hydrogen bonding in the AHBC scheme. [20, 31, 36, 

37, 41, 43, 44] The application of AHBC scheme in MD simulations investigating protein 

folding is also highly practical given the intrinsic nature of protein folding which requires 

the continuous forming and breaking of hydrogen bonds. Charge update of the amino ac-
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ids participating in development and/or disruption of hydrogen bonds at fixed interval 

ensures that the changes in the physical environment of the hydrogen bond donor and ac-

ceptor are constantly updated as this will augment the electrostatic interaction between 

the hydrogen bond pairs resulting in the stabilization of hydrogen bonds that are vitally 

crucial in maintaining the structural integrity of α-helices and β-sheets of proteins.

 The AHBC scheme has been utilized in several studies involving protein folding. 

Duan et  al. successfully  fold a 17-residue helical peptide using the AHBC scheme with 

lowest backbone RMSD of 0.5 Å, relative to the NMR structure, achieved. [31] A parallel 

MD simulation using AMBER charges, on the other hand, did not succeed in achieving a 

folded structure close to the native state. [31] The AHBC scheme has also been utilized 

by Wei et al. to differentiate the helical propensity of three polyalanine variants. [45] In 

this study, the folding of polyalanine variants using the charges derived from the AHBC 

scheme saw the folding of these helices to achieve helical content in agreement to that of 

experiment. [45] However, when the default partial charges of the AMBER force field 

were used, the helical contents of the three helices folded was similar to each other hence 

emphasizing the importance of considering explicitly the polarization along a hydrogen 

bond to attain folding which are sequence-dependent. [45] Another published research 

that has utilized the AHBC scheme is a study conducted by Xu et al. who examined the 

effect of solvent on the folding of E6aP. [46] Through this study, the difference in the 

propensity  of E6aP to fold into a helical structure in TFE solvent and water was repro-

duced. [46] The lowest backbone RMSD acquired for E6aP folded in TFE solvent  is 0.9 

Å relative to the NMR structure while the helical content of E6aP folded in water was 

calculated to be 23% which is close to the experimental value acquired through CD spec-

troscopy (20%). [46] In this thesis, using similar simulation methods as Duan et al, the 
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AHBC scheme was successfully used to fold three helical peptides and this study will be 

elaborated in Chapter 4.
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Chapter 3  All-atom molecular dynamics simula-

tion of structure variation from α/4β-fold to 3α-

fold protein

3.1  Introduction

3.1.1  Protein folding problem: Protein misfolding

 The “protein folding problem” remains as one of the main highlights of researches 

concerning protein folding over the last fifty years, both experimentally and theoretically. 

[1-5] Through the studies conducted to understand this problem, insights pertaining to 

protein misfolding, which is the main causing factor of protein-related diseases, has also 

been acquired, facilitating the comprehension of folding diseases such as diabetes melli-

tus, Alzheimer’s disease and Parkinson’s disease. [1-5] The questions posed through “the 

protein folding problem” cover three areas in protein research which are highlighted by 

Dill et al. in Ref. 1. The questions raised include [1]:

(i) How does the physicochemical data contained in the primary  sequence of a protein 

governs its three-dimensional structure?

(ii) How does a protein fold rapidly in the microsecond time scale with multitudes of 

probable conformations possibly assumed by the protein during protein folding? 

(iii) Is it possible to innovate a computer algorithm that predicts the three-dimensional 

structure of a protein on the basis of its amino acid sequence?
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 Proteins are complex biological molecules that fold effectively into their native 

conformations using information stored in their primary sequence, i.e. the primary se-

quence of a protein determines its tertiary conformation. [6-13] The folding of proteins 

into their native structures are generally  governed by  non-covalent interactions such as 

hydrogen bonds, electrostatics, van der Waals and hydrophobic interactions. [6-8] The 

stability  of the overall three-dimensional configuration of a protein will ensure the effec-

tive functioning of the protein in its native domain. [6-8] Almost all known functions of 

proteins have crucial influences on biological processes responsible for life sustenance. 

[6-8] Some of the critical functions of proteins include the involvement of proteins in cell 

signaling and biochemical reactions as well as being a part of the structural and mechani-

cal features of cells. [6-8] These functions reflect the importance of proteins as an indis-

pensable component in all living organisms hence highlighting the importance of under-

standing the structure and function of proteins in greater detail. [6-18]

 Efforts focusing on the decoding of the amino acid sequence to predict the tertiary 

structure of proteins are rampantly  carried out  to answer the “protein folding problem.” 

[4, 5] Rose et al. offered an interesting viewpoint on this question by suggesting an alter-

native tactic which involves the understanding of the relationship between amino acid se-

quence and its propensity to favor one fold over the other. [10] This proposal has led to 

various attempts to take on the challenge of engineering a protein pair with primary se-

quences that have “high sequence identity” but vary in terms of native folds. [3, 5, 10, 16] 

These attempts are made with the aim of deducing the minimum variation that can be 

made on the primary sequence of a protein to change its inclination for one configuration 

over another. [3, 5, 10, 16] In a study conducted by  Alexander et al., the connection be-

tween a single mutation and a switch in three-dimensional conformation of a protein was 

established with the engineering of a protein pair that has a 95% sequence identity. [3] 
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This type of study  is especially useful in harnessing information that is beneficial towards 

the understanding of protein misfolding which is one of the main causes of numerous dis-

eases in humans such as diabetes, Alzheimer’s disease and Creutzfeldt-Jakob disease. [17-

21] Protein misfolding often occurs through point mutations and these studies have pro-

vided us with some insights on how a single change in the amino acid sequence of a 

protein may result in the alteration of its tertiary structure from the native conformation.

 While the above paragraph highlights the experimental effort put into understand-

ing the translation of the primary  sequence to the tertiary structure of a protein, theoretical 

investigations have also been launched to predict the three-dimensional conformation of a 

protein from its amino acid sequence through the development of computer algorithms. 

[1] In the year 1994, an event named CASP (Critical Assessment of Protein Structure 

Prediction) was inaugurated and has since been organized every two years to challenge 

research groups to develop  computer algorithms to predict the three-dimensional struc-

tures of primary sequences which structures are known but not released publicly  as yet. 

[1] From these CASP events, it  was realized that most successful predictions were based 

on the hypothesis that similar primary sequences result  in conformations which are essen-

tially  the same. [1] The innovation of computer algorithms capable of accurately deter-

mining the structure of a protein from its primary sequence helps to ease the laborious 

experimental work related to protein structure prediction and hence expedites experiment-

based researches associated with drug discovery and determination of protein structures. 

[1]

 In the next section, REMD simulation, a commonly used computational tool in 

protein folding studies, was used to explore the mechanism governing the transition of a 

protein from an α/4β-fold to a 3α-fold conformation. Through this study, some insights 
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pertaining to protein misfolding could be attained by monitoring the conformational tran-

sition of the β-sheet to α-helix. The limitations of MD simulation that arise from this 

study were also briefly discussed to emphasize the importance of polarization effect in the 

modeling of proteins as discussed in the previous chapter.

3.1.2  All-atom simulation of the evolution in protein structure from 

α/4β-fold to 3α-fold pattern  

 In this study, the structural evolution of a protein from α/4β-fold to 3α-fold was 

scrutinized through the application of REMD simulation. GA88 and GB88 are two G pro-

teins with a “sequence identity” of 88%, designed by He et al. through the mutation of 24 

residues and 17 residues of their respective wild type proteins respectively. [5] As illus-

trated in Figure 3.1 below, the GA88 protein consists of three α-helical domains labeled 

H1 (residues 9 to 23), H2 (residues 27 to 34) and H3 (residues 39 to 51) while its partner 

GB88, contains one α-helical domain labeled HB (residues 23 to 36) and four β strands 

labeled B1 (residues 1 to 8), B2 (residues 13 to 20), B3 (residues 42 to 46) and B4 (resi-

dues 51 to 55). [5]

 GA88, which has a native 3α-fold conformation, will be the main focus of this 

study as GB88 was merely  used as a blueprint for the modeling of the starting structure 

which possessed the primary sequence of GA88 encompassed in the native α/4β confor-

mation of GB88. Using REMD simulation, the mechanism directing the structural evolu-

tion of GA88 from the non-native α/4β-fold to its original 3α-fold configuration was ex-

plored. The use of a starting structure that  has the primary sequence of GA88 and a three-

dimensional configuration homologous to GB88 ensures the structural evolution of the 

protein from α/4β-fold to 3α-fold during the simulation. Since the structure used at the 

start of REMD simulation conducted is not the actual GB88 protein, the protein will be 
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termed α/4β-GA88 in this study. On the other hand, the resulting protein from the REMD 

simulation, which possesses the wild type conformation of GA88, will be termed 3α-

GA88.

Figure 3.1: Schematic illustration of GA88 (PDB code: 2JWS) and GB88 (PDB code: 

2JWU) obtained from experiment. Individual domains of the two proteins are labeled ac-

cordingly.   

3.2  Methodology

 REMD simulation involving replicas of α/4β-GA88 at  42 distinct temperatures 

was conducted using AMBER 10 simulation package. [22] The distribution of the tem-

perature that ranges from 270 K to 710 K was determined to ensure a targeted acceptance 

ratio of 0.2. The starting structure used in the REMD simulation was prepared using the 

NMR structure of GB88 which was acquired from the Protein Data Bank (PDB) with 
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PDB code of 2JWU and transformed into α/4β-GA88 by performing mutations namely 

A24G, T25I, F30I, Y33I, Y45L, T49I and K50L, using the LEaP module. [5, 22, 23] The 

simulations are conducted using AMBER ff03 force field and generalized Born (GB) 

model. [24, 25] In this study, to reduce the likelihood of overstabilizing the β-sheets of α/

4β-GA88, the non-polar solvation term commonly  calculated using the surface area, was 

excluded. [26-27] 

 Prior to the REMD run, the starting structure was minimized for 500 steps using 

the steepest descent method followed by minimization using the conjugate gradient 

method till the energy gradient of the system converged to 0.01 kcal/mol/Å. This was ac-

companied by the heating of each replica to their designated temperature for 100 ps using 

Langevin thermostat with a collision frequency  of 4 ps-1. [28] During the REMD simula-

tion, replica exchange was attempted every 10000 steps with the simulations conducted 

for each replica lasting for 75 ns. A time step of 2 fs was used for all simulation con-

ducted. All covalent bonds involving hydrogen atoms were constrained using the SHAKE 

algorithm and non-bonded interactions were curbed at 12 Å. [29] An acceptance ratio of 

at least 0.2 was observed for all the replicas during the REMD simulation suggesting that 

the system is not limited by local free energy  minimum trapping. Each replica was also 

observed to have explored all temperatures several times during the simulation.  

3.3 Results: Protein conformational changes from α/4β-fold 

to 3α-fold

 To monitor the structural transition of α/4β-GA88 to 3α-GA88, the Cα-RMSD 

(root-mean-square deviation) of the folded protein relative to the NMR structure of GA88 

(PDB code: 2JWS) over residues 9 to 53 was calculated and plotted against time in Figure 
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3.2. The first eight  amino acids at the N-terminus and the three amino acids at the C-

terminus end of the protein were excluded when computing the Cα-RMSD as these resi-

dues are part of a disordered random coil as suggested in the NMR structure of GA88. [5] 

From Figure 3.2, the Cα-RMSD calculated for the protein structures acquired at 270 K, 

showed an overall decrease in value as the simulation progresses signifying the global 

folding of the protein to a structure close to that of experiment, with the lowest Cα-RMSD 

recorded to be 4.34 Å. This is within expectation as the folding of GA88 was reported to 

fold completely  at 298 K. [30] The Cα-RMSD of the folded protein obtained at  304 K was 

also computed to observe the behavior of the protein at a temperature slightly  above 298 

K where complete folding of GA88 occurs. Based on Figure 3.2, the protein simulated at 

304 K showed similar albeit less apparent decrease in Cα-RMSD relative to that observed 

at 270 K, with lowest Cα-RMSD recorded to be 4.75 Å. 

Figure 3.2: (A) Plots of the variation of the Cα-RMSD with time and the distribution of 

Cα-RMSD of simulated structures calculated over residue 9 to 53 at 270 K and 304 K. (B) 

Overlap  between the experimental structure of GA88 (purple) (PDB code: 2JWS) and the 
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folded structure with lowest Cα-RMSD (magenta) obtained at  270 K. (C) Overlap be-

tween experimental structure of GA88 (purple) (PDB code: 2JWS) and the folded struc-

ture with lowest Cα-RMSD (orange) obtained at 304 K.

 Even though an overall decreasing trend was observed for the Cα-RMSD com-

puted for structures acquired at 270 K and 304 K relative to the NMR structure of GA88, 

large fluctuations in Cα-RMSDs and the greater distributions of folded structures with 

large Cα-RMSD values was apparent in Figure 3.2. Hence, to verify that the structural 

switch from α/4β-GA88 to 3α-GA88 has indeed occurred, cluster analysis was conducted 

for the trajectory  acquired at 270 K. Out of the five clusters acquired and presented in 

Figure 3.3, at least 50% of the trajectory consists of structures with the individual helical 

domains of 3α-GA88 folded. This observation substantiated the structural transformation 

of the simulated protein from α/4β-fold to 3α-fold conformation.
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Figure 3.3: Cluster analysis. Schematic illustrations of representative structures of the 5 

clusters with the percentage occurrences of each cluster stated accordingly.

 Further scrutinization of the folded structures at 270 K and 304 K in Figure 3.2 B 

and 3.2 C respectively, showed additional helices being formed at  the N-terminus end of 

GA88 which was supposed to be a random coil according to experiment. [5] Judging this 

observation on the basis of helix propensity, the observation highlighted (vide supra) is 

well-founded since the average helical propensity of the eight residues (TTYKLILN) at 

the N-terminus end of GA88 is 0.45 kcal/mol and this is comparable to the average heli-

cal propensity of part of the H3 domain (residues 43 to 51) which properly folds into an 

α-helix (average helical propensity: 0.44 kcal/mol). [5, 31] The helical propensities calcu-

lated here are based on the helical propensities scale derived by Pace et al. for each amino 

acid through experimental studies of proteins and peptides. [31] While the helical propen-

sities explain the folding of the supposedly random coil structure to an α-helix during the 

REMD simulation, this observation still goes against the experimental observations re-

ported by He et al. [5] He et al. observed a net reduction in the helical propensity of resi-

dues 6 to 8 upon mutation (A6I, N7L and S8N), hence the preference for a random coil 

structure instead of an α-helical conformation as seen in the parent protein. [5] This con-

flicting observation between experiment and theory may indicate the likely presence of an 

inherent bias in the force field model towards helical structures. [32, 33] This is corrobo-

rated by studies conducted by Wang and Wade who emphasized over preference of AM-

BER ff03 force field for α-helix upon observing the replacement of the unfolded β-sheet 

with an α-helix during a simulation. [32] Contrariwise, the first  four residues of the H3 

domain (VEGV) fold into a random coil instead of an α-helix and this is understandable 

as the helical propensity  of this section of the H3 domain that fails to fold into an α-helix 

(residues 39 to 42) has an average helical propensity  of 0.65 kcal/mol hence evincing the 
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preference of the short  sequence, VEGV, to fold into a random coil rather than an α-helix. 

[31]

 From the folded structures presented in Figure 3.2 B and 3.2 C, the evident  inabil-

ity  of the helix bundle of 3α-GA88 to assemble precisely was also pointed out. This ob-

servation may be due to the inefficacy of the implicit solvation model to precisely account 

for the entropic gain of the system during the expulsion of water molecules from the hy-

drophobic core during the folding process. [34] This caused the folded protein to adopt a 

lower energy conformation which is unlike the native structure of GA88. [34] The inabil-

ity  of the helix bundle to aggregate accurately  may also be due to the preference of an 

implicit solvation model for salt bridges rather than hydrophobic interactions. [35-37] 

This was observed in Figure 3.4 which showed the preference of charged amino acid resi-

dues specifically  Lys13 and Lys46 to be fully  exposed to the external environment as op-

posed to the orderly  packing of these residues in the hydrophobic core as seen in the ex-

perimental structure of GA88. Additionally, the representative structure of Cluster 5 also 

showed the development of two salt bridges between Lys28 and Glu48 and between 

Lys31 and Glu48 which were previously absent from the NMR structure of GA88. (Fig-

ure 3.4) These happenings may potentially hinder the aggregation process of the helix 

bundle as the overestimation of salt bridges in the implicit solvation model may conse-

quently undermine hydrophobic interactions hence resulting in a final ensemble which is 

different from the native configuration of GA88. [5, 35-37]
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Figure 3.4: Cartoon representation of the experimental structure of GA88 and the repre-

sentative structures of Cluster 4 and 5, derived from the cluster analysis conducted, with 

charged amino acids namely Lys13, Lys28, Lys31, Lys46 and Glu48 presented using lico-

rice representation.

 Besides examining the folded structure of 3α-GA88 which were acquired through 

the REMD simulation, the folding mechanism of 3α-GA88 from the non-native α/4β-fold 

were also explored. To do so, we separately  monitored the folding of each helical domain 

of  3α-GA88, The Cα-RMSDs of the three helical domains namely H1, H2 and H3 were 

computed relative to the NMR structure of GA88 and plotted in Figure 3.5 A. Since the 

Cα-RMSD plots of structures acquired at  270 K and 304 K are relatively similar, we have 

only included the Cα-RMSD plots of structures acquired at  270 K. Based on the plots pre-

sented in Figure 3.5 A, the folding of both H1 and H3 were evident from the downward 

slope seen in the Cα-RMSD plots of these helical domains. However, the large fluctua-

tions exhibited by the Cα-RMSD plots of H1 and H3 may suggest the recurrence of the 

folding and unfolding process of H1 and H3 during the REMD simulation and this opin-

ion is corroborated by the DSSP plot [38, 39] presented in Figure 3.6 which showed the 

interchange between α-helix and β-sheet at residues 9 to 23 (H1) and residues 39 to 51 
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(H3) during the 75 ns simulation. On the other hand, the Cα-RMSD of H2 remained ap-

proximately uniform during the simulation hence implying the preservation of the helical 

domain of α/4β-GA88 throughout the 75 ns simulation. This observation was supported 

by the DSSP plot [38, 39] in Figure 3.6 which showed the conservation of the α-helical 

domain at residues 27 to 34 during the simulation. In addition, the DSSP plot in Figure 

3.6 also demonstrated the transformation of B1-loop-B2 to H1 and B3-loop-B4 to H3 and 

this proves the variation of the structure of the simulated protein from α/4β-fold to 3α-

fold conformation.

Figure 3.5: (A) Variation of the Cα-RMSD of H1, H2 and H3 with time relative to the 

experimental structure of GA88 (PDB code: 2JWS) at 270 K. (B) Free-energy contour 

maps of H1, H2 and H3 of 3α-GA88 acquired at 270 K and 304 K.
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Figure 3.6: Secondary structure assignment (DSSP) of structures sampled at 270 K and 

304 K during the REMD simulation. (Green: Parallel β-sheet, Magenta: Antiparallel β-

sheet, Yellow: Mixed β sheet, Cyan: 310-helix, Blue: α-helix, Orange: π-helix)  

 In order to observe the major structural populations found in the trajectories ob-

tained from the REMD simulation, the free energy  landscapes of H1, H2 and H3 were 

plotted in Figure 3.5 B above, with Cα-RMSD and radius of gyration (Rg) selected as the 

reaction coordinates. Through plots of free energy  landscapes, the scores of dimensional-

ity  accommodated within the MD trajectories were simplified into two-dimensional in-

formation which is easier to analyze. The free energy  landscape acquired for both H1 and 

H3 at 270 K and 304 K in Figure 3.5 B showed two significant populations in the lower 

left and the upper right regions of the plots which correspond to the folded and unfolded 

states of the helical domains respectively. The two populations may account for the con-

tinuous switch from α-helix to β-sheet and vice versa during the simulation which were 

corroborated by substantial fluctuations of the Cα-RMSDs of H1 and H3 as showed in 

Figure 3.5. On the other hand, the sole population observed for H2 at both temperatures 
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validated the observation made earlier pertaining to the conservation of HB of α/4β-GA88 

to form H2 of 3α/4β-GA88.

 Other than the folding of 3α-GA88, the unfolding pathway of α/4β-GA88 was also 

explored in this study using principal component analysis (PCA). PCA is a well-known 

analytical method that is commonly used to study protein folding and unfolding. [4, 40-

44] Through the application of PCA, the complexity  of the MD trajectories are minimized 

by restricting the 3N degrees of freedom of a protein system to essential degrees of free-

dom that represents functionally  crucial motions of the protein. [4, 40-44] PCA was con-

ducted on the first  15 ns of the trajectories to acquire motion modes that principally de-

scribe the unfolding pathway of α/4β-GA88. Five principal components (PCs) were ob-

tained through PCA and out of the five PCs, only  the first two PCs namely PC1 and PC2, 

showed notable contributions to the unfolding of α/4β-GA88 with PC1 having a greater 

influence on the unfolding process compared to PC2 (Figure 3.7). From Figure 3.7, 

greater magnitude in the modal activity of PC1 to PC5 at higher temperatures was ob-

served suggesting the ability  of the protein to explore more conformations at higher tem-

peratures. 
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Figure 3.7: Time-dependent variation of the motion mode of the protein projected from 

PC1 to PC5 at 270 K and 304 K acquired from the first 15 ns of the simulation. 

 The crucial motion modes identified from PCA were also analyzed visually using 

interactive essential dynamics (IED) program with visual molecular dynamics (VMD) 

serving as a display interface to observe the movement of the protein which governs the 

unfolding of α/4β-GA88. [45, 46] PC1 and PC2 contributed to the unfolding of α/4β-

GA88 through the separation of the two β-sheets to form the H1 and H3 domains in 3α-

GA88. PC1 describes the pulling motion separating B1 and B4 while PC2 represents the 

bending of the HB domain in α/4β-GA88. (Figure 3.8) These motions resulted in the un-

packing of the hydrophobic core of α/4β-GA88 which constitute of the following resi-

dues; Tyr3, Leu5 and Leu7 in B1, Ala26, Ile30 and Ala34 in HB, Trp43 and Leu45 in B3 

and Phe52 and Val54 in B4. The unpacking of the hydrophobic core may be a crucial step 

in the unfolding of the β-sheets of α/4β-GA88 to form the H1 and H3 domains of 3α-

GA88.
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Figure 3.8: Time-dependent variation of the activity of the protein projected from PC1 

and PC2 at 270 K during the first 15 ns of the simulation and schematic illustration of the 

motion modes of PC1 and PC2. 

3.4  Conclusion

 In this chapter, the mechanism governing the structural variation of a protein from 

α/4β-fold to 3α-fold using a protein that has the primary structure of GA88 but the tertiary 

structure of GB88 was investigated using REMD simulation. The transition from α/4β-

GA88 to 3α-GA88 was noted despite the large Cα-RMSD computed for the folded struc-

tures at 270 K (4.34 Å) and 304 K (4.75Å). Through the analyses conducted, the process 

of conformation change from β-sheet to α-helix was understood and insights pertaining to 

protein misfolding were attained. Based on the analyses conducted, the main event that 

controls the change in conformation from β-sheet  to α-helix is the unpacking of the hy-

drophobic core. From this observation, we deduce that hydrophobic interaction might be 
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one of the crucial interactions that when maintained will prevent the occurrence of protein 

misfolding. 

 The underlying bias of the force field model used in this study was further dis-

cussed in this chapter. The preference of AMBER ff03 force field for α-helix was high-

lighted through the inclination of the N-terminus of the folded 3α-GA88 to fold into a he-

lix rather than its native random coil. The inability  of 3α-GA88 to aggregate accurately 

into the native helix bundle conformation of GA88 was also attributed to the undermining 

of the hydrophobic interactions brought about by the overestimation of salt  bridges by  the 

implicit solvation model used. While conducting the REMD simulation in explicit  water 

may be favorable, the increase in the size of the system with the addition of water mole-

cules will be quite expensive as the number of replicas needed increases proportionally to 

the square root of the degree of freedom of the system being simulated. [47, 48] 

 While implicit  solvation model may  be one reason for causing the improper ag-

gregation of the helix bundle, another reason could be the lack of polarization effect con-

sidered during the simulation. The use of standard charges in the AMBER force field is 

not enough to describe the changes in the dielectric polarization effect of the amino acids 

caused by changes in the dielectric environment during the folding process. In the next 

chapter, the role of electrostatic polarization effect in the folding of proteins in implicit 

water will be elaborated to showcase the importance of polarization effect in the modeling 

of proteins.
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Chapter 4  Importance of electrostatic polariza-

tion in the ab initio folding of helical structures

4.1  Introduction

 Protein folding is a complex event in the biological system that many wish to ap-

prehend because of its significant contribution towards the understanding of the dynamics 

of proteins in nature rather than the static experimental protein configuration that can be 

obtained from the Protein Data Bank (PDB). [1-3] Through the implementation of MD 

simulation, protein dynamics could be explored at the atomic level and enable us to moni-

tor the physical folding pathway of proteins, something which is hard to achieve using 

experimental techniques. [4, 5] The continuous advancement in computer resources and 

the accessibility to the state-of-the-art computational devices have equipped theorists with 

computational tools capable of precisely predicting structures of fast folding proteins and 

occasionally large proteins, and enabling folding simulations on the milliseconds time 

scale. [6-10] 

 AMBER, CHARMM  and GROMOS are just  some of the force field models 

commonly used to conduct MD simulations. [11-14] The amino acid-specific character of 

these principal force fields contributes towards the straightforward implementation of 

these force fields to a variety  of protein types. [11-14] However, the use of static charges 

for each amino acid in these principal force fields has led to an inherent limitation which 

prevents the force fields from effectively providing accurate electrostatic portrayal of 

amino acids encompassed within different environments. [15-17] As such, polarizable/

polarized force fields which consider the non-uniform polarization of amino acid residues 
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under different environment have been developed hence equipping researchers with a 

more accurate modeling of proteins in nature. [15-17] 

 In nature, protein folding is steered by the formation of intermolecular interactions 

such as VDWs, electrostatic interactions, hydrogen bonds and hydrophobic interactions. 

[18, 19] Of particular significance is the formation of backbone hydrogen bonds which 

are crucial for the stabilization of secondary structures such as α-helix and β-sheet. [18-

20] In this study, adaptive hydrogen bond specific charge (AHBC) scheme which was in-

troduced in Chapter 2, will be used to fold three α-helical peptides namely b30-82 domain 

of F1F0 adenosine triphosphate synthase from Escherichia Coli (E.coli) (2khk, PDB id: 

2KHK) and N36 and C34 domain of gp41 from HIV-1 envelope glycoprotein (PDB id: 

1AIK). [20-23] The AHBC scheme utilizes on-the-fly  charge fitting whereby the charges 

of amino acids participating in the forming and/or breaking of hydrogen bonds during 

protein folding are updated at fixed interval during the simulation by  subjecting these 

amino acids to fragment quantum mechanical calculation (MFCC). [18, 20, 21, 24-27] By 

applying the AHBC scheme to the folding of the three peptides, the persistent forming 

and breaking of hydrogen bonds that essentially occur during the protein folding will be 

accounted for hence providing us with a more practical mechanism pertaining to the fold-

ing of helical peptides in nature. 

 The main objective of this study  is to confirm the significance of electrostatic po-

larization effect of hydrogen bonds in accurately  folding the three helical peptides listed 

above. To do so, a comparative study involving the folding of 2khk using both polarized 

(AHBC) and non-polarized (AMBER ff03) force field was conducted and the trajectories 

obtained were analyzed to observe the difference in the folding accuracy of the two force 
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fields. To verify the reliability  of the AHBC scheme in assisting the accurate folding of α-

helices, ab initio folding of N36 and C34 were also conducted using the AHBC scheme.

4.2 Methodology

 MD simulations conducted in this study commenced from the linear conformation 

of the three proteins, namely 2khk, N36 and C34, which were constructed using the LEaP 

module in AmberTools. [22, 23, 28] AMBER ff03 and implicit generalized Born solvation 

model of Onufriev et al. were utilized to represent the protein and solvation effect respec-

tively. [13, 28, 29] Each peptide was minimized for 10000 steps using the steepest de-

scent method and followed up  with minimization by the conjugate gradient method until 

an energy gradient  of 0.01 kcal/mol/Å was reached. The minimized peptides were then 

heated in 100 ps to their respective experimental temperatures (288 K for 2khk and 300 K 

for both N36 and C34) using Langevin thermostat with collision frequency of 4 ps-1. [22, 

23, 30] After heating, MD simulations using AHBC scheme were conducted for 2khk, 

N36 and C34 for 14 ns , 19 ns and 50 ns respectively. The difference in simulation time is 

due to the difference in time taken for the protein to fold into structures close to experi-

ment with Cα-RMSD of less than 3.0 Å. To conduct a comparative study, a simulation us-

ing AMBER ff03 charge was also performed for 2khk and this simulation lasted for 70 ns. 

All simulations were conducted using a time step of 2 fs. The SHAKE algorithm was ap-

plied to all bonds involving hydrogen atoms and the cut-off for non-bonded interactions 

was set  to 12 Å. [31] For simulation conducted using the AHBC scheme, all parameters 

of the AMBER ff03 force field were kept the same except for the charges of amino acids 

involved in backbone hydrogen bondings which were periodically updated every 20 ps. 

Amino acids involved in backbone hydrogen bonds were identified using the HBplus 

program. [32]  
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 The modus operandi of the AHBC scheme used in this study is similar to the steps 

outlined in Refs 17, 33 and 34. Firstly, the electron densities of the amino acid fragments 

participating in the forming or breaking of hydrogen bonds were acquired by  treating 

these amino acids using the gas phase fragment quantum mechanics calculation (MFCC). 

[17, 18,  20, 21, 24-27] The strategy of the MFCC method basically  involved the decom-

position of the peptide into amino acid fragments which were capped at the terminal using 

conjugate caps shown in Figure 2.5 in Chapter 2. The total electron densities of the 

capped fragments were subsequently calculated using the following expression: [20]

   (4.1)

where the first term represents the sum of the electron densities of capped amino acid 

fragments involved in either forming or breaking of hydrogen bonds. The second and 

third terms represent the total electron densities of conjugate caps used to seal the frag-

ments where the peptide bonds and the hydrogen bonds were cut  during the molecular 

fragmentation process respectively. Nf, Ncc* and Nhc represent the total number of capped 

fragments, conjugate caps for peptide bonds and conjugate caps for hydrogen bonds used 

during the MFCC method respectively. Δp is the error.

 The atomic charges of these amino acid fragments were then fitted using the con-

ventional RESP (Restrained Electrostatic Potential) procedure. In order to imitate the po-

larization effect of solvent on the proteins, discrete charges on the surface of the proteins 

were obtained from the reaction field generated by solving the Poisson-Boltzmann (PB) 

equation using the Delphi program. [35] To solve the PB equation, a probe radius of 1.4 Å 

and grid size of 4.0 grids/Å were selected to compute the solvent accessible surface area. 

The external dielectric constant was set to 80 (water) while the internal dielectric constant 
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was set to unity as the molecular polarizability  of the protein atoms were incorporated 

explicitly through the quantum mechanical (QM) calculations conducted. The parameters 

used here are similar to the parameters used by Ji et al. [17] The charges of the amino acid 

fragments were calculated again using QM  calculation but this time round, discrete sur-

face charges were treated as background charges. The new atomic charges acquired for 

the amino acid fragments were subsequently used to calculate new surface charges and 

these steps outlined will repeat until convergences of both the protein dipole and the sur-

face charges were attained. All QM  calculations were conducted at B3LYP/6-31G* level 

of theory. The steps taken to derive AHBC are illustrated by means of a flow chart in Fig-

ure 4.1.
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Figure 4.1: Flow chart summarizing the protocol for charge derivation using the AHBC 

scheme.

4.3  Results: Comparative study involving the folding of 

2khk using polarized and non-polarized force field

 The main objective of this section is to compare the accuracy of the two force 

fields namely AMBER ff03 and AHBC, in directing the folding of a helical peptide, in 

this case 2khk, to a final structure close to experiment (PDB code: 2KHK). [22] The pre-

ciseness of the two force fields in driving the folding of 2khk were monitored through the 

calculation of the time-dependent changes in backbone RMSD (root-mean-square devia-

tion) of the folded peptide relative to the experimental structure of 2khk using the ptraj 

module of AmberTools 1.2. [28] The backbone RMSDs were calculated over the helical 

domain which spans from residue 10 to 42 as illustrated in Figure 4.2.
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Figure 4.2: Schematic illustration of the NMR structure of 2khk (PDB code: 2KHK) with 

the glutamic acid residues at position 10 and 42 marked by two red circles.

 Based on the plots of the backbone RMSD of the proteins folded using AHBC and 

mean-field in Figure 4.3, the protein folded using the AHBC scheme showed better fold-

ing of the helical region. This observation was indicated by  the decrease in the backbone 

RMSD of the protein as the simulation progresses, with lowest backbone rmsd of 1.3 Å 

achieved. However, when 2khk was folded using mean field, the backbone rmsd of 2khk 

showed large fluctuations with a jump in backbone RMSD to around 11 Å after 50 ns 

suggesting the folding of the 2khk to a structure different from that of experiment. These 

observations suggest the feasibility  of the AHBC scheme to improve the folding of helical 

structures by considering the polarization effect of backbone hydrogen bonds formed or 

broken during the protein folding.
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Figure 4.3: Variations in the RMSD of the proteins folded through simulations performed 

using (A) AHBC scheme and (B) Amber charge.

 Besides the calculation of backbone RMSD, the folding of 2khk was also verified 

through the calculation of the changes in the helical content of 2khk during the course of 

the simulation which is presented in Figure 4.4. In computing the helical content of the 

folded structures, only amino acids with dihedral angles of (φ, ψ) = (-60 ± 20, -40 ± 20) 

were considered as helical. [36] From the helical content plotted in Figure 4.4, both force 

fields demonstrated the instantaneous folding of the peptide into an α-helix as showed by 

the sharp rise in the helical content of 2khk to around 45% in under 2 ns. The continuous 

increase in the helical content of the protein folded using the AHBC scheme was observed 

and its helical content  fluctuated around 75 to 80% after 10 ns. This concurred with ex-

perimental observation as the helical content of 2khk was reported to be 71%. [22] The 

2khk folded using AMBER ff03 charge exhibited a helical content of not more than 60%. 

However, to conclude the inability  of mean-field to fold extended helices based on these 

observations may be too crude as the difference in the helical content between the folded 

2khk and the experimental structure is only 10% which is equivalent to five residues. 
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Figure 4.4: Changes in the helical content of the folded 2khk with time acquired from 

simulations conducted using the AHBC scheme (black) and AMBER force field (red).

 Therefore, to obtain more concrete evidence on the importance of polarization ef-

fect in the folding of helix, the end-to-end distance between two amino acids at the two 

tips of the helical region of 2khk, specifically Glu10 and Glu42, were measured and plot-

ted in Figure 4.5. During the folding of 2khk, the shortening of the peptide length is ex-

pected to occur since each helix turn consist of 3.6 amino acids. This was observed in 

Figure 4.5 A for the simulation conducted using AHBC whereby a drop in the end-to-end 

distance between Glu10 and Glu42 was noted as the simulation progresses till it attains a 

compactness almost identical to that of the NMR structure (48.07 Å) [22] Contrariwise, 

the protein folded using AMBER ff03 charge showed an unusual shortening in the dis-

tance between Glu10 and Glu42 to around 20 Å after 50 ns and this was followed by  an-

other drop in the end-to-end distance to around 7.5 Å at the 60 ns mark. (Figure 4.5 B) 

This observation may suggest that the two terminal ends of 2khk are approaching each 

other. Before the two termini move to a position close to each other, fluctuation in the 

backbone RMSD around 6 Å was discerned and further scrutinization of the MD trajec-

tory revealed the folding of 2khk to a conformation close to the experimental structure 

with best backbone RMSD of 2.5 Å. These observations evinced the significance of con-

sidering the polarization effect  contributed by  the ever changing hydrogen bonds during 

folding simulations. The inefficacy of the AMBER force field to stabilize the backbone 

hydrogen bonds essential for the folding of the extended helix was also highlighted by  the 

curving of the α-helix of the 2khk folded using the AMBER charge.
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Figure 4.5: Variation of the distance between the CA atoms of Glu10 and Glu42 for 

simulations conducted using (A) the AHBC scheme and (B) AMBER ff03 force field. 

Experimental distance between the two residues in 2khk are marked by the red line.

 Another method that we have exploited to observe the capacity of the two force 

fields to maintain the extended helical conformation of 2khk was through the calculation 

of the variation of the dipole moment of the helix during the simulation. The net dipole of 

the 2khk protein was measured by calculating the net dipole moment of the backbone 

carbonyl group (C=O) from residues 9 to 44 since the dipole vector of the α-helix is in the 

same direction as the dipole vector of backbone C=O, both of which are directed towards 

the N-terminal of 2khk. Since the macro-dipole of a helix is the summation of all the di-

pole moments contributed by  the peptide bond, an increase in the helix dipole will be ex-
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pected as the helical structure develops. From Figure 4.6 A, helix growth was evident 

from the increase in the net dipole moment of the backbone C=O of the protein folded 

using the AHBC scheme. On top  of that, the stabilization of the helix dipole was observed 

after 10 ns in Figure 4.6 A corroborating the successful folding of 2khk as shown by the 

RMSD data in Figure 4.3 A. The precise folding of 2khk by the AHBC scheme was also 

confirmed through cluster analysis conducted for the whole trajectory whereby  the most 

populated cluster revealed a representative structure similar to the NMR structure of 2khk 

and this is illustrated in Figure 4.6 A (inset).  

 From the plot of the net dipole moment acquired for 2khk simulated under AM-

BER ff03 force field in Figure 4.6 B, the development of the helical domain of 2khk fol-

lowed by  the stabilization of this domain was observed during the first 50 ns of the simu-

lation. However, the net dipole of the backbone C=O of the 2khk peptide (AMBER) be-

gan to drop to a minimum value of 0.66 Debyes after 50 ns. Combined with the earlier 

analyses conducted for the simulation using the AMBER force field, the drop  in the net 

dipole to a value close to zero may arise because of the bending of the extended confor-

mation of the α-helix. In addition, cluster analysis conducted revealed a populated cluster 

with a representative structure as showed in Figure 4.6 B (inset) which corresponds to a 

helix-turn-helix (HTH) configuration. 
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AMBERB

AHBCA

Figure 4.6: Variation of the dipole of the main-chain carbonyl group of folded 2khk, from 

residues 9 to 44, obtained through simulations conducted using (A) the AHBC scheme 

and (B) the Amber force field. Protein structures given in (A) and (B) represent the popu-

lation with the highest percentage of occurrence in the trajectory  and their respective 

macro-dipole indicated by red arrows.

 The curving of the extended helix to form the HTH conformation in the simulation 

performed using the AMBER charge may suggest  the inability of the mean-field to stabi-
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lize the backbone hydrogen bonds. Based on the HTH structure presented in Figure 4.6 B 

(inset), the breaking of the three backbone hydrogen bonds between Lys29 and Thr33, 

Ala30 and Asp34, and Ser31 and Gln35 may  caused the unfolding of the helix at residues 

30 to 34 and resulted in the formation of a random coil. These events promoted the bend-

ing of the folded helix. The variations of the hydrogen bond lengths of the aforemen-

tioned hydrogen bonds were plotted in Figure 4.7 and from these plots, the breaking of 

the hydrogen bonds listed above were noted after 50 ns for the simulation conducted us-

ing AMBER ff03 charge and this corroborated the dramatic jump in backbone RMSD ob-

served in Figure 4.3 B. While the three hydrogen bonds mentioned above were disrupted 

during the simulation conducted using AMBER charge, these hydrogen bonds exhibited 

significant stabilization upon formation when AHBC scheme was used to fold the 2khk 

peptide. This denotes the importance of considering the electronic charge rearrangement 

between hydrogen bond pairs upon establishment and/or disruption of hydrogen bonds 

during the folding process, as practiced by the AHBC scheme. This, in turn, will augment 

the electrostatic interactions between hydrogen bond donors and acceptors leading to the 

stabilization of established hydrogen bonds.
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29@O --- 33@H

31@O --- 35@H

30@O --- 34@H

Figure 4.7: Variation of the hydrogen bond length formed between Lys29—Thr33, 

Ala30—Asp34, and Ser31—Gln35. (red: AHBC scheme, black: AMBER ff03 charge)
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 Based on Figure 4.3 B, the 2khk peptide folded using the AMBER force field ex-

hibited a large increase in the backbone RMSD after 50 ns, and this was followed by the 

stabilization of the backbone RMSD around 11 Å in the next 20 ns. This trend is evident 

in all analyses conducted hitherto for the folding of 2khk under AMBER ff03 force field. 

Therefore, to provide answers to this interesting observation, cluster analysis was con-

ducted over the last 20000 frames of the AMBER simulation and the representative struc-

tures of the five clusters are presented in Figure 4.8 with the structures ordered according 

to the sequence it showed up during the folding process. 86.2% of the last 20000 frames 

of the AMBER simulation were made up of HTH conformation mentioned (vide supra) 

hence implying the preference of 2khk to remain in the HTH conformation upon forma-

tion as demonstrated by  the stabilization of the backbone RMSD around 11 Å after 50 ns 

(Figure 4.3B). The folding of 2khk to a structure close to the experimental one was also 

observed at the beginning of the last  20 ns of the simulation hence corroborating the ini-

tial deduction made that the HTH conformation was formed through the bending of the 

extended α-helix. 

 Another question that came up with the observation of the HTH conformation was 

why the HTH conformation was preferred in the simulation performed using the AMBER 

ff03 charge and not in the simulation that followed the AHBC scheme. Through the scru-

tinization of the HTH structure showcased in Figure 4.8, two salt bridges between Glu11 

and Arg54 and Arg21 and Asp43 were discerned and the formation of these interactions 

may cause the stabilization of these HTH structure. The curving of the extended helix to 

form HTH, as portrayed in Figure 4.8, may indicate the preference of 2khk, modeled un-

der the AMBER ff03 force field, to establish interactions involving charged amino acids 

at the cost of hydrogen bond destabilization. 
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Figure 4.8: Schematic illustration of the representative structures of 5 clusters acquired 

through the cluster analysis performed for the last 20 ns of the simulation which were car-

ried out using AMBER ff03 charge. The structures are ordered according to the sequence 

of appearance during the simulation with percentage occurrence stated. Amino acids that 

may form salt bridges are represented using licorice representation.

 To conclude the list  of analyses conducted in this study, we have also generated 

the free energy contour maps for the folding simulations performed using the AHBC and 

AMBER ff03 charges. The weighted histogram method (WHAM) was used to generate 

the free energy contour maps which were plotted with reaction coordinates corresponding 

to the backbone RMSD and the radius of gyration (Rg) and displayed in Figure 4.9 A and 

B. [37-39] Based on Figures 4.9 A and 4.9 B, two major populations were discerned for 

each contour maps and are labeled R1 and R2 accordingly. R2 population corresponds to 

the folded states of 2khk under the AHBC and AMBER force field. However, while R2 

corresponds to the lowest free energy configuration for MD simulation conducted using 

the AHBC scheme, R1 is the population that represents the lowest free energy state for 

simulations conducted using AMBER charge. This showcased the incapacity  of the AM-
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BER force field to preserve the elongated helical conformation of 2khk upon develop-

ment, resulting in the collapse of the extended structure to the HTH conformation.

Figure 4.9: Contour maps for the folding of 2khk carried out using (A) the AHBC 

scheme and (B) the Amber ff03 force field. (C) The free energy profile of 2khk.

 The free energy profiles plotted based on the Rg of the folded 2khk for both 

AHBC and AMBER, substantiated the observations made through the free energy  contour 

maps. Based on Figure 4.9 C, the folded 2khk, obtained using the AHBC scheme, was 

required to overcome an energy barrier of at  least 2.5 kcal/mol to undergo a conforma-

tional change. However, this energy  barrier was lowered to around 1.5 kcal/mol for the 

simulation carried out using the AMBER ff03 charge thus the preference for the HTH 

conformation. These observations pointed out the importance of electronic polarization 

between hydrogen bond donors and acceptors in augmenting the electrostatic interactions 
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between hydrogen bond pairs resulting in the stabilization of hydrogen bonds vital for the 

folding of 2khk.

 Based on all the analyses conducted (vide supra), the AHBC scheme showed bet-

ter accuracy in the folding of 2khk compared to its non-polarized counterpart. However, 

in order to strengthen our notion that  polarization is indeed important for the precise fold-

ing of α-helices, we conduct two additional folding simulations of two distinct helical 

proteins namely C34 and N36 using the AHBC scheme. [23] As illustrated in Figure 4.10, 

the successful folding of the two peptides into structures similar to the their respective 

experimental structures were evident with best backbone RMSD of 0.73 Å and 0.72 Å 

achieved for C34 and N36 respectively. The folding of the two helices in Figure 4.10 was 

comparable to the folding of 2khk in that the extended helix was stabilized upon forma-

tion, evident from the constant fluctuation of the backbone RMSD of the two protein 

around 2 Å during the last  10 ns of the simulations. These observations supplement our 

notion that the polarization effect between hydrogen bond pairs is important for the stabi-

lization of the backbone hydrogen bonds of the helix hence eliminating the chances of the 

extended helix to collapse into a structure different from native.
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N36B

C34A

Figure 4.10: (A) Variation of the RMSD of C34 compared to the X-ray crystal structure 

coded 1AIK over residues 2 to 35. Schematic illustration of the overlap between the X-

ray structure (orange) and the best RMSD structure of the folded C34 (yellow) included.  

[40] (B) Variation of the RMSD of N36 compared to the X-ray crystal structure coded 

1AIK over residues 2 to 36. Schematic illustration of the overlap between the X-ray struc-

ture (blue) and the best RMSD structure of the folded N36 (grey) included. [40]
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4.4  Conclusion

 In this chapter, the ab initio folding of 2khk, an exclusively helical protein, was 

carried out using a newly developed on-the-fly charge fitting scheme called AHBC. The 

AHBC scheme took into account the electrostatic polarization of backbone hydrogen 

bonds that are constantly  formed and broken during the folding process of the protein. A 

parallel simulation of 2khk using mean field, in this case AMBER ff03 force field, was 

also performed to compare the accuracy of the two force fields to precisely  fold 2khk 

from its linear structure to a conformation close to the experimental structure of 2khk 

(PDB code: 2KHK). [22] Analyses such as the changes in the backbone RMSD, end-to-

end distance, net dipole moment and hydrogen bond length were conducted to monitor 

the folding of 2khk using both polarized and non-polarized force field. Based on these 

analyses, the AHBC scheme performed better than the AMBER ff03 force field in accu-

rately folding the 2khk protein. This finding emphasizes the vital role played by the po-

larization effect of hydrogen bonds in the folding of helices. 

 The results obtained from the folding of 2khk using the AHBC scheme was further 

validated through the folding of two more helical peptides namely C34 and N36. The best 

backbone RMSDs for all three peptides simulated using the AHBC scheme are below 2 Å 

and this reflects the capacity of the AHBC scheme to fold helical structures precisely. The 

study elaborated in this chapter stresses the importance of polarization effect in the fold-

ing of elongated helices as the consideration of the changes in the electrostatic environ-

ment of the amino acid during protein folding, using the AHBC scheme, aid in the stabili-

zation of hydrogen bonds crucial in maintaining the elongated form of the helix. This sub-

sequently prevents the formation of the HTH conformation that was acquired through 

AMBER simulations without charge update. 
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Chapter 5  Importance of electrostatic environ-

ment in the modeling of the reduction process of 

metalloproteins

5.1  Introduction

 In the previous chapter, the role of polarization effect in accounting for the 

changes in the electrostatic environment caused by  the formation and disruption of hy-

drogen bonds during protein folding was explored. Here, we will look into the role of 

electrostatic environment in the modeling of the reduction process occurring in metallo-

proteins. Metalloproteins are metal-containing proteins that  constitute the majority of pro-

teins that exist in nature. [1-3] Members of this protein group serve a diverse range of 

functions from structural to biological purpose. [1-3] In the metalloprotein family, elec-

tron transfer (eT) proteins which are known to drive various biological processes such as 

respiration, signal transduction and photosynthesis, are garnering attention from both 

theorists and experimentalists due to their ability  to regulate the reduction potential of the 

redox center to accommodate to the needs of the biological system. [4, 5] The modulation 

of the reduction potentials of metalloproteins is often executed through the reorganization 

of amino acids and solvent molecules adjacent to the metal center. [4, 5] The capacity  of 

eT protein to control the route of electron transfer by  controlling the reduction potential at 

their redox centers have piqued the interest of many due to its beneficial application in 

biotechnological inventions such as biosensors. [6] The increasing popularity of eT pro-

teins in the research arena is evident from the surge in the number of studies conducted in 

a bid to comprehend the structural and dynamical aspects of metalloproteins. These stud-

                                                                       69



ies are instrumental in acquiring knowledge pertaining to the redox processes occurring in 

metalloproteins which subsequently facilitates the design of redox active proteins that are 

of relevance to the field of biotechnology and nanotechnology. [6, 7-17]

 The use of theoretical devices in the prediction of the reduction potentials of met-

alloproteins have been widely conducted thus far using various methods ranging from 

quantum mechanics (QM) to hybrid quantum mechanics/molecular mechanics (QM/

MM). [18-28] QM  is one of the most frequently utilized tool in the study of metallopro-

teins owing to the proficiency of the QM  approach to precisely model the electronic struc-

tures of metalloproteins while providing useful information pertaining to energies related 

to the reactivity of the metalloproteins. [18-20, 27-29] However, QM studies of metallo-

proteins are often confined to the modeling of the active site as metalloproteins, as a 

whole, are normally too large for QM to accommodate. As a result, considerations such as 

sterics, electrostatics and entropy  of the protein frame and solvent, enclosing the redox 

active site, are overlooked even though these factors may potentially  exert pivotal influ-

ence on the redox activity of the metalloprotein. Other approaches resolving the issue as-

sociated with the incorporation of protein and solvent environment in studying the redox 

activity of metalloproteins have emerged in the form of molecular mechanics (MM) and 

hybrid QM/MM. [19, 22-27] Through these methods, factors such as sterics and electro-

static effects are considered during the modeling of metalloproteins, boosting the reliabil-

ity  of the reduction potential determined. [19, 22-27] Besides the consideration of steric 

and electrostatics influences, dynamical aspects of metalloproteins should also be ac-

counted when examining the redox properties of metalloproteins. [4, 5, 15-17, 30] Fluc-

tuations in the structural motifs adjacent to the redox center have been proposed to have a 

significant effect on the reduction potentials of metalloproteins. [4, 5, 15-17, 30] 
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 The vital role played by protein dynamics and solvent effect in accurately em-

bodying the electrostatic interactions between the redox active site of a metalloprotein 

and the environment enclosing it has been showcased in various free energy studies. [19, 

22, 31-33] Of particular interest  is the study conducted by Olsson et  al. whereby both 

QM/MM and classical MD simulation were utilized to predict the reduction potential of 

two metalloproteins namely plastocyanin and rusticyanin, in a bid to compare the accu-

racy  between these two computational methods. [19] Through this study, comprehensive 

sampling of protein conformations was highlighted as one of the main concerns that 

should be carefully addressed while determining the reduction potential of metallopro-

teins since proper sampling provided a better depiction of the protein and solvent envi-

ronment encircling the redox center. [19] This observation attained by Olsson et al. em-

phasized the importance of considering protein dynamics in predicting the reduction po-

tentials of metalloproteins. [19] With the use of MD simulation, an accurate portrayal of 

the redox center can be achieved as factors such as entropy are accounted through tem-

perature scaling using thermostats such as Andersen temperature coupling scheme and 

Langevin dynamics.

 In this study, rubredoxin from Clostridium pasteurianum (Cp) will be used to 

evaluate the accuracy  of two charge schemes that will be elaborated later in this chapter, 

in determining the reduction potential of the rubredoxin variants relative to that of the 

wild type protein. [34, 35] Rubredoxin is an iron-containing metalloprotein composed of 

a redox center with an iron atom tetrahedrally  coordinated to the thiolates of four cysteine 

residues namely Cys6, Cys9, Cys39 and Cys42. [4, 16, 17, 34, 35] These amino acids are 

encompassed within two separate CysXXCys loops as showed in Figure 5.1. [4, 16, 17, 

34, 35] Within the two CysXXCys loops is a network of six hydrogen bonds (HN---γS) 

formed between the iron coordinated sulphur atoms of Cys and the backbone amide of 
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residues in the first and second coordination spheres which include Val8, Cys9, Tyr11, 

Leu41, Cys42 and Val44 (Figure 5.1). [4, 16, 17, 34, 35] The overall strength of these hy-

drogen bonds has been proposed by Lin et  al. to affect the reduction potential of rubre-

doxin. [16] However, in a recent theoretical study conducted by Gámiz-Hernández et al., 

the importance of hydrogen bonds in modulating the reduction potential of rubredoxin 

was disputed as this study successfully reproduced the reduction potential of 16 rubre-

doxin variants by  keeping the hydrogen bond geometry  of all the variants the same. [36] 

This study  also suggested that the subtle shifts of the protein backbone and amino acid 

side chains which led to a slight variation in the charge distribution may be the main con-

tributor towards the difference in the reduction potentials among rubredoxin variants. [36] 

Even though hydrogen bonds have been suggested to have a minor role in the determina-

tion of the reduction potential of rubredoxin, it may indirectly contribute to the reduction 

potential shifts of rubredoxin. For example, in a recent study conducted by Zheng et  al., 

the stabilities of Fe(III)-thiolate bonds at the redox center were correlated to the strength 

of HN---γS hydrogen bonds. [17] Albeit the ongoing debate about the importance of hy-

drogen bonds in rubredoxin, all these findings highlighted the importance of understand-

ing the electrostatic environment of the redox center of the protein in order to manipulate 

its reduction potential. [4, 16, 17, 34, 35]
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Figure 5.1: (A) Cartoon representation of rubredoxin with the redox center illustrated  

using licorice representation. (B) Schematic diagram representing the six hydrogen bonds 

(HN---γS) formed between coordinated γS-Cys atoms and the backbone amide hydrogen 

atoms of Val8, Cys9, Tyr11, Leu41, Cys42 and Val44. Hydrogen bonds are represented as 

red lines and residues Leu41 and Val44 which are mutated to obtain L41A, V44A and 

V44G rubredoxin mutants are highlighted in green.

 Rubredoxin is an ideal system in experimental studies due to its small dimensions, 

low reorganization energy  and high electron transfer rate. [4, 15-17, 35-40] This led to the 

utilization of rubredoxin in multitudes of studies pertaining to the reduction potential of 

iron-containing metalloproteins, hence providing ample access to experimental data re-

quired to validate the accuracy of the theoretically  determined reduction potential of the 

three rubredoxin mutants namely  L41A, V44G and V44A. Free energy calculations of the 

redox processes occurring in the rubredoxin variants will be performed by conducting 

classical MD simulations with the implementation of thermodynamic integration (TI) 

formalism using a combination of AMBER ff03 force field and charges derived through 
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density  functional theory  (DFT) calculation. [41] From this free energy  study, the reduc-

tion potential of the mutated rubredoxin with reference to that of wild type rubredoxin 

was acquired and compared with experimental data to provide some insights on the influ-

ence of the electrostatic environment in the modeling of metalloproteins with precision.

5.2  Methodology

Derivation of atomic charges

 In this study, two different charge schemes namely Scheme I and II, were utilized 

to obtain the atomic charges of the iron center and selected residues in the first and sec-

ond coordination shells of the metalloprotein. In Scheme I, the atomic charges of iron and 

amino acid residues in the first coordination shell namely Cys6, Cys9, Cys39 and Cys42 

were obtained using DFT calculation in the gas phase. Similarly, these residues were also 

considered for DFT charge fitting in Scheme II with the inclusion of four other amino ac-

ids namely Thr7, Val8, Gly43 and Val44 (Ala44 and Gly44 for mutants), which were lo-

cated in the second coordination shell and formed hydrogen bonds with cysteine residues 

that are directly coordinated to the metal center. Amino acids included for DFT calcula-

tion in Scheme I and II are showcased in Figure 5.2. The additional residues considered in 

Scheme II reflected the greater consideration of the electrostatic environment surrounding 

the iron atom compared to Scheme I. This way, we will be able to shed some light on the 

pivotal role of electrostatic environment in the modeling of metalloproteins and in the de-

termination of their reduction potentials.  
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Figure 5.2: Licorice representation of iron atom and residues in the first and second co-

ordination sphere. Schematic representation of amino acid residues isolated for DFT 

charge calculation in Scheme I and II.

 In conducting the DFT calculations, the amino acids isolated from rubredoxin for 

charge derivation using Scheme I and II were capped using CH3CO-NHCH3. The coordi-

nates of the CH3CO-NHCH3 caps replaced the coordinates of the cutoff protein in order 

to minimize the introduction of artifacts resulting from the terminating groups occupying 

atomic positions which were previously  vacant. QM calculations in Scheme I and II were 

conducted using Gaussian09 at B3LYP/6-31G* level. [42-44] After QM calculations, the 

charge fitting of the residues highlighted in Figure 5.2 were conducted using the RESP 

(Restrained Electrostatic Potential) method while the remaining atoms of the proteins 

were assigned AMBER ff03 charges. [41, 45] 
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System Preparation

 Modeling of the wild type rubredoxin was conducted by acquiring the X-ray crys-

tal structure of the protein from the Protein Data Bank (PDB) with PDB id of 5RXN. [34, 

35, 46] Hydrogen atoms were added to the structure of rubredoxin and the protein im-

mersed in an octahedral TIP3P water box with minimal distance between the protein and 

the box boundary set to 10 Å using the LEaP module in AmberTools 1.2. [47] The 

rubredoxin-water system was subsequently  subjected to energy minimization and the re-

sulting protein structure was used as a template for the manual mutation of the wild type 

protein using LEaP module to obtain the rubredoxin mutants namely L41A, V44A and 

V44G. [47] The prepared mutants were then relaxed to eliminate improper bond lengths 

which may impede the convergence during QM calculations. All parameters used were 

consistent with AMBER ff03 force field with the exception of the partial charges of the 

residues featured in Figure 5.2, which were acquired using charge schemes I and II out-

lined above. [41] The redox center of the protein was represented using a non-bonded 

model with the necessary van der Waals parameters for iron obtained from Giammano et 

al. (R=1.20 Å, ε=0.05 kcal/mol) which correspond to the VDWs parameters of heme. [48]

MD Free Energy Simulation

 To attain the free energy expended during the reduction process (Fe3+ + e− → 

Fe2+) of rubredoxin at its redox center, MD simulations with the implementation of ther-

modynamic integration (TI), also known as the free energy perturbation method, were 

conducted. In applying the TI formalism for the measurement of free energy afforded dur-

ing the reduction process, the rearrangement of the metalloprotein from its initial to the 

final state were accounted by a linear potential energy function given below: 
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  (5.1)

where UOx and URd correspond to the potential energies of the oxidized and reduced states 

of the metalloprotein respectively. λ represents the coupling parameter which range from 

0 to 1 and the choice of λ is vital for the precise modeling of the reduction process. 

Another equation of interest  in the application of TI in MD simulation is the Gibbs free 

energy difference between the oxidized and reduced states of the metalloprotein of 

interest:

      (5.2)

where the brackets represent a cumulative ensemble average of the partial derivatives of 

the potential energies calculated at each λ value. 

 Using TI resources in the sander module of AMBER 10 simulation package, a 

total of fourteen MD simulations were conducted using coupling λ values ranging from 0 

to 1, as performed by Satelle et al. [47, 49, 50] The free energy expended during the 

reduction process of the four rubredoxin variants namely wild type, L41A, V44A and 

V44G were calculated using equation 5.2 and the 14-point Gaussian quadrature. The 

fourteen λ values utilized in this study were 0, 0.00922, 0.04794, 0.11505, 0.20634, 

0.31608, 0.43738, 0.56262, 0.68392, 0.79366, 0.88495, 0.95206, 0.99078 and 1, which 

were obtained from the AMBER 10 manual. [47] From the Gibbs free energy calculated, 

the difference in the reduction potential of the mutated protein and wild type protein was 

computed to attain the relative reduction potential of each mutant. The equation used in 

the computation of the relative reduction potential is as given below:

   (5.3)
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where ΔΔG stands for the difference between the free energy obtained during the 

reduction processes of the mutants and native rubredoxin while ∆E0 represents the 

reduction potential of the mutants or its wild type. The number of electrons involved in 

the reduction process of rubredoxin is denoted as n, which in this case is 1, and F is the 

Faraday constant.

 To attain the relative reduction potentials of the mutated proteins, a total of 

fourteen MD simulations with distinct λ values, as listed above, were conducted for each 

of the rubredoxin variants. All rubredoxin variants used in this study were solvated in 

TIP3P water confined in an octahedral box with the minimum distance between the 

protein and the edge of the water box set to 10 Å, and the protein-water system was 

neutralized by adding sodium ions using the LEaP module. [47] Other than the exclusive 

partial charges allocated to the reduced and oxidized states of the rubredoxin variants, the 

rest of the force field parameters and coordinates used for the two states are the same. 

This approach was used in this study as the geometry of the redox center of rubredoxin 

was assumed to undergo minimal change after electron transfer since the reorganization 

energy of rubredoxin is relatively low. [4, 15-17, 35-40] 

 Preceding the MD simulation is the relaxation of the solvent molecules and the 

protein-solvent system for 2000 steps and 50000 steps respectively using the steepest 

descent method. Following the minimization step, the whole system was heated from 10 

K to 300 K using a Langevin thermostat  with a collision frequency of 2 ps-1 in NVT 

(canonical) ensemble. During the heating process, weak restraint of 10 kcal/mol/Å2 was 

imposed on the protein to prevent erroneous fluctuation of the protein. Equilibration and 

production MD were conducted after the heating step, which were carried out using NPT 

ensemble for 200 ps and 1 ns respectively. A time step of 2 fs was used in all simulations 
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conducted. The calculation of long-range electrostatic interactions proceeded using the 

particle mesh Ewald method while all bonds involving hydrogen atoms were constrained 

using the SHAKE algorithm. [51, 52] MD simulations for all the rubredoxin variants 

were conducted using the AMBER 10 program. [47] Standard abscissas and weights for 

each λ value were taken from the AMBER 10 manual. [47]

5.3.  Results: Improving the prediction of the reduction po-

tential of mutated rubredoxin

 Multitudes of studies working towards the understanding of the physical and dy-

namical aspects of eT proteins have been conducted to harness information pertaining to 

factors that  influence the diverse reduction potential of eT proteins. [5-11, 27] From these 

studies, three key elements accounting for the difference in the reduction potential of eT 

proteins of the same type have been pointed out and these factors include: (i) the electro-

static environment of the redox center contributed by neighboring amino acids, (ii) the 

development of hydrogen bonds in the vicinity of the redox center and (iii) the accessibil-

ity  of the redox center to solvent penetration. [6-11, 16] From the factors listed above, the 

first two factors are considered in Scheme I and II respectively and this allowed us to ex-

amine the significance of considering the electrostatic environment of the metal atom in 

theoretically determining the reduction potentials of metalloproteins.

Partial charges of rubredoxin variants

 Partial charges of wild type rubredoxin calculated in this study using Gaussian09 

at B3LYP/6-31G* level of theory were compared to charges calculated by Gámiz-

Hernández et al. using Jaguar 5.5 at  B3LYP/LACVP** level in Table 5.1. [28, 36, 42-44, 

53] The partial charges obtained for iron and iron-coordinated sulphur atoms of the cys-

                                                                       79



teine residues in wild type rubredoxin are comparable to the partial charges derived by 

Gámiz-Hernández et al. hence substantiating the reliability of the charges derived in this 

study. [28]

Atom
Oxidation 

state S-I S-II Gámiz-Hernández et al.28

Fe
Oxidized 1.130 1.086 0.978

Fe
Reduced 1.334 1.285 1.083

Sγ (Cys6)
Oxidized -0.663 -0.656 -0.602

Sγ (Cys6)
Reduced -0.840 -0.857 -0.797

Sγ (Cys9)
Oxidized -0.506 -0.500 -0.580

Sγ (Cys9)
Reduced -0.736 -0.728 -0.797

Sγ (Cys39)
Oxidized -0.639 -0.643 -0.602

Sγ (Cys39)
Reduced -0.824 -0.824 -0.797

Sγ (Cys42)
Oxidized -0.592 -0.502 -0.580

Sγ (Cys42)
Reduced -0.822 -0.700 -0.797

Table 5.1: Partial charges of iron and iron-coordinated sulphur atoms of cysteine residues 

of wild type rubredoxin obtained using charge schemes I and II and that obtained by 

Gámiz-Hernández et al. for comparison. [28]

 Comparing the partial charges of the iron atom derived using Scheme I and II with 

the formal charges of the iron atom in the oxidized and reduced states, a drop in partial 

charge of the iron atom was apparent with the inclusion of more electrostatic environment 

during charge fitting. (Table 5.2) This is in agreement with the behavior of redox proteins 

in nature which tend to exhibit sizable redistribution of the charges in the redox center 

due to the strong interactions between the metal, specifically a transition metal, and the 

neighboring amino acids. [54] This emphasizes the importance of considering the electro-

static environment of the redox center when modeling metalloproteins theoretically.
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Residue Atom Oxidation state Formal Charge S-I S-II

Fe Fe
Oxidized 3.000 1.130 1.086

Fe Fe
Reduced 2.000 1.334 1.285

Cys6

Cβ
Oxidized -0.241 -0.034 -0.018

Cys6

Cβ
Reduced -0.241 -0.050 0.011

Cys6

Sγ
Oxidized -0.884 -0.663 -0.656

Cys6

Sγ
Reduced -0.884 -0.840 -0.857

Val8

N
Oxidized -0.450 -0.450 -0.153

Val8

N
Reduced -0.450 -0.450 -0.125

Val8

H
Oxidized 0.440 0.440 0.213

Val8

H
Reduced 0.440 0.440 0.212

Cys9

N
Oxidized -0.416 -0.444 -0.431

Cys9

N
Reduced -0.416 -0.576 -0.512

Cys9

H
Oxidized 0.272 0.163 0.080

Cys9

H
Reduced 0.272 0.222 0.117

Cys9

Cβ
Oxidized -0.241 0.057 0.033

Cys9

Cβ
Reduced -0.241 0.074 0.056

Cys9

Sγ
Oxidized -0.884 -0.506 -0.500

Cys9

Sγ
Reduced -0.884 -0.736 -0.728

Cys39

Cβ
Oxidized -0.241 0.078 0.039

Cys39

Cβ
Reduced -0.241 0.073 -0.004

Cys39

Sγ
Oxidized -0.884 -0.639 -0.643

Cys39

Sγ
Reduced -0.884 -0.824 -0.824

Cys42

N
Oxidized -0.416 -0.323 -0.272

Cys42

N
Reduced -0.416 -0.444 -0.365

Cys42

H
Oxidized 0.272 0.072 0.034

Cys42

H
Reduced 0.272 0.131 0.082

Cys42

Cβ
Oxidized -0.241 0.123 0.022

Cys42

Cβ
Reduced -0.241 0.143 0.035

Cys42

Sγ
Oxidized -0.884 -0.592 -0.502

Cys42

Sγ
Reduced -0.884 -0.822 -0.700

Val44

N
Oxidized -0.450 -0.450 -0.028

Val44

N
Reduced -0.450 -0.450 -0.037

Val44

H
Oxidized 0.440 0.440 0.042

Val44

H
Reduced 0.440 0.440 0.045
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Table 5.2: Partial charges of iron and atoms in the first and second coordination spheres 

of wild type rubredoxin.

 Besides the partial charge of iron, the partial charges of atoms interacting with the 

iron center were also examined. Electrostatic potential maps showcasing the charge dis-

tribution at the redox center of wild type rubredoxin in the oxidized state are depicted in 

Figure 5.3 for charges derived using both Scheme I and II. The electrostatic potential map 

of oxidized rubredoxin obtained using the formal charge of iron and the AMBER ff03 

charge of protein was also included in Figure 5.3 for comparison.

Figure 5.3: Electrostatic potential map of wild type rubredoxin in oxidized state with 

charges acquired using Scheme I and II. Only  iron, Cys6, Val8, Cys9, Cys39, Cys42 and 

Val44 are depicted in this figure for clarity. The red arrows point to the backbone amide 

hydrogen atoms of Cys9 and Cys42 while the black arrows point to backbone amide hy-
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drogen atoms of Val8 and Val44. The potential energies of all electrostatic potential maps 

range from -0.1 to 0.1 kcal/mol and the colors go from negative to positive in the follow-

ing order: red < orange < yellow < green < cyan < blue < magenta. 

 Rubredoxin in its oxidized state has a net negative charge of -1 at the redox center 

and this is illustrated in Figure 5.3 whereby the electrostatic potential around the redox 

center becomes more negative as more amino acids surrounding the metal center are fac-

tored into the QM calculations performed in Scheme I and II. At the same time, the more 

negative electrostatic potentials observed in Scheme I and II compared to the formal 

charge, around regions where the sulphur atoms of Cys6, Cys9, Cys39 and Cys42 coordi-

nate to iron, suggest the instance of charge transfer from the coordinated Cys residues to 

the iron atom as seen in nature. [41] The backbone amide hydrogens (-NH) of Cys9 and 

Cys42 were also noted to have a more negative potential as we went from the use of 

mean-field charge to QM  derived charges of Scheme I and II. These observations were 

aptly portrayed in Figure 5.3 (regions pointed by red arrows) and numerically supported 

in Table 5.2. The more negative potential observed for the amide hydrogen atoms of Cys9 

and Cys42 in Scheme I and II concurred with the experimental observations reported by 

Xia et al. whereby the 15N NMR study  conducted revealed the delocalization of electrons 

along the Fe-γS---H-N pathway which resulted from the formation of hydrogen bonds 

between Cys6 and Cys9 and between Cys39 and Cys42. (Figure 5.1) [55]

 The significance of long-range interactions between the iron atom and amino acids 

in the second coordination sphere was also considered through Scheme II with the inclu-

sion of Thr7, Val8, Gly43 and Val44 during the DFT calculation. (Figure 5.2) The hydro-

gen bonds (HN---γS) between γS-Cys6 and HN-Val8 and between γS-Cys42 and HN-

Val44, portrayed in Figure 5.2, have been documented in addition to the hydrogen bonds 
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discussed in the previous paragraph. [4, 16, 34, 35] In Figure 5.3, the electrostatic poten-

tial of the backbone amide hydrogen atoms of Val8 and Val44, pinpointed by the black 

arrows, became more negative with the inclusion of residues in the second coordination 

shell in Scheme II. [41] This may be due to the delocalization of the electron density from 

the lone pair orbital of γS-Cys6 and γS-Cys42 to the backbone amide hydrogen atoms of 

Val8 and Val44 respectively, along the hydrogen bonds formed. [55-57] 

Reduction potential of rubredoxin variants

 The atomic charges derived using Scheme I and II were incorporated into the 

force field and free energy MD simulation was performed to calculate the free energy 

(∆G) expended during the reduction process of rubredoxin. The partial derivatives of the 

potential energies, ∂V/∂λ, attained through TI implementation were integrated over an 

interval of 0 to 1 to acquire ∆G (Equation 5.2). Hence, to ensure the accurate calculation 

of ∆G for the determination of the reduction potential of rubredoxin, ample simulation 

length is necessary to eliminate inaccuracies arising from the lack of convergence in the 

∂V/∂λ attained through the TI calculation. As such, prior to the calculation of ∆G, it is 

essential for us to monitor the convergence of ∂V/∂λ at each λ value for all four rubre-

doxin proteins by plotting the graphs of cumulative ∂V/∂λ (〈∂V/∂λ〉) against  time as 

shown in Figure 5.4. Based on Figure 5.4, the convergence of the cumulative ∂V/∂λ was 

noted for wild type rubredoxin in Scheme II, particularly during the last 400 ps of the 

simulation from which the ∆G was calculated. Similar convergence pattern of ∂V/∂λ with 

time was observed for all the simulations conducted in this study hence were not be 

shown here.
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Figure 5.4: Plots of ⟨∂V/∂λ⟩ versus simulation time for wild type rubredoxin with partial 

charges derived using Scheme II.

 Another step  taken to ensure the accuracy  of the reduction potential calculated was 

to examine the adequacy of the ∂V/∂λ sampling prior to the calculation of ∆G. This was 

carried out by plotting a graph of 〈∂V/∂λ〉 versus λ since a linear relationship between 

these two elements indicated the sufficient sampling of ∂V/∂λ through the MD simula-

tions conducted. From Figure 5.5, a linear relationship between 〈∂V/∂λ〉 and λ was indeed 

observed suggesting the sufficient  sampling of ∂V/∂λ for all rubredoxin variants. At the 

same time, the small standard deviation observed for all graphs exhibited in Figure 5.5, 

minimized the error inherited from the ∂V/∂λ calculated through TI for the calculation of 

∆G using Equation 5.2, hence justifying the reliability of the relative reduction potential 

(∆ΔEcal) calculated in this study.
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Figure 5.5: Plots of 〈∂V/∂λ〉 versus λ for rubredoxin variants namely wild type, L41A, 

V44A and V44G. Samplings of ∂V/∂λ are conducted by  employing charges derived using 

Scheme I (green) and Scheme II (red).

 After verifying the reliability of the simulations conducted, the relative reduction 

potentials (∆∆Ecal), defined in Equation 5.3, of the mutated rubredoxin proteins were cal-

culated. From the ∆∆Ecal obtained, we observed a significant difference in the ∆∆Ecal ob-

tained using Scheme I and II albeit the slight variation in the partial charges derived 

through the two charge schemes. The ∆∆Ecal obtained using Scheme II showed better 

agreement with experimental values compared to that derived using Scheme I. (Table 5.3) 

[36] This observation reflected the importance of evaluating the electrostatic interactions 

surrounding the redox center during DFT-based calculations as the consideration of addi-

tional residues in Scheme II led to a better prediction of ∆∆Ecal. This result is justifiable as 

the consideration of Val44/Ala44/Gly44 in Scheme II enabled us to consider the variation 

                                                                       86



of the electrostatic potential at the redox center. Changes in the electrostatic potential of 

the redox center have been suggested by  Ichiye et al. to be likely  caused by the subtle 

shift in the protein backbone brought about by the difference in the size of the amino acid 

side chains of rubredoxin variants at position 44. [5, 16, 17, 37, 38, 58, 59] Hence, with 

the inclusion of four additional residues namely Thr7, Val8, Gly43 and Val44 in Scheme 

II, changes in the protein environment exerted by slight fluctuations in the protein back-

bone and side chains were accounted during the QM calculation. 

(a) Experimental data obtained from Xiao et al. [58]
(b) Experimental data obtained from Park et al. [59]
(c) ∆∆Eexp is the difference between the reduction potential of the mutant and wild type protein acquired 

experimentally. 
(d) ∆∆Ecal is obtained by calculating the difference in ΔG between mutant and wild type protein which is 

then converted to ∆∆E using the Nerst equation. (Equation 5.3)
(e) ∆∆Ecal obtained from Gámiz-Hernández et al. [36] for comparative purposes with the calculated ∆∆E-

cal computed in this study.

Table 5.3: ∆∆Ecal of rubredoxin mutants viz. L41A, V44A and V44G based on charges 

acquired through Scheme I and II.

 Nevertheless, the inclusion of residues in the second coordination sphere of the 

iron atom was not enough to ensure a precise determination of ∆∆E and this was showed 

by the less accurate reduction potential determined in this study as compared to that com-

puted by Gámiz-Hernández et al. in Table 5.3. [36] This observation is understandable as 

the latter used a combination of three methods namely; (i) molecular mechanics that was 

used to acquire the most probable protonation states of rubredoxin by  conducting self-

consistent geometry optimization of side chains that may influence the redox potential, 

(ii) the inclusion of electrostatics energies by solving the linearized Poisson-Boltzmann 
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equation, and (iii) the implementation of Metropolis-Monte-Carlo algorithm to perform 

the statistical averaging of conformations with lowest electrostatic energies, all of which 

improved the accuracy  of the redox potential calculated albeit being more computation-

ally extensive. [36] The first two steps of the protocol above were also iterated until a 

constant protonation state at a defined pH was achieved.[36] Furthermore, Gámiz-

Hernández et al. also considered several crystal structures with different protonation pat-

tern and side chain conformations in both oxidized and reduced states were all included 

during Boltzmann-averaging hence increasing the accuracy  of the redox potential deter-

mined. [36] Despite the less impressive agreement of ∆∆Ecal obtained using Scheme I and 

II with that  of experiment, this study was still able to showcase the importance of incor-

porating the effect of the electrostatic environment in the modeling of the reduction proc-

ess of metalloproteins. 

5.4 Conclusion

 The role of electrostatic environment in the modeling of the reduction process of 

rubredoxin has been examined through the employment of free energy MD simulations 

with the implementation of TI formalism. In conducting the simulations, two charge 

schemes namely Scheme I and II (Figure 5.2), were utilized to represent the difference in  

the electrostatic environment considered. This resulted in the reorganization of the partial 

charges at the redox site which concurred with mainstream opinion that the electrostatic 

description formulated in the mean field could not effectively reflect the real electrostatic 

interactions present in proteins.

 The implementation of Scheme I and II in the determination of the ∆∆E of the 

three rubredoxin variants highlights the importance of considering the electrostatic inter-

actions contributed by neighboring residues of the redox center in the modeling of metal-
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loproteins. The inclusion of residues in the second coordination sphere during the DFT 

calculation considers the influence that the protein backbone and amino acid side chain 

have towards the reduction potential of rubredoxin resulting in the gradual approach of 

the predicted ∆∆E closer to the experimental data. 
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Chapter 6  Utilization of MD simulation to predict 

the effect of mutation on the stability of proteins

6.1  Introduction

 The last few decades have seen the remarkable evolution of protein research from 

one which encompasses studies pertaining to the relationship between the proteins’ struc-

ture and function to one involving the alteration of the structure and/or function of pro-

teins to achieve desirable traits. [1-6] Protein stability and adaptation to extreme condi-

tions are two protein attributes that are highly advantageous to industries and research 

laboratories for the benefits that include faster chemical reactions, enhanced substrate 

solubility, better immunity  towards microbial contamination and easier storage and han-

dling of proteins. [4-6] All of these facilitate the improvements in the efficiency of indus-

trial processes and laboratory work. With the introduction of protein engineering, design-

ing proteins with superior functions and better stability  compared to their native counter-

parts is no longer impossible. [6-8] The growing popularity of protein engineering has led 

to the development of sophisticated tools that  enables researchers to conduct protein 

modification to attain desirable protein traits, some of which include augmented protein 

stability  under non-physiological conditions, better selectivity and catalytic activity  of 

enzymatic proteins and improved electron transfer rate of redox proteins. [6-9] 

 In altering the structure and/or function of proteins experimentally or theoretically, 

the work of nature in the form of mutagenesis and sequence variation is adopted. [1, 6-8] 

Thorough understanding of the three dimensional structure of a protein prior to mutation 

is essential in order to prevent erroneous mutations that may cause the protein’s tertiary 

                                                                       91



conformation to be destabilized while simultaneously triggering the crippling of the na-

tive biological functionality of the protein. [1-8] The exploration of the three dimensional 

structure of a protein at  the atomic level is possible through the incorporation of modern 

computational tools into protein engineering. [7, 8] The combination of MD simulation 

and protein engineering is gaining much interest as an affordable and effective alternative 

for rational protein design due to its ability  to empower comprehensive observations of 

the intricate dynamics of biological processes related to proteins such as protein folding 

and unfolding, conformational changes and protein stability. [7, 8, 10] These interesting 

applications of MD simulation are especially useful in knowledge-based protein design 

for it enables researchers to gain insights on the feasibility of the mutation performed in 

preserving the overall three dimensional conformation of the native protein. Simultane-

ously, useful information of critical interactions such as hydrophobic interactions, van der 

Waals and hydrogen bonds, that may govern the stability  of a protein and play a role in 

promoting the proper functioning of a protein could be attained through rigorous analyses 

of MD trajectories. These aspects of MD simulation decrease the likelihood of disrupting 

the tertiary structure of the native protein when mutagenesis are conducted experimen-

tally. Hence, MD simulation is an attractive technology that can be harnessed to improve 

the efficiency while minimizing the cost of experimental work.

  In this chapter, MD simulation will be utilized as the main tool to predict the sta-

bility of apomyoglobin upon mutation. Unlike previous chapters which emphasize the 

importance of polarization effect and electrostatic environment in the modeling of pro-

teins through the implementation of QM calculations, this chapter will simply concentrate 

on the proficiency  of classical MD simulation to provide reliable insights on the effects of 

mutation on the structure and function of a protein prior to experiment. Apomyoglobin 

(apoMb) is a small protein derived from myoglobin through the removal of heme. [11-13] 
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At near neutral pH, native apoMb consists of eight helical domains labeled A to H (Figure 

6.1) and its overall conformation resembles that of myoglobin with the exception of a few 

structural changes such as the partial unfolding of helix F, N-terminal end of Helix G and 

C-terminal end of Helix H. [13, 14] These slight dissimilarity in the tertiary  structure of 

apoMb and holomyoglobin were addressed by  Eliezer and Wright who observed through 

NMR studies the greater fluctuation of apoMb at loop  EF, Helix F, loop FG and the N-

terminus of Helix G compared to the fluctuation of these domains in holomyoglobin. [14] 

Being small and compact in structure, apoMb serves as an ideal model for the folding of 

globular, single-domain proteins in general due to the accessibility of the intermediate 

states of apoMb. [15-20] Furthermore, the popularity of apoMb ensures the accessibility 

of its experimental data which is important in computational studies where empirical in-

formation is very much welcomed.

Figure 6.1: Cartoon representation of myoglobin and apomyoglobin with the individual 

helices alphabetically labeled A to H.

 In this study, MD simulations for wild type apoMb and three of its mutants 

namely E109A (Helix G), E109G (Helix G) and G65A/G73A (Helix E) were conducted 
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in explicit urea solution, which acts as the denaturant initiating the unfolding of apoMb. 

The trajectories obtained were analyzed to distinguish the difference in the stability of the 

three apoMb variants relative to the wild type protein. The stability of the apoMb variants 

determined in this theoretical work will be compared against the stability determined ex-

perimentally by Luo et al. [11]

6.2  Methodology

 In this study, two MD simulations were performed for each apoMb variants using 

AMBER10 simulation package. [21] To model the wild type apoMb, X-ray crystal struc-

ture of wild type myoglobin from sperm whale was obtained from the Protein Data Bank 

(PDB) with PDB id of 1BZP. [22, 23] The heme moiety, crystallization waters and sul-

phate ions included in the PDB structure of myoglobin were deleted before any  calcula-

tions were performed. Prior to simulations conducted for the apoMb variants in explicit 

urea solution, the prepared wild type apoMb was solvated in TIP3P water box and relaxed 

for 500 ps at neutral pH upon heme removal. [24] The details of this simple equilibration 

are provided in Appendix A located at the end of this thesis. From this relaxation MD, the 

structure from the last frame was used for the manual mutation of residues to obtain the 

mutated proteins of interest. After mutation, missing atoms were added and all histidine 

residues were doubly  protonated to represent apoMb at pH 4.2. The pKa of histidine resi-

dues were calculated using PROPKA prior to the determination of their protonation state 

at pH 4.2. [25-28] These steps were simplified with the aid of the LEaP module in Am-

berTools 1.2. [21]

 To model the apoMb variants in explicit  urea solution, the urea-water system was 

constructed by diluting a pre-equilibrated 8 M urea box available in AMBER 10 simula-

tion package using TIP3P water molecules to obtain a urea concentration of approxi-
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mately  2 M. [21, 24] The resulting explicit  2 M  urea-water system comprised of 330 urea 

molecules and 9118 water molecules enclosed within a rectangular box of dimensions 

69.58 Å by 66.60 Å by 72.52 Å. The prepared urea-water solution was then minimized 

for 10000 steps using the steepest descent method and continued with another 10000 

steps of minimization using the conjugate gradient method. This is subsequently  followed 

by the heating of the prepared urea-water solution from 10 K to 277.15 K in 100 ps using 

Langevin thermostat with a collision frequency  of 4 ps-1 in canonical (NVT) ensemble. 

[29, 30] Following the heating step, a simulation under isothermal-isobaric (NPT) ensem-

ble was conducted for 3 ns to ensure proper mixing of the urea-water mixture under con-

stant temperature (277.15K) and pressure. Generalized Amber force field (gaff) was em-

ployed to conduct the simulation elaborated above and parameters and charges used for 

urea molecule were obtained from Özpınar et al. [31, 32]

 After preparing the equilibrated 2 M urea box, wild type apoMb and mutated 

apoMb proteins namely  E109A, E109G and G65A/G73A were each solvated in an octa-

hedral urea-water box with the minimum distance between the protein and the edge of the 

box kept to 15 Å. Using the LEaP module, Na+ and Cl- ions were added to neutralize the 

system. [21] Solvent molecules surrounding the protein were minimized using the steep-

est descent method followed by minimization using the conjugate gradient method for 

10000 steps each. This was ensued by the minimization of the whole protein-solvent sys-

tem for 5000 steps using the steepest descent method with further minimization of the 

system thereafter using the conjugate gradient method until an energy gradient of 0.01 

kcal/mol/Å was reached. The entire system was then heated from 10 K to 300 K for 100 

ps using the Langevin thermostat with a collision frequency of 4 ps-1 in the NVT ensem-

ble. [29, 30] Weak restrain with harmonic potential of 5 kcal/mol/Å2  was imposed on the 

protein during heating to counteract large fluctuations of the protein when the temperature 
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varied. Upon equilibration of the protein-urea system at 300 K, two production runs of 20 

ns each were conducted for each protein using the NPT ensemble. A time step of 2 fs was 

used for all the simulations conducted with the long-range electrostatic interactions calcu-

lated using the particle mesh Ewald method. [33] The SHAKE algorithm was used to 

constrain covalent bonds involving hydrogen atoms. [34] The force field used to carry out 

the simulations outlined for protein-urea system are AMBER ff99SB and gaff. [31, 35, 

36] Figure 6.2 showed a flowchart summarizing the procedures highlighted in this section 

for a clearer portrayal of the steps taken to conduct the simulation of apoMb in urea solu-

tion.  

Figure 6.2: Flowchart summarizing the modeling of apoMb variants in explicit 2 M urea 

solution.
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6.3  Results: Comparing the stability of apomyoglobin upon 

mutation

 To compare the stability of the four apoMb variants namely wild type, E109A, 

E109G and G65A/G73A theoretically, MD simulations of these proteins were conducted 

in the presence of explicit urea solution which was employed to effectuate accelerated 

protein denaturation. The theoretical comparison of the stability of the aforementioned 

apoMb variants will be compared to the stability order of these four proteins determined 

experimentally by Luo et al. who scrutinized the effect of Ala → Gly mutation on the sta-

bility of apoMb molten globule. [11] Luo et al. studied the effect of mutation on the sta-

bility of eight apoMb mutants namely wild type, E109A, E109G, Q8A, Q8G, K140A, 

G23A/G25A and G65A/G73A, by  monitoring the reversible unfolding of these proteins in 

urea solution using circular dichroism and fluorescence spectroscopy. [11] From the dif-

ference in the free energy calculated by Luo et al. with respect to the wild type protein, 

E109A showed better stability compared to wild type while E109G showed the least sta-

bility among the four variants utilized in this theoretical study. [11] The doubly mutated 

protein variant  (G65A/G73A), on the other hand, showed insignificant destabilization ef-

fect on apoMb. [11] 

 Trajectories acquired from the simulations performed were analyzed to validate 

the reliability of MD simulation in determining the stabilities of the four apoMb variants 

by comparing the results obtained theoretically  against  the experimental results attained 

by Luo et al. [11] The extent of denaturation of the protein during the 20 ns simulation 

conducted was observed by examining the protein dynamics of apoMb in urea solution 

and the conformational changes that took place during the simulation. Since two simula-
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tions were conducted for each apoMb variants, data analyzed from the two simulations 

were averaged and presented in this thesis.

Root-mean-square deviation (RMSD)

 Calculating the RMSD of the folded protein relative to the experimental structure 

is one common option used in theoretical studies to quantify the degree of conformational 

changes that happen during the course of the simulation conducted. To compare the extent 

of variation in the protein conformation during the simulation, RMSDs of the apoMb 

variants relative to the crystal structure of sperm whale myoglobin (1BZP) were calcu-

lated. [23] Only the conformational changes of Helix F to H were considered during the 

calculation of the RMSD of apoMb variants relative to 1BZP since the most significant 

structural difference between myoglobin and wild type apoMb, as observed by Eliezer 

and Wright through NMR, lies mostly  in Helix F and part of Helix G and H. [14, 23] 

Based on Figure 6.3 A, the RMSD of Helix F to H of all apoMb variants showed a con-

comitant increase with time. This concurred with the presence of urea molecules in the 

explicit solvent and the low pH condition which accelerated the unfolding of apoMb.

                                                                       98



Figure 6.3: (A) Variation of RMSD with time and (B) the distribution of the RMSD of 

wild type apoMb (black), E109A (red), E109G (green) and G65A/G73A (blue) at Helix F 

to H.

 Utilizing the RMSD plot for wild type apoMb as the reference, we compared the 

stability  of the mutants by  scrutinizing the fluctuations in the RMSDs of the three mutants 

relative to that of the wild type protein. A greater increase in the RMSD of a apoMb vari-

ant would signify a more significant destabilization of the protein upon mutation. Based 

on Figure 6.3 A presented above, the plot of RMSD with time for E109G showed the 

largest hike in RMSD among the protein variants during the last 10 ns of the simulation 

and this substantiated the destabilizing effect that E109G has on apoMb as accounted by 

Luo et al. in Ref 11.

 Due to the proximity  of the RMSD plots for wild type apoMb, E109A and G65A/

G73A, the RMSD distributions for all apoMb variants were plotted, as showed in Figure 

6.3 B, to clearly distinguish the degree of configurational changes that occurred during 

the simulation of each protein. In the study conducted by Luo et al., the free energy dif-

ferences calculated for E109A, E109G and G65A/G73A with reference to wild type 

apoMb were 0.17, -0.89 and -0.11 kcal/mol respectively. [11] The variation in the stability 

of the apoMb variants portrayed numerically  by Luo et al. is effectively reproduced in 

Figure 6.3 B which displayed the slight shifting of the RMSD distribution curve of 

E109A to lower RMSD values denoting better stability  of apoMb with E109A mutation. 

On the other hand, the plots of the RMSD distribution for E109G and G65A/G73A were 

displaced to the right side of the graph towards larger RMSDs evincing the destabilization 

of apoMb when E109G mutation and G65A/G73A mutation are in place. In addition, the 

slight destabilization caused by  G65A/G73A mutation evident from the numerical calcu-

                                                                       99



lation performed by  Luo et  al. (supra) was also successfully reflected in Figure 6.3 B by 

the smaller shift in the RMSD distribution curve of the doubly mutated apoMb compared 

to that of E109G. These observations showed the sensitivity  and reliability of MD simula-

tion as a workable tool for predicting the stability of protein prior to experimental muta-

tion of proteins. 

Native Contacts

 Even though the RMSD plots of the four apoMb variants concurred with the sta-

bility order obtained experimentally, determination of protein stability  solely on the extent 

of conformational changes may not be feasible for some proteins. Therefore, it is impera-

tive for us to explore intramolecular interactions within the protein as these interactions 

may provide us with a better gauge of the stability  of the proteins following mutation(s) 

compared to the RMSD calculation of these proteins. One method that can be imple-

mented to investigate the intramolecular interactions present in the apoMb variants is 

through the calculation of the fraction of native contacts conserved during the simulation. 

Calculating the native contacts numerically quantifies the amount of interactions between 

amino acids which are spatially next to each other but are not sequentially adjacent to 

each other in the primary  sequence. ApoMb variants with destabilizing mutation tend to 

unfold at a much faster rate compared to their counterparts over the same period of simu-

lation time leading to a greater loss in native contacts and this trend could be use as a 

guide in determining the stability of the mutants relative to wild type apoMb. 

 In Figure 6.4 presented below, the plots of native contacts conserved against time 

showed a descending trend that is in accordance with the presence of urea denaturants and 

low pH conditions. ApoMb with destabilizing E109G mutation exhibited the largest dive 

in native contacts conserved as the simulation progresses. Contrariwise, the apoMb vari-
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ant with E109A mutation showed the highest preservation of native contacts showcasing 

the enhanced stability of apoMb when E109A mutation is in place. On the other hand, the 

percentage of native contacts preserved in G65A/G73A is comparatively similar to the 

wild type protein supporting the none to slight destabilizing effect of this mutation as 

documented by Luo et al. [11]

WT
E109A
E109G
G65A/G73A

Figure 6.4: Variation in native contacts with time for wild type apoMb (black), E109A 

(red), E109G (green) and G65A/G73A (green).

Solvent Accessible Surface Area (SASA)

 Besides the overall consideration of intramolecular interactions in terms of native 

contacts preserved, hydrophobic interaction established among non-polar amino acid 

residues is a key interaction that warrants attention in inquiring the stability of globular 

proteins. The formation of hydrophobic interactions assured the stability  of globular pro-

teins in solution by ensuring the protection of non-polar amino acids from the aqueous 
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environment by  encapsulating the hydrophobic residues within the hydrophobic core. [37] 

Experimental studies often exploit the intrinsic fluorescence property of proteins to pro-

vide responsive signals to the variation of the solvent accessibility  of the hydrophobic 

core caused by  changes in the tertiary structure of proteins during folding and unfolding. 

[11, 13, 38-43] The variation of the solvent accessibility of the hydrophobic core is rou-

tinely observed experimentally using UV fluorescence spectroscopy. [11, 13, 38-43] 

Protein unfolding is usually marked by the hydration of the hydrophobic core while 

protein folding is distinguished through the occurrence of hydrophobic collapse, an event 

that involves the sequestering of the hydrophobic residues away from the aqueous envi-

ronment. [11, 13, 38-43] Unfolding of proteins during denaturation inevitably caused the 

exposure of the hydrophobic core to the aqueous environment leading to the loss of hy-

drophobic interactions within the non-polar amino acid clusters. Structural changes per-

taining to the folding and unfolding of apoMb are commonly scrutinized by keeping track 

of the changes in the fluorescence emission of Trp7 and Trp14. [11, 13, 38-43] These 

amino acids are components of the hydrophobic core of apoMb which are confined by 

helices A, G and H. (Figure 6.5) [11, 13, 38-43]
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Figure 6.5: Schematic representation of the solvent accessible surface area (SASA) of 

apoMb with the helical domains and two residues found within the hydrophobic core 

namely Trp7 and Trp14 labeled.

 In order to observe through theoretical means the changes in the accessibility of 

the four apoMb proteins to the surrounding solvent, the variation of the solvent accessible 

surface area (SASA) of the protein with time was computed. SASA, as the name sug-

gests, measures the surface area of the protein that is unsheltered from the surrounding 

environment. During the process of denaturation, the SASA of proteins will naturally  ex-

pand due to the hydration of the hydrophobic core caused by the disruption of hydropho-

bic interactions among non-polar clusters. The graph of SASA versus time in Figure 6.6, 

displayed an ascending trend in SASA of the four apoMb variants suggesting the solva-

tion of the hydrophobic core of wild type apoMb, E109A, E109G and G65A/G73A. 

However, the extent of the hydration of the hydrophobic core differed across the four 

variants with E109G showing the steepest increase in SASA, denoting the decline in the 

stability  of the apoMb protein upon E109G mutation. (Figure 6.6) Contrary to that of 

E109G, the SASA of the apoMb protein with E109A mutation showed a more gradual 

increase in SASA with time compared to wild type apoMb while the SASA of G65A/

G73A apoMb showed a relatively  similar increase in SASA with time to that of the wild 

type protein. (Figure 6.6) The stability order suggested through the calculation of SASA 

of the whole protein concurred with experimental observations whereby stabilization of 

apoMb was noted with E109A mutation while the destabilizing effect of E109G and 

G65A/G73A mutation was discerned, with the latter having none to slight destabilizing 

effect on apoMb compared to the former. [11]
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Figure 6.6: Variation of the solvent accessible surface area (SASA) of wild type apoMb 

(black), E109A (red), E109G (green) and G65A/G73A (blue) with time.

 In addition to the SASA of the entire apoMb proteins, the stability order of the 

four apoMb variants was also acquired by calculating the variation of the SASA of Trp7 

as the simulation progresses. Since the simulations were adequately performed to observe 

the early unfolding of apoMb, only the SASA of Trp7 was measured as this residue is ad-

jacent to the surface of the protein and may  provide a more substantial change in SASA 

compared to Trp14 which remain embedded in the hydrophobic core during the simula-

tion. (Figure 6.5) [38-43] Computing the SASA of Trp7 enabled the direct inspection of 

the solvent accessibility of the hydrophobic core since Trp7 is situated in the hydrophobic 

core. [38-43] Plots of the SASA of Trp7 versus simulation time exhibited in Figure 6.7 A 

agreed with the stability  order documented by  Luo et al. for E109A, E109G and G65A/

G73A mutants. [11] In order to illustrate the accessibility of Trp7 to the surrounding sol-
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vent molecules with better clarity, the distribution curves of the SASA calculated for Trp7 

residue in the four apoMb variants were also plotted in Figure 6.7 B.

 

Figure 6.7: (A) Changes in the solvent accessible surface area (SASA) of Trp7 with time 

and (B) the distribution of the SASA of Trp7 in wild type (black), E109A (red), E109G 

(green) and G65A/G73A (blue).

 The peaks of the distribution curves of both wild type apoMb and G65A/G73A 

overlap at approximately  similar SASA values demonstrating the minimal effect that  the 

double mutation has on the stability of apoMb in solution. Using wild type apoMb as the 

standard, enhanced protection of the hydrophobic core of apoMb with E109A mutation 

was observed as the distribution curve of E109A in Figure 6.7 B peaked at  a smaller 

SASA value indicating the poor solvent accessibility of Trp7 compared to wild type 

apoMb. On the other hand, the hydrophobic core of apoMb became more accessible to the 

aqueous environment upon E109G mutation as the largest peak value was recorded for 

the distribution curve of E109G in Figure 6.7 B. These observations showcased the sig-

nificance of hydrophobic core stabilization in securing the stability of apoMb as minimal 
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exposure of the hydrophobic core to the surrounding solvent, as portrayed in E109A, led 

to the enhanced stability of the mutants relative to wild type apoMb.

Correlation Map

 On top of comparing the stability of the apoMb variants based on their overall 

conformations (vide supra), the dynamics aspects of the unfolding of apoMb variants in 

urea solution at low pH were also explored to gain better understanding of the disparity in 

the dynamic activities of the proteins which led to the difference in stability. Correlation 

matrix is one useful method that is often utilized to depict the complex dynamical details 

of proteins in simple two-dimensional graphs. In this study, correlation matrices of four 

apoMb variants were calculated to observe the correlation in the dynamics of the helices 

and loops of apoMb during the last 5 ns of the simulation. Only one out of two trajecto-

ries acquired was used to obtain the correlation matrices of the four apoMb variants. The 

red regions on the correlation map portrayed in Figure 6.8 represent the concerted motion 

of residues in a similar direction while the blue regions represent the non-correlated 

movement of residue pairs. Correlated motions between the structural domains of apoMb 

may be the result of the formation of short-range or long-range interactions among helices 

and loops of apoMb. Inferences pertaining to the loss or gain in interactions between or 

among secondary  structures of the apoMb variants could be made by scrutinizing the cor-

relation maps plotted in Figure 6.8 and having a thorough understanding of the three-

dimensional structure of apoMb.
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Figure 6.8: (A) Correlation maps of wild type apoMb, E109A, E109G and G65A/G73A 

with the eight helical domains represented by color-coded boxes going from Helix A 

(blue) to Helix H (purple). Schematic representations of apoMb with the helices and loops 

involved in (B) Region 1, (C) Region 2 and 3 and (D) Region 4 highlighted.

 Four regions, with contrasting correlation intensities among the wild type apoMb, 

E109A, E109G and G65A/G73A have been pointed out and labeled accordingly in Figure 
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6.8 A above. Region 1 depicts the correlated movements of loop  GH and helices A, G and 

H that encircled the hydrophobic core and this feature is commonly termed as the AGH-

core. [13, 14, 41, 44-47] The assembly of the AGH-core is one of the early  events that 

occur during the folding process of apoMb and this feature is highly  stable under low pH 

and at high temperatures albeit the partial unfolding of helices A, G and H. [13, 14, 41, 

44-47] The conservation of the AGH-core was evident by  the positive correlation ob-

served in Region 1 for all apoMb variants signifying the concerted movement of struc-

tural domains that made up  the AGH-core. However, the difference in the intensities of 

the dynamical correlation of helices A, G and H across the four apoMb variants implied 

the difference in the stability  of the AGH-core which may arise as a consequence of the 

disruption of hydrophobic interactions in the presence of urea and low pH conditions. 

 AGH-core destabilization is the most discernible in E109G as seen by  the weaker 

correlation in motion for residues in loop GH and helices A, G and H compared to the 

other apoMb variants. (Figure 6.8 A and Figure 6.8 B) In contrast, the residues in the 

AGH-core of E109A and G65A/G73A demonstrated a better correlation compared to wild 

type apoMb, connoting the augmentation of the stability of the AGH-core of apoMb by 

performing E109A and G65A/G73A mutation. Even though the results obtained for 

E109A and E109G are consistent with the experimental results reported by  Luo et al., 

G65A/G73A mutation which was documented to cause a slight disruption in the stability 

of apoMb was shown to stabilize the AGH-core. [11] In this case, the improved stability 

of the AGH-core in G65A/G73A might suggest the likelihood of additional structural fac-

tors contributing to the destabilization of the overall conformation of apoMb.

 Loop EF is a structural feature proximal to the AGH-core and may very  likely aid 

in the stabilization of the hydrophobic center. (Figure 6.8 C) The regions labeled 2 and 3 
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in Figure 6.8 A reflected the presence of interactions between loop EF and helix A and 

between loop EF and helix H respectively. (Figure 6.8 C) Weaker correlations in the dy-

namics of loop EF and helices A and H in regions 2 and 3 were noted for E109G and 

G65A/G73A compared to that of wild type apoMb. On the other hand, the correlation 

map of E109A displayed similar dynamical correlations for the domains in regions 2 and 

3 as that of wild type apoMb. The lack of interactions between loop EF and helix A/H in 

E109G and G65A/G73A may have ensued due to the disruption of hydrogen bonds previ-

ously formed between Glu4 (Helix A) and Lys79 (loop EF) and between Asp141 (Helix 

H) and His 82 (loop EF) which will be discussed later in this chapter. The breaking of the 

aforementioned hydrogen bonds could possibly  cause loop EF to move away from Helix 

A/H making the hydrophobic core more susceptible to solvent penetration. Based on the 

variation of the correlation intensities portrayed by the four apoMb variants in Region 1 

to 3 in Figure 6.8 A, the importance of hydrophobic core stabilization in either maintain-

ing or enhancing the overall stability of apoMb in solution was aptly reflected by E109A 

and wild type apoMb. Both proteins showed significant correlation in motion of residues 

in Region 1 to 3. The significant correlation in these regions signified the presence of in-

teractions among structural domains enclosing the hydrophobic core (Helices A, G and H, 

and loop EF and GH). These interactions most likely play  a crucial role in protecting the 

hydrophobic center from hydration, hence stabilizing the three dimensional conformation 

of apoMb.

 Another feature of the apoMb that is of relevance to this study is the heme pocket 

which was left unoccupied after the removal of heme from myoglobin to generate apoMb. 

(Figure 6.1) Haliloglu and Bahar conducted a coarse-grained dynamic Monte Carlo simu-

lation which revealed the substantial fluctuations of structural motifs located in the vicin-

ity  of the heme pocket namely Helix F, loop FG and sections of apoMb starting from the 
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C-terminus of Helix B and ending at the N-terminus of Helix E. [48] (Figure 6.8 D) The 

intensified fluctuations of the aforementioned structural motifs were reported by Halilo-

glu and Bahar to be triggered by the collapsing of these motifs into the vacant heme 

pocket. [48] The tendency  of Helix F, loop FG and the C-terminus of Helix B to the N-

terminus of Helix E to move into the empty heme pocket was reproduced through this 

study. Positive correlations in motion displayed in the region labeled 4 in Figure 6.8 A for 

all apoMb variants indicated the movement of the residues in the aforementioned struc-

tural motifs along a similar direction. This observation implied the probable development 

of contacts among Helix F, loop FG and the C-terminus of Helix B to the N-terminus of 

Helix E upon collapsing into the vacant heme site.

 The examination of the correlation map in Figure 6.8 A showed that the apoMb 

with E109G mutation exhibited the least  correlated dynamics in region 4 while similar 

dynamical correlation was observed for the rest of the apoMb variants. This lack of corre-

lation in the motion of Helix F, loop FG and the C-terminus of Helix B to the N-terminus 

of Helix E in E109G may be due to the loss of interactions among these structural motifs 

which subsequently increase the solvent accessibility  of the heme pocket. This event may 

expedite the unfolding of E109G compared to its other counterparts as the solvation of the 

heme pocket may simultaneously cause the hydration of the hydrophobic center which is 

adjacent to the heme binding site.

Principal Component Analysis and RMSF

 In the presence of factors promoting the denaturation of apoMb, several events 

related to the unfolding process could be observed through short MD simulations. Some 

of these events include the loosening of the compact hydrophobic core, which had been 

explored earlier in this chapter, and the increasing fluctuations of loops and helices of 
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apoMb, in particular loop EF and helix F, which will be explored by performing principal 

component analysis (PCA) and calculating the root-mean-square fluctuations (RMSF) of 

apoMb residues. [14, 49] PCA is a well-established technique that simplifies the study of 

protein dynamics by limiting the 3N (N being the number of atoms in the protein) degrees 

of freedom of the protein to essential degrees of freedom that describe the functionally 

critical motions of the protein. [50, 51] PCA was performed on one of the two trajectories 

acquired for the apoMb variants and key motion modes representing the unfolding of 

apoMb were identified and visualized using Interactive Essential Dynamics (IED) pro-

gram with Visual Molecular Dynamics (VMD) as a display interface to observe and com-

pare motion modes associated to the fluctuations of loop EF and Helix F. [52, 53] 

 ApoMb proteins with destabilizing mutations are expected to experience greater 

fluctuations in loop EF and Helix F compared to native apoMb due to the more rapid un-

folding of the mutated protein under denaturing conditions. E109G apoMb, which possess 

a destabilizing mutation, showed the most fluctuations at  loop EF and helix F in Figure 

6.9 A and this observation was further corroborated by the higher RMSF values discerned 

for residues in loop EF and helix F of E109G compared to the other apoMb proteins in 

Figure 6.9 B. The larger fluctuations of loop EF and Helix F of E109G monitored through 

PCA and RMSF plots in Figure 6.9 supports the weak correlation of the dynamics of He-

lix F, loop  FG and the C-terminus of Helix B to the N-terminus of Helix E portrayed in 

the correlation map of E109G in Figure 6.8 A. The augmented fluctuations of loop EF and 

Helix F of E109G compared to wild type apoMb may have caused helix F and loop FG to 

move in the opposite direction resulting in the loss of interactions among the domains 

represented by  region 4 in the correlation map plotted in Figure 6.8 A for E109G. Moreo-

ver, the outward shift of loop EF and Helix F in E109G away from the empty heme 

pocket supported the notion that the loss of interactions among Helix F, loop FG and the 
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C-terminus of Helix B to the N-terminus of Helix E, exposed the heme pocket to the sur-

rounding solution. This occurrence concurrently promoted the hydration of the hydropho-

bic core which subsequently led to the dramatic increase in the SASA of E109G showed 

in Figure 6.6.

Figure 6.9: (A) Cartoon representations of fluctuations observed for WT, E109A, E109G 

and G65A/G73A through PCA. The color transition from first to last  frame goes from red 

to white to blue. The RMSF of the CA atoms of (B) Loop EF and (C) Helix F.

Hydrophobic Core and Hydrogen Bonding

 A tightly  packed hydrophobic core is one of the most pivotal physical characteris-

tics of globular proteins that govern the stability, native structure and properties of pro-

teins in general. [54] This fact substantiates the analyses that have been conducted hith-

erto, which attributed the stability of apoMb to the conservation of the hydrophobic core, 

and this is best illustrated by E109A, the apoMb with stabilizing mutation. Globular pro-
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teins fold into its native state in a manner which ensures that  the non-polar residues are 

buried in the protein interior while the polar residues will line the protein surface prevent-

ing water from interacting with the non-polar residues. In this part of the chapter, we ex-

plored the role of hydrogen bonds on the protein surface in protecting the hydrophobic 

center of apoMb from hydration. Hydrogen bonds that are established on the surface of 

E109G and may  potentially  serve as gates for solvent penetration when disrupted during 

unfolding were identified using ptraj module in AmberTools. [21] Hydrogen bond analy-

sis was only conducted for E109G as this mutant showed the most increase in SASA dur-

ing the simulation compared to the other apoMb variants denoting the greater accessibil-

ity  of the hydrophobic core of E109G to the external environment. (Figure 6.6) This will 

provide us with a clearer correlation between the breaking of hydrogen bonds and the 

swelling of the hydrophobic core in apoMb.

 From the hydrogen bond analysis conducted for E109G, six hydrogen bonds are 

identified and exhibited in Figure 6.10 A and B. The six hydrogen bond pairs distin-

guished include:

(i) Glu6 (Helix A) and Lys133 (Helix H)

(ii) Asp27 (Helix B) and Arg118 (Helix G)

(iii) His12 (Helix A) and Asp122 (loop GH) 

(iv) His116 (Helix G) and Gln128 (Helix H)

(v) Glu4 (Helix A) and Lys79 (loop EF)

(vi) His82 (loop EF) and Asp141 (Helix H)

                                                                      113



Figure 6.10: (A) Cartoon representation of apoMb with four hydrogen bonds formed be-

tween Glu6 and Lys133, between His12 and Asp122, between His116 and Gln128 and 

between Asp27 and Arg118 displayed using licorice representation. (B) Cartoon represen-

tation of apoMb with two hydrogen bonds formed between Glu4 and Lys79 and between 

His82 and Asp141 displayed using licorice representation. The hydrophobic core of 

apoMb is represented using surface representation colored magenta.

 As portrayed in Figure 6.10, the six hydrogen bonds are well-distributed around 

the circumference of the AGH-hydrophobic core. To study the effect of hydrogen bond 

disruption on the stability of the hydrophobic core, changes in the distance between the 

hydrogen bond pairs listed above were calculated and showed in Figure 6.11. With the 

exclusion of the newly formed hydrogen bond between Asp27 and Arg118 observed in 

Fig 6.11, the rest of the hydrogen bond pairs identified above showed notable interruption 

in hydrogen bonding as evidenced by the increase in the hydrogen bond length with time. 

Based on the plot presented in Figure 6.11, hydrogen bonds formed between Glu4 and 

Lys79, between His12 and Asp122, and between His82 and Asp141, possibly  play a vital 

role in guarding the hydrophobic core from the initial entry  of solvent molecules as dis-
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ruption of these hydrogen bonds were noted after 2 ns into simulation. This is consistent 

with the rise in the SASA of E109G around similar simulation time as showed in Figure 

6.6. After 2 ns, the rise in the SASA of E109G persisted and this may stem from the 

breaking of two more hydrogen bonds between Glu6 and Lys133 and between His116 and 

Gln128.

Figure 6.11: Plot of distance between six hydrogen bond pairs namely Glu6 and Lys133, 

Asp27 and Arg118, His12 and Asp122, Gln128 and His116, Glu4 and Lys79, and Asp141 

and His82 against time.

 The breaking of the hydrogen bond between His116 and Gln128 occurs 5 ns into 

the simulation and this event consequently resulted in the development of a new hydrogen 

bond between Asp27 and Arg118 at around the 6 ns mark, causing helices G and H to 

separate. This event sequentially led towards the solvation of the hydrophobic core which 

was corroborated by  the continuous increase in SASA of E109G during the simulation. 
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(Figure 6.6) Through a computational study  that involved the force-induced unfolding of 

apoMb, Choi et al. highlighted the loss of interactions between helices G and H as one of 

the main driving force prompting the unfolding of apoMb by promoting the disruption of 

the hydrophobic core. [13] Combining the distance plots in Figure 6.11 and the observa-

tions acquired from the correlation maps in Figure 6.8 A, the breaking of the hydrogen 

bonds between His82 and Asp141 and between His116 and Gln128 may  contribute to the 

almost non-existent correlation in motion between loop  EF and helix A/H of E109G (Re-

gion 2 and 3 in Figure 6.8 A). Additionally, the disruption of these two hydrogen bonds 

may also contribute to the increase in the fluctuations of loop EF and helix F that were 

depicted in Figure 6.9 (PCA and RMSF plots), which subsequently cause helix F, loop FG 

and the C-terminus of helix B to the N-terminus of helix E to be poorly  correlated in mo-

tion compared to the other protein variants. (Figure 6.8 A, Region 4 and Figure 6.8 D) 

These sequence of occurrences resulted in the solvation of the protein interior which in 

turn loosened the compact hydrophobic core, validating the small correlation among resi-

dues in the AGH-core observed in the correlation map  of E109G in Figure 6.8 A (Region 

1).

 The breaking of the five hydrogen bonds (Figure 6.11) may also be induced by  

interactions established between the urea-water solution and amino acids that were ini-

tially  involved in the formation of the five hydrogen bonds namely  Glu4, Glu6, His12, 

Lys79, His82, His116, Asp122, Gln128, Lys133 and Asp141. Hydrogen bond analyses 

conducted for the last 5 ns of the simulations performed for E109G showed the formation 

of hydrogen bonds between the urea-water solution and charged amino acids namely 

Glu4, Glu6, Asp122, Gln128 and Asp141. Since the hydrogen bonds formed between the 

urea-water solution and the charged amino acids were mostly transient, hydrogen bond 

distances were not calculated. Instead, Figure 6.12 below showcased the clustering of wa-
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ter and urea molecules around the hydrogen bond pairs which subsequently caused the 

hydrogen bonds to be disrupted hence providing an access for the urea-water solution to 

enter the hydrophobic core.

Figure 6.12: (A) Schematic representation of urea-water clusters in the vicinity of hydro-

gen bonds formed between (A) Glu4 and Lys79 and His12 and Asp122 (B) Glu4 and 

Lys79, Glu6 and Lys133, His82 and Asp141 and His116 and Gln128. Ball-and-stick rep-

resentation was used for urea (carbon atoms in cyan) and water molecules. This figure 

was generated using Schrodinger Suite 2011. [55]

6.4  Conclusion

 The analyses conducted thus far had justified the capacity of MD simulation in 

determining the stability  of apoMb upon mutation, evident from the consistency in results 
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attained theoretically  here with the experimental observations documented in Ref 11. 

With the combination of suitable analytical tools, factors influencing the stability of the 

protein could be harnessed from the trajectories acquired hence eliminating the likelihood 

of committing erroneous mutation that may alter the tertiary structure and function of the 

protein upon mutagenesis. Despite the small benchmark study conducted here, the feasi-

bility of applying MD simulation in predicting the stability of larger proteins upon muta-

tion is possible with the ever-growing computational resources and the accessibility  of 

state-of-art theoretical tools to researchers. Through the implementation of MD simula-

tion as a test to predict the stability of proteins upon mutagenesis, the workload and ex-

penditure of experimental researchers are lightened and the efficiency of research work 

can be potentially improved.
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Chapter 7  Summary

 MD simulation is one of the most frequently used computational tools in the theo-

retical study of biological macromolecules especially  proteins. In the writing of this the-

sis, the use of MD simulation in the investigation of the fluctuation, dynamics and ther-

modynamics of proteins has been explored and this includes studies related to structural 

variation (Chapter 3), protein folding (Chapter 4), free energy study of metalloprotein 

(Chapter 5) and determination of protein stability (Chapter 6). Additionally, the impor-

tance of incorporating the effects of the electrostatic environment of the protein into the 

force field used was also evaluated through the study reported in Chapter 4 and 5 which 

showed results that have better consistency with experimental data upon explicit consid-

eration of environment effects.

  Protein misfolding is one of the leading causes of protein-related diseases such as 

diabetes, Alzheimer’s disease and Parkinson’s disease which prevalence is expected to 

increase due to the aging population. For this reason, numerous studies related to protein 

misfolding have been conducted to better understand the mechanism of these protein-

related diseases. In Chapter 3 of this thesis, the mechanism causing the variation in the 

secondary  structure of an engineered protein from β-sheet to α-helix was scrutinized us-

ing  REMD simulation. The transition from β-sheet to α-helix was revealed to be 

prompted by the unpacking of the hydrophobic core of α/4β-GA88 which induces the un-

folding of the β-sheet to form α-helix. This study underlines the capacity of MD simula-

tion to model conformational changes which is especially useful in studies concerning 

protein misfolding which is crucial for the understanding of folding diseases. The MD 

simulation conducted in Chapter 3 also portrayed the underlying bias in the force field 

used which may likely be due to the inability of the conventional force field to provide 
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effective descriptions for the changes in the environment of the protein atoms during fold-

ing and unfolding.

 Conventional force fields popularly used in MD studies often lack the polarization 

energy term. While the use of basic force field is sufficient for a significant number of 

MD studies, most of the time, the lack of polarization effect may lead to the extraction of 

flawed structural and dynamical details from the MD simulation performed. In the case of   

the study pertaining to the determination of protein stability  discussed in Chapter 6, the 

use of basic force field gave rise reasonable results which agreed well with experimental 

data. However, the lack of electrostatic environment effect in the ab initio folding of 2khk 

in Chapter 4 and the determination of the reduction potential of rubredoxin in Chapter 5 

led to results which divert from experimental observations. For example, the use of AM-

BER ff03 force field in the folding of 2khk led to a structure which deviates from the 

NMR structure of 2khk. However, when polarization effects of hydrogen bonds were con-

sidered through the AHBC scheme, the folding of 2khk proceeded with ease to assume a 

structure close to experiment with best backbone RMSD of 1.3 Å. This study showcases 

the importance of polarization effect in the ab initio folding of proteins as the on-the-fly 

charge update offered by AHBC scheme will ensure that the changes in the environment 

of the protein’s atoms induced by  changes in conformation are considered during the 

simulation. Similarly, the importance of protein environment was emphasized through the 

study discussed in Chapter 5 whereby the gradual increase in the consideration of the 

electrostatic environment around the iron atom led to a better prediction of the reduction 

potential of the three rubredoxin mutants namely L41A, V44A and V44G. 

 Through this thesis, the predictive power of MD simulations to anticipate the out-

come of experimental studies was also showcased in Chapter 4, 5 and 6 whereby the re-
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sults achieved theoretically  are comparable to that  of experiment. The ease of the usage of 

MD simulation also pushes this computational tool as an essential gadget in experimental 

laboratories since useful informations such as intra- and intermolecular interactions, 

thermodynamics, kinetics, dynamics and binding affinities can be obtained at a lower cost 

within a shorter period of time compared to traditional experiments. Even though theo-

retical studies to date still require empirical information, the continuous advancement in 

ab initio calculations may propel MD simulation to be a powerful tool that can predict the 

dynamics and properties of proteins and other non-protein materials (organic and inor-

ganic compounds, metal alloys and nano-materials) with the use of minimal experimental 

data in the future.
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Appendix 

Simulation details for the equilibration of wild type apomyoglobin in water

 Prior to the mutation of apoMb to obtain mutants of interest namely E109A, 

E109G and G65A/G73A, wild type apoMb was obtained by removing the heme moiety 

from the sperm whale myoglobin structure (PDB id: 1BZP) and relaxed in TIP3P water 

for 500 ps. [1, 2] Before solvating the protein in water box, hydrogen atoms were added 

and histidine residues at position 36, 81 and 116 were doubly protonated to resemble 

apoMb at neutral pH. [3] The wild type apoMb was solvated in an octahedral TIP3P water 

box with a minimum distance of 10 Å set  between the protein and edge of the water box. 

[2] Chloride ions were added to neutralize the system. These steps were simplified with 

the aid of the LEaP module in AmberTools 1.2. [4] AMBER ff99SB force field was em-

ployed to conduct this simulation. [5, 6] Particle mesh Ewald (PME) method was used to 

calculate long-range electrostatic interaction and SHAKE algorithm was implemented to 

constrain all covalent bonds involving hydrogen atoms. [7, 8]

 Before proceeding with the equilibration step, the solvent molecules were mini-

mized for 5000 steps with steepest descent minimization conducted for the first 1000 

steps followed by minimization using conjugate gradient method thereafter. This was fol-

lowed by the minimization of the entire system for 10000 steps using steepest descent 

method and another 10000 steps of minimization using conjugate gradient method. After 

minimization, the entire system was heated from 10 K to 277.15 K for 100 ps using Lan-

gevin thermostat in canonical ensemble with a collision frequency  of 4 ps-1 and the 

protein was weakly restrained using a harmonic constant of 5 kcal/mol/Å2 during heating. 

[9, 10] Subsequently, the protein was equilibrated in the water box for 500 ps at 277.15 K 

using a time step of 2 fs. 
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