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Abstract 

Since its discovery, TiNi-based shape memory alloys (SMAs) have 

attracted much attention and have spawned various innovative applications in 

the biomedical, aerospace, robotic and automotive industries. Besides high 

strength, ductility and biocompatibility, TiNi-based SMAs exhibit unique 

properties such as shape memory effect (SME) and superelasticity (SE) which 

are associated with reversible martensitic transformation (MT). However, even 

as TiNi-based SMAs have been discovered and used for many decades, a 

refined atomic-level understanding of MT is still lacking. With the rapid 

development of high performance computing, computational methods are 

playing an increasingly important role in materials research. By using 

computational methods, the martensite structures of TiNi-based SMAs at 

quantum level are explored in detail here. 

In the present work, the martensite crystal structures, electronic structures 

and atomic displacements of TiNi and TiNiCu alloys have been studied based 

on ab initio Density Functional Theory (DFT) calculations. The computational 

results are compared with previous experimental data and it is found that the 

equilibrium lattice constants are in good agreement with reported values. It is 

observed that for TiNiCu alloys with Cu content between 0 at% to 25 at%, and 
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this Cu addition to TiNi, the martensite lattice parameters a and c and the 

monoclinic angle decrease, whereas the lattice parameter b increases. When Cu 

content reaches 20 at%, the monoclinic martensite crystal structure becomes 

unstable and an orthorhombic crystal structure is formed. However, when Cu 

content exceeds 25 at%, the changes of lattice parameters are insignificant, in 

which a decreases slightly while b and c increase slightly, and the stable 

martensite structure remains orthorhombic. 

Furthermore, as a result of Cu addition to TiNi, the electrons which escape 

from Ti atom increase linearly. Since each Cu atom attracts more electrons than 

Ni atom, fewer charge transfer from Ti to Ni has occurred compared to that in 

binary TiNi alloy. With increasing Cu content, the distance between two 

neighboring Ni/Cu atoms increases along the x-axis while two neighboring Ti 

atoms get closer, which is responsible for the rotation of the (100) plane, 

leading to a decrease in the monoclinic angle. The charge transfer between Ti 

and Ni/Cu atoms is suggested to be responsible for the observed atomic 

displacements. Since the displacements of both Ti and Ni/Cu atoms along the 

x-axis are progressive, there is no dramatic change in TiNiCu martensite crystal 

structures but the monoclinic angle decreases gradually until the orthorhombic 

structure is formed. 



 

IV 

 

List of Publications 

1. “An investigation on the crystal structures of Ti50Ni50−xCux shape memory alloys 

based on density functional theory calculations” 

Gou L, Liu Y, Ng TY.  

Intermetallics 53:20-25 (2014). 

2. “Crystal structures of Ti50Ni50-xCux shape memory alloys investigated by DFT 

calculations” 

Gou L, Liu Y, Ng T Y.  

Proceedings of SMART 2015, the 7th ECCOMAS Thematic Conference on 

Smart Structures and Materials, 3 – 5 June 2015, Ponta Delgada, Azores, 

Portugal (2015). 

3. “Effect of Cu content on atomic positions of Ti50Ni50-xCux shape memory alloys 

based on density functional theory calculations” 

Gou L, Liu Y, Ng T Y.  

Metals 5: 2222-2235 (2015). 

4. “Effect of charge chansfers on lattice properties of TiNiCu shape memory alloys” 

Gou L, Liu Y, Ng TY.  

In preparation. 

  



 

V 

 

Contents 

Acknowledgements ...................................................................................................... I 

Abstract ........................................................................................................................ II 

List of Publications ................................................................................................... IV 

Contents ....................................................................................................................... V 

List of Figures ......................................................................................................... VIII 

List of Tables ............................................................................................................. XI 

List of Abbreviations and Symbols ........................................................................ XII 

Chapter 1 Introduction ................................................................................................ 1 

1.1 Background of the research problem ..................................................... 1 

1.2 Objective and Scope .............................................................................. 5 

1.3 Organization of The Thesis .................................................................... 8 

Chapter 2 Literature Review on TiNi-based SMAs ................................................ 10 

2.1 Shape Memory Alloys and Related Phenomena ...................................... 10 

2.1.1 Shape Memory Alloys ......................................................................... 10 

2.1.2 TiNi-based Shape Memory Alloys ....................................................... 11 

2.1.3 Shape Memory Effect .......................................................................... 15 

2.1.3.1 Mechanism of Shape Memory Effect.................................................... 16 

2.1.3.2 One-way Shape Memory Effect ............................................................ 18 

2.1.3.3 Two-way Shape Memory Effect ........................................................... 19 

2.1.4 Superelasticity ...................................................................................... 21 

2.1.5 Application of Shape Memory Alloys ................................................. 23 

2.2 Phase Transformations in TiNi-based SMAs ........................................... 26 

2.2.1 Crystal Structures in TiNi-based SMAs ............................................... 27 

2.2.2 Temperature-induced Martensitic Transformation .............................. 30 



 

VI 

 

2.2.3 Stress-induced Martensitic Transformation ......................................... 31 

2.3 Transformation Paths in TiNi-based SMAs ............................................. 32 

2.4 Recent Computational Studies of TiNi-based SMAs ............................... 39 

Chapter 3 First-Principle Method ............................................................................ 46 

3.1 Background .............................................................................................. 46 

3.2 The Schrödinger Equation ........................................................................ 47 

3.3 Hartree-Fock Theory ................................................................................ 49 

3.3.1 Slater Determinant ............................................................................... 50 

3.3.2 Hartree-Fock Theory ............................................................................ 52 

3.3.3 Limitations of Hartree-Fock Theory .................................................... 53 

3.4 Density Functional Theory ....................................................................... 54 

3.4.1 Hohenberg-Kohn Theorem .................................................................. 55 

3.4.2 Kohn-Sham Theory .............................................................................. 57 

3.4.3 Local Density Approximation .............................................................. 59 

3.4.4 Generalized Gradient Approximation .................................................. 60 

3.4.5 Limitations of Density Functional Theory ........................................... 61 

3.5 CASTEP Based on DFT ........................................................................... 62 

3.5.1 Geometry Optimization ........................................................................ 63 

3.5.2 Pseudopotentials ................................................................................... 64 

3.5.3 Energy Cutoff ....................................................................................... 66 

3.5.4 Mulliken Population Analysis .............................................................. 66 

3.5.5 The Density of State ............................................................................. 67 

3.6 Convergence Test ..................................................................................... 69 

3.7 Structure Optimization of Equiatomic TiNi in Martensite ....................... 71 

Chapter 4 Calculated Results and Related Discussions ......................................... 77 

4.1 Background .............................................................................................. 77 

4.2 Computational Methodology .................................................................... 78 

4.3 Effect of Cu Content on Crystal Structure of TiNiCu SMAs................... 79 

4.3.1 Research Method .................................................................................. 79 

4.3.2 Results and Discussions ....................................................................... 82 



 

VII 

 

4.3.3 Summary .............................................................................................. 91 

4.4 Effect of Cu Content on Atom Positions of TiNiCu SMAs ..................... 92 

4.4.1 Research Method .................................................................................. 92 

4.4.2 Results and Discussions ....................................................................... 94 

4.4.3 Summary ............................................................................................ 106 

4.5 Effect of Charge Transfers on Lattice Properties of TiNiCu SMAs ...... 107 

4.5.1 Research Method ................................................................................ 108 

4.5.2 Results and Discussions ..................................................................... 109 

4.5.3 Summary ............................................................................................ 119 

Chapter 5 Conclusions and Future Work ............................................................. 121 

5.1 Summary ................................................................................................ 121 

5.2 Conclusions ............................................................................................ 122 

5.3 Suggestions for Future Work ................................................................. 124 

Reference .................................................................................................................. 127 

  



 

VIII 

 

List of Figures 

Figure 2.1 Phase diagram of TiNi alloy [49]. ....................................................... 12 

Figure 2.2 A Typical DSC Curve of TiNi Shape Memory Alloy ......................... 13 

Figure 2.3 Relationship between nickel content and transformation start 

temperature [51]. ........................................................................................... 14 

Figure 2.4 Schematic of a stress-strain-temperature curve showing the shape 

memory effect [56]. ....................................................................................... 16 

Figure 2.5 Mechanism of shape memory effect: (a) original parent single crystal, 

(b) self-accommodated martensite, (c-d) deformation of martensite proceeds 

by the growth of one variant at the expense of the other, (e) upon heating to a 

temperature above Af, each variant reverts to the parent phase in the original 

orientation by the reverse transformation [63]. ............................................. 18 

Figure 2.6 Illustration of two-way shape memory effect [64]. ............................. 20 

Figure 2.7 Schematic of a superelastic stress-strain diagram [56]. ....................... 22 

Figure 2.8 Applications of shape memory component in automotive [76-78]. .... 24 

Figure 2.9 The variable geometry chevron developed by Boeing [88]. ................ 25 

Figure 2.10 Example of biomedical application of SMAs [106]. ......................... 26 

Figure 2.11 Crystal structure of TiNi alloys (a) in austenite B2 phase (b) in 

martensite B19′ phase. .................................................................................. 28 

Figure 2.12 Phase transformation versus temperature curve. ............................... 31 

Figure 2.13 Three transformation paths in TiNi-based alloys [71]. ...................... 32 

Figure 2.14 Electrical resistivity and temperature curves for the three martensitic 

transformations in TiNi-based alloys: (a) B2-B19′ transformation; (b) 

B2-R-B19′ transformation; (c) B2-B19-B19′ transformation [71]................ 34 

Figure 2.15 Effect of Cu content on transformation temperatures of TiNiCu alloys 

[121]. ............................................................................................................. 36 

Figure 2.16 Elongation(ε)-temperature(T) curves under the nearly same stress 

(about 40 MPa) for TiNiCu alloys [121]. ...................................................... 37 

Figure 2.17 Lattice parameters of TiNiCu alloys with different Cu content [122].

 ....................................................................................................................... 38 

Figure 2.18 Lattice parameters of TiNiCu martensite phase with different Cu 

content [123]. ................................................................................................ 39 

Figure 2.19 The BCO minimum-energy structure with further doubled 

conventional cell (shaded box) [126]. ........................................................... 40 

Figure 2.20 The twinned supercells constructed using (a) B19′ structural 

parameters and (b) BCO structural parameters before their optimization. (c) 

The result of the optimization process. [131]. ............................................... 42 



 

IX 

 

Figure 2.21 Crystal structure of B19′′ phase [134]. .............................................. 43 

Figure 2.22 Energy of B19′, B19′′ and BCO with different monoclinic angle [134].

 ....................................................................................................................... 43 

Figure 2.23 The 2×2×2 supercells of (a) Ti50Ni50; (b) Ti50Ni43.75Cu6.25; (c) 

Ti50Ni37.5Cu12.5; (d) Ti50Ni31.25Cu18.75; (e) Ti50Ni25Cu25. [137]. ...................... 44 

Figure 3.1 Flow chart of Hartree-Fock method..................................................... 53 

Figure 3.2 Flow chart of DFT method. ................................................................. 62 

Figure 3.3 Convergence test for cutoff energy. ..................................................... 70 

Figure 3.4 Convergence test for k-points. ............................................................. 71 

Figure 3.5 Energy change during optimization. .................................................... 73 

Figure 3.6 Illustration of optimization convergence. ............................................ 74 

Figure 3.7 (a) DOS of BCO; (b) DOS of B19′′; (c) PDOS of BCO; (d) PDOS of 

B19′′. ............................................................................................................. 75 

Figure 4.1 Initial unit cells and supercells of Ti50Ni50-xCux (a) unit cell of 

Ti50Ni25Cu25 (b) 1×1×2 supercell of Ti50Ni25Cu25 (c) 1×1×5 supercell of 

Ti50Ni25Cu25 (d, e) 1×1×2 supercell of Ti50Ni37.5Cu12.5 (f) 1×1×5 supercell of 

Ti50Ni45Cu5 (g) unit cell of Ti50Ni50 (h) 1×1×5 supercell of Ti50Ni35Cu15 (i) 

1×1×4 supercell of Ti50Ni31.25Cu18.75 (j) 1×1×5 supercell of Ti50Ni30Cu20. .... 81 

Figure 4.2 Density of states (DOS) for (a) Ti50Ni50; (b) Ti50Ni45Cu5; ................... 86 

Figure 4.3 Variation of lattice parameters with Cu content. ................................. 88 

Figure 4.4 Variation of unit cell volume and monoclinic angle with Cu content. 89 

Figure 4.5 Schematic of the unit cell of (a) B19′ martensite structure, and (b) B19 

martensite structure. ...................................................................................... 93 

Figure 4.6 Projections of the martensite crystal structures along <010> direction 

of (a) binary Ti50Ni50; (b) Ti50Ni45Cu5; (c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; 

(e) Ti50Ni31.25Cu18.75; (f) Ti50Ni30Cu20 and (g) Ti50Ni25Cu25, comparing the 

typical relative average positions of Ni site (blue) and Ti site (grey) along ‘a’ 

and ‘c’ lattice parameters with respect to the binary alloy. ........................... 97 

Figure 4.7 3-D diagrams showing the atomic positions of (a) Ti50Ni45Cu5; (b) 

Ti50Ni37.5Cu12.5; (c) Ti50Ni35Cu15; (d) Ti50Ni31.25Cu18.75; (e) Ti50Ni30Cu20 and 

(f) Ti50Ni25Cu25. ............................................................................................. 98 

Figure 4.8 Schematic diagram showing the transition of martensite crystal 

structure from B19′ to B19 as a result of Cu addition in TiNi. ................... 100 

Figure 4.9 Variation of Ni/Cu-Ti bond length with Cu content. ......................... 102 

Figure 4.10 Band structures and associated partial density of states for (a) binary 

Ti50Ni50; (b) Ti50Ni45Cu5; (c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; (e) 

Ti50Ni31.25Cu18.75; (f) Ti50Ni30Cu20; and (g) Ti50Ni25Cu25 with the Fermi level 

defined at 0 eV. ........................................................................................... 103 



 

X 

 

Figure 4.11 2D total electron density projection plots in the XZ plane with color 

legend indicating magnitude of charge distribution for (a) binary Ti50Ni50; (b) 

Ti50Ni45Cu5; (c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; (e) Ti50Ni31.25Cu18.75; (f) 

Ti50Ni30Cu20; and (g) Ti50Ni25Cu25. ............................................................. 105 

Figure 4.12 Initial unit cells and supercells of Ti50Ni50-xCux (a) unit cell of 

Ti50Ni25Cu25 (b) 1×1×5 supercell of Ti50Ni20Cu30 (c) 1×1×5 supercell of 

Ti50Ni15Cu35 (d) 1×1×2 supercell of Ti50Ni12.5Cu37.5 (e) 1×1×5 supercell of 

Ti50Ni10Cu40 (f) 1×1×5 supercell of Ti50Ni5Cu45 (g) unit cell of Ti50Cu50. ... 109 

Figure 4.13 Variation of lattice parameters and monoclinic angle with Cu content.

 ..................................................................................................................... 112 

Figure 4.14 Density of states (DOS) for (a) Ti50Ni25Cu25; (b) Ti50Ni20Cu30;(c) 

Ti50Ni15Cu35; (d) Ti50Ni12.5Cu37.5; (e) Ti50Ni10Cu40; (f) Ti50Ni5Cu45 and (g) 

Ti50Cu50. ....................................................................................................... 113 

Figure 4.15 (a) 3-D illustration of Ti50Ni25Cu25 (b) Variation of charge transfer 

and Ni/Cu-Ti bond length with Cu content. ................................................ 117 

 

  



 

XI 

 

List of Tables 

Table 2.1 Crystal structures and lattice parameters of the different phases in 

TiNiCu alloys. ............................................................................................... 39 

Table 3.1 Crystallographic data and atomic parameters of TiNi BCO and B19′′. 72 

Table 3.2 Atomic Mulliken populations of BCO and B19′′. ................................. 74 

Table 4.1 Lattice parameters of B2, B19, B19′ and BCO from previous 

experimental and theoretical work. ............................................................... 80 

Table 4.2 Lattice parameters and free energy of Ti50Ni50-xCux alloys obtained by 

the Supercell Method. ................................................................................... 83 

Table 4.3 Lattice parameters and free energy of Ti50Ni50-xCux alloys obtained by 

the Virtual Crystal Method............................................................................ 84 

Table 4.4 Calculated charge transfer per atom in TiNiCu alloys. ......................... 85 

Table 4.5 Lattice parameters of, B19, B19′ and BCO from earlier experimental 

and theoretical works. ................................................................................... 93 

Table 4.6 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.25) from 

VCM. ............................................................................................................ 94 

Table 4.7 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.25) from 

SM. ................................................................................................................ 94 

Table 4.8 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.75) from 

VCM. ............................................................................................................ 95 

Table 4.9 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.75) from 

SM. ................................................................................................................ 95 

Table 4.10. Lattice parameters and free energy of TiNiCu alloys with Cu content 

exceeding 25 at% obtained by the Supercell Method. ................................ 110 

Table 4.11 Lattice parameters and free energy of TiNiCu alloys with Cu content 

exceeding 25 at% obtained by the Virtual Crystal Method. ....................... 111 

Table 4.12 Calculated charge transfer per atom in TiNiCu alloys with Cu content 

exceeding 25 at%. ....................................................................................... 112 

Table 4.13 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu content 

exceeding 25 at% (y = 0.25) from VCM. .................................................... 114 

Table 4.14 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu content 

exceeding 25 at% (y = 0.25) from SM. ....................................................... 115 

Table 4.15 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu content 

exceeding 25 at% (y = 0.75) from VCM. .................................................... 115 

Table 4.16 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu content 

exceeding 25 at% (y = 0.75) from VCM. .................................................... 116 

 



 

XII 

 

List of Abbreviations and Symbols 

 

Abbreviations 
 

BCC      Body-centred Cubic 

BCO      Base-centred Orthorhombic 

BFGS      Broyden–Fletcher–Goldfarb–Shanno 

CASTEP     Cambridge Serial Total Energy Package 

DFT      Density Functional Theory 

DOS      Density of States 

GGA     Generalized Gradient Approximation 

HF      Hartree-Fock 

LDA      Local Density Approximation 

MPA      Mulliken Population Analysis 

MT      Martensitic Transformation 

PBE      Perdew, Burke and Ernzerhof 

PDOS      Partial Density of States 

SCF      Self-consistent Field 

SE       Superelasticity 

SM      Supercell Method 

SMAs      Shape Memory Alloys 

SME      Shape Memory Effect 

VASP      Vienna ab initio Simulation Package 

VCM      Virtual Crystal Method 

VGC      Variable Geometry Chevron 

 



 

XIII 

 

Symbols 

 

Af       Austenitic transformation finish temperature 

As       Austenitic transformation start temperature 

E       Total energy 

ev      Valence electrons 

Exc      Exchange-correlation energy 

h       Reduced Planck′s constant 

H      Hamiltonian operator 

m       Mass 

Mf       Martensitic transformation finish temperature 

Ms       Martensitic transformation start temperature 

p       Momentum 

T       Kinetic energy 

V       Potential energy 

v       Velocity 

β      Monoclinic angle 

σ
Af

       Stress level of austenitic transformation completes 

σ
As

       Stress level of austenitic transformation initiates 

σ
Mf

       Stress level of martensitic transformation completes 

σ
Ms

      Stress level of martensitic transformation initiates 

 

 

 

 



 

1 

 

Chapter 1 Introduction 

1.1  Background of the research problem 

Materials act as an important part in the history of human civilization. 

Among the innumerable material types, metal and alloy materials are 

indispensable for modern human existence. Ever since its discovery, shape 

memory alloys (SMAs), a kind of alloy that can remember the original shape 

and that when deformed returns to its pre-deformed shape when heated, have 

become a hot research topic, and have been widely applied, particularly in the 

biomedical, aerospace, robotic and automotive fields. Shape memory effect 

(SME), an unusual deformation behavior, is one of the most common and 

unique characteristics for the SMAs. The martensitic transformation (MT) is the 

underlying characteristic of the SME. Attributed to the SME, SMAs can 

generate much larger recovery strain and stress as compared to other 

“shape-changing” materials (such as piezoelectric materials etc.). 

Shape memory alloy, or “smart alloy”, was first discovered in 

cadmium-gold alloys by Arne Ölander in 1932 [1]. Later in 1941, Vernon first 

described “shape-memory” for his polymeric dental material [2]. In 1951, the 

shape memory effect was observed by Chang and Read [3] in Au-47.5 at% Cd, 

which however did not attract much attention initially due to its high price. 

Subsequently, the shape memory effect became well known with its discovery 
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in an equiatomic TiNi alloy (also called Nitinol) by William Buehler and 

Frederick Wang at Naval Ordinance Laboratory in 1963 [4, 5]. 

Since its discovery, TiNi alloy has become one of the most commonly used 

materials in a wide spectrum of applications of SMAs. This is a result of the 

many desirable properties possessed by TiNi alloy, such as SME, 

superelasticity, good damping capacity, wear resistance, high strength and 

ductility as well as excellent biocompatibility [6-9]. One example of the 

successful applications is the TiNi eyeglass frame, which can exactly return to 

its original shape after deformation without damaging the frames due to its 

superelasticity. 

Along with the extensive usage of TiNi alloy in various fields, the 

limitation presents gradually. In some cases, the applications are required to 

have narrow or wide transformation temperature hysteresis or to work at 

extreme temperatures. However, TiNi binary alloy cannot fulfill these 

requirements due to the constraint of the MT temperature. In order to change 

the transformation hysteresis and MT temperature, and to improve the physical 

and mechanical properties, various elements, such as Fe, Co, V, Cr, Al, Mn, Pt, 

Pd, Cu and Nb, have been added to TiNi binary alloy [10-30].  

To date, many industries such as automotive and aerospace require SMAs 

possessing high response frequency characteristics. In order to meet this 

requirement, TiNiCu SMAs in which Cu substitutes for Ni, have been widely 

studied owing to their narrow MT temperature hysteresis in comparison with 



 

3 

 

TiNi binary alloy [31]. Recent research indicates that along with Cu added into 

TiNi alloy, the MT temperature remains stable but the MT pathway changes. 

With increasing Cu content in TiNiCu alloy, the transformation temperature 

hysteresis can be reduced to as low as 5K [32]. 

On the other hand, owing to the favorable superelasticity and 

biocompatibility, TiNi alloy has been widely used in biomedical fields. 

Although recent research has pointed out that pure Ni is a toxic element and 

causes Ni-hypersensitivity [33], the majority of biocompatibility studies suggest 

that TiNi alloy has low cytotoxicity (both in vitro and in vivo) as well as low 

genotoxicity [34]. The release of Ni ions depends on the surface state and the 

surface chemistry. Smooth surfaces with well-controlled structures and 

chemistries of the outermost protective TiO2 layer lead to negligible release of 

Ni ions, with concentrations below the normal human daily intake [34]. 

However, the protective TiO2 layer may be destroyed in some extreme 

conditions and this may result in releasing of Ni ions. In view of this concern, 

the research on Ni-free SMAs has been getting more and more traction in recent 

years. To tackle this issue, Cu substitution for Ni in an equiatomic TiNi alloy is 

an excellent choice as it can reduce Ni content, improve the superelasticity and 

also reduce the hysteresis of the superelasticity [29, 35, 36].  

Currently, the research on SMAs is mainly explored experimentally. The 

inherent disadvantages for lab experiments are obvious. Firstly, it is time and 

resource consuming and sometimes, even challenging to fabricate the expected 
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materials due to technical hurdles. For example, Cu content exceeding 20 at% 

embrittles the TiNiCu alloy and adversely affects its formability. Only a few 

experimental investigations with the melt spinning process [37, 38], have been 

conducted to study the TiNiCu alloys with Cu content higher than 25 at% 

[39-41]. Moreover, the lab experiment is difficult to examine the characteristics 

of SMAs at atomic and/or electronic level, which is critical in establishing a 

holistic understanding of the underlying principle of the SME. Thus, a 

theoretical simulation and calculation is necessary to be carried out to solve 

these problems. 

This study carries out three-pronged examines on SMAs at the atomic level, 

namely crystal structures, atomic displacements and charge transfers in the 

TiNiCu alloys in relation to the increasing of Cu content. The crystal structures 

and lattice constants of solids are of fundamental importance in determining the 

phase transformation, microstructural morphologies as well as other physical 

properties of SMAs [42]. A theoretical study on the changes of crystal 

structures of SMAs is indispensable to understand the shape memory effect and 

superelasticity thoroughly. Moreover, the study aims to further examine the 

atomic displacements which are the determinant for the crystal structures. 

Lastly, the study intends to unravel the charge transfers in the TiNiCu alloys, 

which is the mechanism behind the atomic displacements. 

In summary, this research focuses on SMAs that have narrow hysteresis, 

specifically, TiNiCu SMAs with different Cu contents. Through the 
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computational approach, the crystal structures, electronic structures and atomic 

displacements of TiNiCu alloys with different Cu content will be studied and 

the effects of Cu content on crystal structures, electronic structures as well as 

atomic displacements will be examined in detail. 

 

1.2  Objective and Scope 

To date, due to the aforementioned limitations of the experimental 

investigation, there is a lack of a holistic atomic level understanding of the 

relationship among the properties in TiNi-based SMAs, the crystal structures 

and the element content. The aim of the present research is to investigate the 

relationship between element content and crystal structures, electronic 

structures as well as atomic displacements of TiNi-based SMAs using a 

computational method, specifically in TiNiCu alloys. Success in this research 

will provide us an alternative method to examine the SMAs other than mass 

experiments and acts as a useful tool to predict the crystal structures of SMAs, 

which is instrumental for designing new desired SMAs owing specific 

properties. 

In this research, the Cambridge Serial Total Energy Package (CASTEP) 

based on Density Functional Theory (DFT) is used to carry out all the 

calculations with plane-wave pseudo-potential. The numerical results were 

compared with reported experimental data to ensure their reliability. 

Furthermore, the total energies, density of states (DOS) and Mulliken 
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populations have been analyzed. Based on the computational results, the 

mechanism behind the change of crystal structures is established from a 

microstructure point of view. In view of specific applications, such 

understanding can provide a general guideline for designing new alloys with 

desired crystal structures without carrying out a large number of experiments. 

The scope of this research is listed as follows: 

(1) Structure Optimization of Equiatomic TiNi in Martensite 

The model of equiatomic TiNi martensite crystal structure is built based on 

experimental data. After the convergence test, the structure is optimized so as to 

obtain more stable structure. The calculated lattice constants are compared with 

existing experimental results to ensure the method and the basis set used in the 

calculations are reasonable. 

(2) Martensite Crystal Structures in TiNiCu Alloys 

In order to design new SMAs possessing very small transformation 

temperature hysteresis, understanding the effect of alloying on martensite 

structures is of vital importance. In the present study, using the computational 

method, the effect of Cu content on the equilibrium structure of martensitic 

TiNiCu alloys is investigated. The lattice parameters a, b, c and the monoclinic 

angle are compared with experimental observations and a plausible prediction 

of the stable martensite crystal structures in TiNiCu alloys is proposed. 
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(3) Atomic Displacements in TiNiCu Alloys 

The change of crystal structures is generally governed by atomic 

displacement. Understanding the atomic displacement is of primary importance 

for studying the crystal structure transition resulting from alloying. In the 

present study, the atomic positions and displacements in martensite crystal 

structures of TiNiCu alloys are investigated through numerical calculations. 

The atomic positions of TiNiCu alloys with different Cu content are compared 

and the shifting of Ti and Ni/Cu atoms along all the directions are studied. 

Moreover, the rotation of the crystal plane has been analyzed and the 

mechanism behind the crystal structure transition is proposed. 

(4) Charge Transfers in TiNiCu Alloys 

In order to establish a better understanding of the alloying effect on crystal 

structures as well as the shape memory and superelastic effects, the driving 

force for the atomic displacement in TiNiCu alloys is of crucial importance. 

However, little research has been done to explore the reasons behind the 

occurrence of such displacement. In the present study, the charge transfers and 

bond length between different atoms are calculated and the relationship 

between them is also investigated. In addition, a plausible explanation for the 

atomic displacement and crystal structure transition is proposed. Based on the 

computational results, the shape memory effect can be explained in detail and 

the relationship between crystal structure and electronic structure is established. 
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1.3  Organization of The Thesis 

The thesis is presented as follows: 

In the current chapter, Chapter 1, the history of shape memory alloys, 

TiNi-based shape memory alloys in particular, have been introduced. A 

framework of the studies on TiNi-based SMAs was also introduced. 

Chapter 2 presents a literature survey of the shape memory alloys 

(especially TiNi-based shape memory alloys), shape memory effect, 

superelasticity as well as some basic concepts about phase transformations. 

Some earlier computational research results about TiNi-based SMAs are also 

introduced. 

Chapter 3 provides basic information on the methods used to implement 

the first-principle calculations. In this chapter, the convergence test will be 

conducted and followed by the optimization of equiatomic TiNi martensite 

crystal structure. 

In Chapter 4, the calculated results are presented and related discussions 

are conducted. Specifically, results on the effect of Cu content on the stable 

martensite crystal structures as well as the electronic structures of Ti50Ni50-xCux 

(x = 0, 5, 12.5, 15, 18.75, 20, 25) SMAs are presented and discussed; the atomic 

positions as well as their displacements in martensite crystal structures of 

Ti50Ni50-xCux (x = 0, 5, 12.5, 15, 18.75, 20, 25) SMAs are presented and the 

relationship between such displacements and the stable martensite structures are 

discussed; the results of lattice properties of Ti50Ni50-xCux (x = 25, 30, 35, 37.5, 
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40, 45, 50) alloys are presented and the relationship between the charge transfer 

and the lattice properties is discussed. 

Finally, the conclusions were drawn in Chapter 5 and some suggested 

future works are proposed. 
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Chapter 2 Literature Review on TiNi-based 

SMAs 

 

In this chapter, a literature survey of SMAs, especially TiNi-based SMAs, 

including shape memory effect, two-way memory effect, superelasticity as well 

as the applications, are presented. Furthermore, the martensitic phase 

transformation, transformation paths and the crystal structures in TiNi-based 

SMAs are reviewed. Lastly, particular attention is paid to the recent 

computational progress in TiNi-based SMAs. 

2.1 Shape Memory Alloys and Related Phenomena 

2.1.1 Shape Memory Alloys 

Shape memory alloys (SMAs) are often referred to as smart materials. The 

two main characteristics of SMAs are shape memory effect (SME) and 

superelasticity (SE). SMAs are the group of alloys which are able to remember 

their original shape and can recover to that shape upon heating even after being 

highly deformed. This phenomenon is called the SME. At above a critical 

temperature, SMAs can return to the original shape upon unloading after a 

substantial deformation. This phenomenon is called superelasticity, which is 

also sometimes termed pseudoelasticity [43]. 

There are two main classes of SMAs developed as smart materials in recent 

decades. One is the traditional SMAs such as TiNi, CuAlNi, TiNiCu, etc., in 
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which the SME is induced by temperature or stress. The other is ferromagnetic 

SMAs like NiMnGa, FePt, FePb, etc., in which the actuation energy for SME is 

transmitted via magnetic fields [44-48]. In the present research, particular 

attention is given to the traditional SMAs, specifically, TiNi-based SMAs. 

2.1.2 TiNi-based Shape Memory Alloys 

TiNi-based SMAs have been studied extensively due to their highest 

number of commercial applications in various fields, such as biomedical, 

automotive and aerospace industries. These applications exploit mainly two 

unique properties: shape memory effect and superelasticity which are caused by 

martensitic transformation (MT). 

The phase diagram of the TiNi alloy system is of vital importance for 

understanding and improving the shape memory characteristics, and Figure 2.1 

shows the phase diagram of the TiNi alloy system [49]. Our interests are 

restricted to the central region since only equiatomic or nearly equiatomic TiNi 

alloys possess the shape memory effect. 

Like all other metals and alloys, TiNi-based SMAs have more than one 

crystal structure, which is known as polymorphism. The prevailing crystal 

structure or phase for TiNi-based SMAs mainly depends on both temperature 

and external stress. For equiatomic TiNi, it has different phases under different 

conditions. At high temperature the austenite phase presents, and upon cooling 
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the martensite phase occurs due to the martensitic transformation. This 

transformation is reversible when temperature increases. 

 

 

Figure 2.1 Phase diagram of TiNi alloy [49]. 

 

Figure 2.2 shows a typical Differential Scanning Calorimeter (DSC) curve 

of TiNi Shape Memory Alloy. A set of characteristic temperature of 

transformation are as follows: Ms is martensitic transformation start temperature 

upon cooling; Mf is martensitic transformation finish temperature upon cooling; 

As is austenitic transformation start temperature upon heating and Af is 

austenitic transformation finish temperature upon heating. 
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Figure 2.2 A Typical DSC Curve of TiNi Shape Memory Alloy 

 

Martensite phase starts to form when temperature drops below Ms and 

completes transformation when temperature drops below Mf. Austenite phase 

does the opposite and starts to form when the temperature is raised up to As and 

finishes transformation when temperature is above Af. However, there is a gap 

between Ms and Af, and this is called hysteresis. That is to say, the temperature 

range from the martensite to austenite transformation which takes place upon 

heating is higher than that for the reverse transformation upon cooling. The 

difference between these two temperatures upon heating and cooling is termed 

the hysteresis. Generally, the hysteresis is defined as the difference between the 

temperatures at which the material is 50% transformed to austenite upon 

heating and 50% transformed to martensite upon cooling [50]. 
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In TiNi binary alloy, the content of nickel or titanium has a strong 

influence on the Ms. Alloys with greater than 51 at% nickel are quite brittle in 

the unaged condition. Aging depletes the TiNi matrix of nickel, thus restoring 

ductility but of course increasing the transformation temperature as well [51, 

52]. In order to achieve a specific transformation temperature, their relative 

concentrations should be controlled. The relationship between nickel content in 

binary TiNi alloy and Ms temperature is shown in Figure 2.3. 

With increasing nickel content, the Ms temperature is lowered. In particular, 

for nickel rich TiNi SMAs, the Ms temperature reduces drastically with slight 

increase in nickel content. On the other hand, for titanium rich TiNi SMAs, this 

temperature is more stable, which can reach up to 300 ºC, but these usually 

have poor thermal conductivities [51, 52]. 

 
Figure 2.3 Relationship between nickel content and transformation start 

temperature [51]. 
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It is not easy to change the MT temperatures by controlling the content of 

nickel or titanium because the shape memory effect presents only for a narrow 

range of nickel composition of 50 atomic percent. In order to control the MT 

temperatures more effectively and also to improve the mechanical and physical 

properties, a third element is usually used to partially substitute nickel or 

titanium in the TiNi binary alloy. 

In order to lower the transformation temperatures, Fe, Co, V, Cr, Al, and 

Mn could be substituted in small quantities for nickel without seriously 

impairing the shape memory effect [10-14]. In addition, Pt and Pd could be 

used to form the alloys Ti-Pt-Ni and Ti-Pd-Ni to increase transformation 

temperatures beyond 600 ºC [15-20]. TiNiNb alloys were developed due to its 

wide MT temperature hysteresis which can be over 70 ºC [21-25]. The addition 

of Cu does not significantly change the MT temperatures, but with increasing 

Cu content, the MT type would change to that with a narrow MT temperature 

hysteresis [26-30]. 

2.1.3 Shape Memory Effect 

The shape memory effect (SME) is a unique property of certain alloys 

exhibiting martensite transformation. The alloy can recover its original shape 

by reverse transformation upon heating to a critical temperature called the 

reverse transformation temperature even though it is deformed in a low 

temperature phase [53-55]. 
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2.1.3.1 Mechanism of Shape Memory Effect 

Martensitic phase transformation plays a substantial role in shape memory 

effect. When nickel and titanium atoms are in one alloy, in a given proportion, 

it forms a crystal structure, which is able to undergo a change from one form of 

crystal structure to another. The transformation from one form of crystalline 

structure to another creates the mechanism by which the shape change occurs in 

SMAs. For TiNi, this kind of change involves transition between a monoclinic 

crystal structure (martensite) and a body centred cubic crystal structure 

(austenite). The martensite structure is stable at lower temperatures, and the 

austenite phase is stable at higher temperatures.  

 

 

Figure 2.4 Schematic of a stress-strain-temperature curve showing the shape 

memory effect [56]. 
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In the martensite phase, the martensite twins are able to flip their 

orientation, in a simple shearing motion, to the opposite tilt, creating a 

cooperative movement of individual twins. As shown in Figure 2.4, the SMA is 

in its twinned martensite form when the temperature is below Mf upon cooling. 

While loading, the twinned martensite undergoes typical elastic deformation 

and then detwinning initiates. Upon unloading, the phase changes to the high 

temperature austenite phase by heating the material above Af. Upon cooling, the 

structure returns to the original twinned martensite form [56]. For ordinary 

metals, they cannot reverse the initial shape once deformation occurs by 

dislocation motion and atomic planes sliding over another, which takes on a 

new crystal position, and this results in permanent damage to the crystalline 

order. Distinct from these ordinary metals, SMAs deform by detwinning which 

just changes the tilt orientation of twins and does not cause any dislocation. 

Detwinning allows the martensite phase to absorb dislocation to a given extent. 

Shape recovery only occurs from detwinning, but not to a deformation process 

involving slip which is irreversible [57]. 

From the crystallographic viewpoint, twinning and detwinning are 

important microstructure processes partially responsible for the shape memory 

effect because the deformation associated with detwinning is recoverable. A lot 

of reported research results show that there are various twinning modes 

frequently observed in TiNi-based shape memory alloys. There are {1 1 1} 

Type I twinning and <0 1 1> Type II twinning, etc., in B19′ martensite [58, 59]. 
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In B19 martensite, there are two twinning modes: {1 1 1} Type I and {0 1 1} 

compound twins [60, 61], which are both associated with small twinning shears. 

There are also two types of twinning modes in the R-phase [58-62]. 

2.1.3.2 One-way Shape Memory Effect 

The procedure and theory of one-way shape memory effect can be 

explained using a simplified model proposed by Otsuka as shown Figure 2.5 

[63]. The exact processes and underlying principles are of course much more 

complicated. 

 

 

Figure 2.5 Mechanism of shape memory effect: (a) original parent single crystal, 

(b) self-accommodated martensite, (c-d) deformation of martensite proceeds by 

the growth of one variant at the expense of the other, (e) upon heating to a 

temperature above Af, each variant reverts to the parent phase in the original 

orientation by the reverse transformation [63]. 

 

It is known that the austenite structure is formed at high temperature. It 

transforms to twinned martensite structure upon cooling. During this process, 

the shape of the sample does not change. When external stress is applied, 

detwinning will occur and the twinned martensite structure will reorient certain 
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numbers of variants after a typical elastic deformation. If the load applied is 

sufficiently high, the twinned martensite structure could transform to detwinned 

martensite structure which means the variants present in twinned structure 

could transform to a single variant. When the ambiance temperature is above 

the austenite finish temperature Af, detwinned martensite structure will again 

transform to austenite structure by which the shape memory effect occurs.  

2.1.3.3 Two-way Shape Memory Effect 

SMAs can recover their original shape upon heating after being deformed 

in a relatively low temperature and the shape memory effect that exists only in 

the heating process is called a one-way shape memory effect as stated above. 

However, some shape memory alloys can recover the shape of high temperature 

phase by heating and can also restore the shape of low temperature phase by 

cooling. This behavior is known as the two-way shape memory effect. As 

shown in Figure 2.5, it is quite easy to understand the one-way shape memory 

effect. The shape remains the same when SMAs cool down from high 

temperature austenite phase and the shape changes when a stress is applied on 

SMAs at low temperature martensite phase. It will then recover to the original 

shape before deformation by heating to a temperature over Af. While cooling 

down again to below the Mf, this shape will not change. 

It is also possible in some of SMAs to possess two-way shape memory 

ability in which the shape change occurs upon both heating and cooling. 

However, the amount of the shape change for two-way shape memory is always 
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significantly less than the change obtained with one-way shape memory 

[64-66]. 

As shown in Figure 2.6, two-way shape memory effect is such that the 

SMAs are able to return to a low temperature shape upon cooling as well as to a 

high temperature shape on heating. However, during cooling with the two-way 

shape memory effect, the material simply recovers its low temperature shape 

but the force able to be exerted against a load is relatively weak [67, 68]. 

Without the external force, it is difficult to completely recover the original 

shape for two-way shape memory alloys. In this sense, two-way shape memory 

effect is not as reliable as one-way shape memory effect. 

 

 

Figure 2.6 Illustration of two-way shape memory effect. 

 

Two-way shape memory effect is a result of some special 

thermomechanical treatments, called training. In fact, the training processes 
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involve the repetition of thermomechanical cycles. Following this, the alloys 

can repeat two new shapes continuously by heating and cooling. The two new 

shapes are a little different from either the original shape in high temperature 

austenite phase or the shape just after training [69, 70]. 

2.1.4 Superelasticity 

At a temperature above Af, when the alloys are subjected to a loading lower 

than the critical slip stress, they can restore directly to the original shape simply 

by unloading. This phenomenon is known as the superelasticity effect, which is 

also sometimes called pseudoelasticity. 

The superelastic effect of SMAs is characterized by the remarkable amount 

of possible “elastic” strain, which is more than 20 times higher compared to 

conventional materials. Thus, it is called “superelasticity” or “pseudoelasticity”. 

SMAs in the austenite phase exhibit a highly elastic behavior. This allows 

the material to deform up to 7% and then fully recover the resulting strain by 

simply removing the load. Deformed superelastic material is in the formation of 

martensite crystal, and it is called stress-induced martensite. In fact, the 

superelasticity is prompted by stress-induced martensitic transformation. The 

process of superelasticity can be observed in Figure 2.7 [56]. The stress levels 

at which the martensite transformation initiates and completes are denoted by 

σ
Ms

 and σ
Mf

, respectively. Similarly, as the SMA is unloaded, the stress levels at 
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which the material starts and finishes its reverse transformation to austenite are 

denoted by σ
As

 and σ
Af

, respectively. 

 

 

Figure 2.7 Schematic of a superelastic stress-strain diagram [56]. 

 

In the high temperature austenite phase, the martensitic transformation 

occurs upon loading. There will be a plastic deformation if the loading is 

beyond the critical stress for dislocation slip. The reverse transformation occurs 

subsequently by unloading and the large deformation can be recovered by 

which the superelasticity presents [71-74]. In superelasticity, temperature 

changes are not necessary for its occurrence. However, if the material in the 

austenitic phase is tested above the As temperature, but below the Af temperature, 

only partial shape recovery is observed [56]. 
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2.1.5 Application of Shape Memory Alloys 

SMAs are widely used for their special shape memory and superelasticity 

effects. TiNi-based alloys are one kind of SMAs which has achieved the level 

of commercial exploitation. The TiNi-based alloys have high shape memory 

strain which is up to 8% and tend to be more thermally stable than other SMAs. 

In addition, the TiNi-based alloys have excellent corrosion resistance and low 

susceptibility to stress-corrosion cracking, and also possess high ductility. The 

basis of TiNi-based alloys is the binary TiNi alloy, which is an equiatomic 

intermetallic compound. Since the TiNi intermetallic compound has moderate 

solubility range for excess nickel or titanium, as well as most other metallic 

elements, it allows alloying with many other elements to improve both 

mechanical properties and transformation properties. 

For SMAs, the motion and force can be generated by SME. Thus, shape 

memory components can be designed to exert force over a considerable range 

of motion, often for many cycles. On the other hand, the superelasticity of 

SMAs can be applied to store deformation energy. According to the primary 

function, the shape memory applications generally can be divided in four 

categories, which are automotive applications, aerospace applications, robotic 

applications and biomedical applications [75]. 
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Figure 2.8 Applications of shape memory component in automotive [76-78].  

 

To date, in order to fulfill the requirement for safer and more comfortable 

vehicles, as shown in Figure 2.8, an increasing number of actuators and sensors 

are used. In these applications, the SMA component is used to open a spring or 

press a button when it is heated. Upon cooling, the SMA actuator becomes 

weaker and the “springback” easily deforms the actuator [76-80]. 

In the 1970s, since its successful application in F-14 fighter jets, SMAs 

have attracted more and more interest in aerospace applications [81-85]. 

Recently, Boeing has developed a variable geometry chevron (VGC) which is 

an active serrated aerodynamic device. As shown in Figure 2.9, it has been 

proved that by maximizing the chevron deflection, the VGC can effectively 

reduce the noise when taking-off and by minimizing the chevron deflection, it 

can improve fuel economy when cruising at a high altitude [86-88]. 
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Figure 2.9 The variable geometry chevron developed by Boeing [88]. 

 

Large-scale application of SMAs in commercial robotic systems started 

from the 1980s which mostly focus on the micro-actuators and artificial 

muscles [89-95]. To date, more and more robotic applications are biological 

inspired and also widely used in biomedical fields, in which SMAs are playing 

an increasingly important role [96-98]. 

Furthermore, the excellent corrosion resistance [99, 100] and 

biocompatibility characteristics [101, 102] of TiNi-based alloys make them 

ideal for biomedical applications. The material can be fabricated into the very 

small sizes often required. They are widely used in the areas of dentistry, 

orthopedic surgery, operation devices, etc. [103-105] As shown in Figure 2.10, 

this is an example of a biomedical application of SMAs for the correction of 

severe rigid scoliosis [106]. 
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Figure 2.10 Example of biomedical application of SMAs [106]. 

 

At present, most interesting applications of the superelastic effect can be 

found in medical implants and instrumentations. For example, SMAs have 

recently been used as stents for thin-walled tubing. Due to its high elasticity, the 

stents can be folded into catheters and pushed into the vessel, where they can 

expand and provide a force to keep the vessel open [107]. 

2.2 Phase Transformations in TiNi-based SMAs 

There are two types of phase transformations in solid state which are 

diffusional and displacive. Martensitic transformation (MT) belongs to the latter. 

The MT from austenite to martensite and its reverse transformation are lattice 

transformations involving a shearing deformation that results from cooperative 

atomic movements. It is a diffusionless first order phase transformation in the 

solid state, which proceeds by the nucleation and growth of the new phase 

[108-110]. 
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The unique behavior of TiNi-based SMAs is based on the temperature 

dependent austenite-to-martensite phase transformation on an atomic scale, 

which is also called thermoelastic martensite phase transformation. During 

thermoelastic martensite transformation, the crystal lattice structure needs to 

accommodate to the minimum energy state. 

The diffusionless martensitic transformation is a significant reason for the 

shape memory effect. Thus it is important to understand the manner in which 

the coordinated movement of atoms occurs during the phase transformation. 

2.2.1 Crystal Structures in TiNi-based SMAs 

Generally speaking, the austenite phase of TiNi-based SMAs is the parent 

phase with a cubic structure while the martensite phase has a monoclinic, 

orthorhombic or trigonal structure. In TiNi-based alloys, there are usually four 

phases observed. The B2 phase is the austenite phase or parent phase with a 

cubic structure, while the B19, B19′ and R phases are the martensite phases 

with orthorhombic, monoclinic and trigonal structures, respectively. 

The crystal structures of TiNi-based alloys in the austenite B2 phase and in 

the martensite B19′ phase are as shown in Figure 2.11. In this figure, nickel 

atoms are in blue color while titanium atoms are gray. In the martensite 

transformation of TiNi-based alloys, the crystal structure transforms from high 

temperature B2 phase to low temperature B19′ phase. In this process, the 
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composition of TiNi-based alloys remains the same but the crystal structure 

changes [43, 111-114]. 

 

  

Figure 2.11 Crystal structure of TiNi alloys (a) in austenite B2 phase (b) in 

martensite B19′ phase. 

 

For TiNi-based alloys, the austenite phase or parent phase at high 

temperature is B2 which has a body-centred cubic (BCC) lattice. The lattice 

parameter is a0 = 3.015 Å. The B19′ crystal structure is obtained when binary 

TiNi alloy is quenched from high temperature after solution-treatment. The 

crystal structure of the B19′ martensite was first reported as hexagonal by Purdy 

and Parr [115] in 1961. Then Dautovich and Purdy [116] reported it to be 

triclinic with lattice parameters a = 0.460 nm, b = 0.286 nm, c = 0.411 nm, α = 

90.1°, β = 90.9°, γ = 96.7° by using electron diffraction and X-ray powder 

diffraction methods. Thus far, the structure of B19′ martensite is established as 

(a) (b) 
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monoclinic with lattice parameters a = 2.885 Å, b = 4.12 Å, c = 4.622 Å and β 

= 96.8° [117].  

For the crystal structure of B19 martensite, it is more straightforward to be 

established. The crystal structure of B19 martensite has been established as 

orthorhombic and the lattice parameters are a = 2.88 Å, b = 4.28 Å, c = 4.52 Å. 

It is essentially the same as the structure of γ
’
2 martensite in Au-47.5Cd and γ

’
1 

martensite in Cu-Al-Ni alloy [71]. 

The so-called R-phase appears as an intermediate phase under certain 

conditions during the martensitic transformation. The R-phase was clearly 

observed by electron microscopy and it has been earlier reported to be 

tetragonal in structure [118], but recently Schryvers and Potapov [119] 

re-examined the structure of the R-phase by using electron diffraction patterns 

from single crystalline areas in the R-phase. It was then proposed that the 

crystal structure of the R-phase should be trigonal. 

In TiNi-based SMAs, the crystal structure of martensite is relatively less 

symmetric compared to that of the austenite phase. When a single crystal of the 

parent phase is cooled to below Mf, the martensite variants with a total of 24 

crystallographically equivalent habit planes are generally created. However, 

only one possible parent phase orientation exists, and all martensite 

configurations revert to that single defined structure and shape upon heating to 

above Af. The mechanism by which the martensite variants deform is called 

twinning, and it can be described as a mirror symmetry displacement of atoms 
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across a particular atom plane, namely the twinning plane. Unlike most metals, 

which deform by dislocation or slip, TiNi-based SMAs respond to stress by 

simply changing the orientation of its crystal structure through the movement of 

twin boundaries. 

The phase transformation is a thermo-mechanical process which means the 

martensitic transformation can be induced by temperature change as well as 

applied stress. Recent research shows that magnetic field can also lead to 

diffusionless martensitic transformation, which however will not be discussed 

in this thesis. 

2.2.2 Temperature-induced Martensitic Transformation 

Generally, the temperature-induced martensitic transformation is of 

primary importance for the shape memory effect. The driving force for this 

martensitic transformation is the changing of Gibbs free energy of the parent 

and martensite phases with respect to temperature. The crystal structures always 

tend to minimize the total free energy towards a more stable state. 

Figure 2.12 shows the phase transformation versus temperature curve. By 

heating TiNi-based SMAs, austenite begins to form when temperature reaches 

As and this transformation process is completed at Af. In the cooling process, 

martensite starts to form at Ms and completes at Mf. 
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Figure 2.12 Phase transformation versus temperature curve. 

 

2.2.3 Stress-induced Martensitic Transformation 

Generally, the stress-induced martensitic transformation is the mechanism 

for superelasticity. As shown in Figure 2.12, the area between As and Md is the 

transformational pseudoelasticity temperature range. In the process of 

stress-induced martensitic transformation, strains and deformations can be 

caused by applied loads to the materials. As a result, the free energy of the 

system will increase. As the system always tends towards minimizing the free 

energy, the transformation is induced. Md is a critical temperature, above which 

the critical stress for inducing martensitic transformation is greater than that 

needed to cause plastic deformation. In this case, the dislocation would occur 

rather than transformation. As a result, the stress-induced martensitic 
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transformation would no longer exist. Thus Md is the highest temperature for a 

certain shape memory alloy to have stress-induced martensitic transformation. 

2.3 Transformation Paths in TiNi-based SMAs 

There are three distinct types of martensitic transformations in TiNi-based 

alloys: B2-B19′ transformation, B2-R-B19′ transformation and B2-B19-B19′ 

transformation. With different elements added in TiNi alloy or different 

treatment methods, the transformation paths from austenite phase to martensite 

phase can be quite different. Three transformation paths in TiNi-based alloys 

are shown in Figure 2.13. 

 

 
Figure 2.13 Three transformation paths in TiNi-based alloys [71]. 

 

From this figure, the martensitic transformation occurs from B2 to B19′ 

directly for the solution-treated binary TiNi alloy. B19 orthorhombic structure 

may present when Cu atoms substitute for specific Ni atoms in TiNi alloy 

during the martensitic transformation. With Fe added in TiNi alloy, the R phase 

may occur as an intermediate phase. However, the intermediate phases are 

difficult to observe because they exist for just a short time [71, 120]. 
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Annealed near-equiatomic TiNi alloy transforms from the B2 parent phase 

directly to the monoclinic B19′ phase, while thermally cycled or 

thermo-mechanically treated near-equiatomic TiNi alloy transforms in two 

steps, from the B2 phase to the R-phase and then to the B19′ phase [71]. In 

these two steps, the crystallography of the B2 phase to R-phase transformation, 

generally, can easily be observed. However the crystallography of R-phase to 

the B19′ phase is not so clear. More extensive work on the R-phase to B19′ 

phase transformation is currently still being carried out using the electron 

diffraction technique [71].  

The B2-B19-B19′ successive transformation has been studied by Fukuda et 

al. [120] using X-ray diffraction method for Ti49.5Ni45.5Cu5.0. The recent 

research shows that the two successive transformations occur in the similar 

temperature range with overlapping. The effect of the former transformation 

reflects strongly on electrical resistivity which leads to resistivity increase with 

lowering temperature. The electrical resistivity and temperature curves of the 

three martensitic transformations are shown in Figure 2.14. 
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Figure 2.14 Electrical resistivity and temperature curves for the three 

martensitic transformations in TiNi-based alloys: (a) B2-B19′ transformation; 

(b) B2-R-B19′ transformation; (c) B2-B19-B19′ transformation [71]. 

 

In this figure, Ms is the martensitic transformation start temperature from 

B2; Mf is the martensitic transformation finish temperature; As is the reverse 

martensitic transformation start temperature and Af is the reverse martensitic 
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transformation finish temperature. T
’
R represents R-phase transformation start 

temperature, M
’
s the transformation start temperature of B19 and A

’
s the reverse 

transformation start temperature of B19. 

This figure shows that if some other metals such as Cu or Fe are added to 

TiNi, the martensitic phase transformation path will be changed. Also, the gap 

between Mf and As will be changed. 

As mentioned in Section 2.2, the martensitic transformation can be induced 

by both temperature and applied stress. Moreover, the alloying process is also 

able to affect the martensitic transformation. In this thesis, we will focus on the 

TiNiCu alloys which are obtained by using Cu elements to partially substitute 

Ni in TiNi binary alloy. 

As shown in Figure 2.15, there are different types of martensitic 

transformation with varying Cu content. In this figure, Ms
’
 is the transformation 

start temperature from B2 phase to B19 phase and Ms the transformation start 

temperature from B2 phase to B19′ phase. 

The relationship among the three phases B2, B19 and B19′ of TiNiCu 

alloys is also presented in Figure 2.15. From this figure, it is evident that Ms
’
 

increases slightly with increasing Cu content while Ms reduces significantly. 

Therefore, the transformation temperature from B2 to B19 is more stable with 

increasing Cu content [121]. 
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Figure 2.15 Effect of Cu content on transformation temperatures of TiNiCu 

alloys [121]. 

 

From Figure 2.16, which shows different levels of Cu substitutes for Ni in 

TiNi binary alloy, it is observed that there is little appreciable change in the 

transformation temperature and all the new alloys generally have a narrow 

temperature hysteresis. However, the transformation pathway changes 

significantly for different Cu content. For Cu ≤ 7.5 at%, B2→B19′ 

transformation occurs; for 7.5 at% < Cu ≤15 at%, B2→B19→B19′ 

transformation will take place and for Cu ≥ 15 at%, it is a B2→B19 

transformation. 
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Figure 2.16 Elongation(ε)-temperature(T) curves under the nearly same stress 

(about 40 MPa) for TiNiCu alloys [121]. 

 

With increasing Cu content, the transformation temperature hysteresis 

becomes smaller, which means that the B2→B19 transformation has a smaller 

transformation temperature hysteresis than the B2→B19′ transformation. From 

this figure, it can also be observed that with varying Cu content, the TiNiCu 

alloys all have good shape memory strain, which is also an important reason for 

the wide applications of TiNiCu alloys. 
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TiNiCu alloys have been deployed in many practical applications and also 

been studied systematically for an extended period already. From references [38, 

122-125], the lattice parameters of TiNiCu alloys with different Cu contents 

have been determined. 

The lattice parameters of the B2 parent phase, B19 martensite and B19′ 

martensite phase shown in Figure 2.17 were proposed by Nam et al. [122]. In 

this figure, ac stands for the lattice parameter of the B2 parent phase; a0, b0 and 

c0 represent the lattice parameters of the B19 martensite phase and am, bm, cm 

and β are for the lattice parameters of the B19′ martensite phase. From this 

figure, it is obvious that the lattice parameter of the B2 parent phase increases 

slightly with increasing Cu content. The lattice parameters reported by 

Bricknell et al. [123] for TiNiCu martensite phases with different Cu content at 

room temperature are shown in Figure 2.18. 

 
Figure 2.17 Lattice parameters of TiNiCu alloys with different Cu content 

[122]. 
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Figure 2.18 Lattice parameters of TiNiCu martensite phase with different Cu 

content [123]. 

 

From these references and the two figures, the lattice parameters of TiNiCu 

with different phases can be summarized in Table 2.1. 

 

Table 2.1 Crystal structures and lattice parameters of the different phases in 

TiNiCu alloys. 

 

Phase a (Å) b (Å) c (Å) β (°) 

B2-Cubic 3.05 -- -- --    

B19-Orthorhombic 2.88 4.28 4.52 --    

B19′-Monoclinic 2.89 4.12 4.62 96.5 

 

2.4 Recent Computational Studies of TiNi-based SMAs 

In the study of SMAs, the electronic structure of each phase is of essential 

importance for understanding the mechanism of martensitic transformation and 

its related behavior at the atomic level. Recently, with the development of high 
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performance computing and refinement of the density functional theory (DFT) 

methodology, significant progress has been made by first-principle 

investigations. 

For TiNi alloy in general, the high temperature austenite phase is B2 cubic 

structure and the low temperature martensite phase is B19′ monoclinic structure, 

from experimental observations. However, in reference [126], it was indicated 

that the reported B19′ structure [127, 128] of TiNi is unstable relative to a 

base-centred orthorhombic (BCO) structure that is not reversible to B2 at the 

atomic level. The crystal structure of BCO reported by Huang et al. [126] is 

shown in Figure 2.19. Actually, this so-called BCO is monoclinic structure with 

a monoclinic angle of 107°. In the present thesis, all BCO structures refer to the 

monoclinic structure with a monoclinic angle of 107°. 

 

 

Figure 2.19 The BCO minimum-energy structure with further doubled 

conventional cell (shaded box) [126]. 
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In order to study the structural energetics of TiNi, a series of DFT 

calculations were carried out to determine the martensite structure with 

minimum energy distortion. In this calculation, Vienna ab initio Simulation 

Package (VASP) [129, 130] was used to optimize the TiNi martensite structure 

and calculate the total energy with energy cut-off 302 eV, smearing parameter 

of 0.1 eV and 2000 k-points per atom. 

From the calculation, they found that the angle associated with the 

minimum energy distortion is not the experimentally reported 98°, but 107° 

instead. In their opinion, the reported structure obtained by experiments is 

stabilized by a wide range of applied or residual internal stresses which also 

store the shape information. However, the reason for the difference of 

martensite structure between experimental observations and calculation results 

should be further investigated. 

In 2011, Šesták et al. [131] proposed that twinning can stabilize B19′ 

structure in TiNi martensite. As illustrated in Figure 2.20, the (1 0 0) compound 

twins were constructed which contain 10 unit cells of TiNi martensite because 

this twinning mode can often be observed and is thus easy to be studied. 

In this study, the Abinit software [132, 133] and VASP were chosen for 

carrying out the DFT implementations, along with a pseudopotential approach. 

The cut-off energies were set to 1000 eV and 500 eV, while the k-point meshes 

were set to 1×11×11 and 1×13×13 for Abinit and VASP, respectively.  
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Figure 2.20 The twinned supercells constructed using (a) B19′ structural 

parameters and (b) BCO structural parameters before their optimization. (c) The 

result of the optimization process. [131]. 

 

The calculation results suggested that with (1 0 0) compound twins, the 

lattice parameters of B19′ structure were much closer to the experimental 

results than to the theoretical BCO. Thus it demonstrated that the B19′ structure 

in TiNi martensite can be stabilized by twinning, but more kinds of twins 

should be studied to further establish that twinning is generally able to stabilize 

the TiNi martensite structure. 

A new martensite structure of TiNi called B19′′ phase was predicted by 

Guda Vishnu [134]. The crystal structure of this B19′′ phase and the energy of 

B19′, B19′′ and BCO with different monoclinic angle are shown in Figure 2.21 

and Figure 2.22, respectively. 
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In this study, the SeqQuest code [135] was used to implement the 

calculations with norm-conserving pseudopotential. A 14×10×10 k-mesh was 

used for the calculations of all phases. 

 

Figure 2.21 Crystal structure of B19′′ phase [134]. 

 

 

Figure 2.22 Energy of B19′, B19′′ and BCO with different monoclinic angle 

[134]. 

 

It was stated in [134] that there is a small energy barrier of 1 meV/TiNi in 

the B2→B19′ transformation, and that there is no energy barrier in the 

B2→B19 transformation, but this is inconsistent with reference [136] in which 

the energy barrier is reported to be 13 meV/TiNi. It also considered the B19′′ 

phase as an intermediate phase between the transition from B19′ to BCO, and 
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that the B19′′ phase may play a role in the stabilization of the observed B19′ 

structure. However, the existence of the B19′′ phase should be examined more 

closely with further numerical efforts. 

Teng et al. [137] carried out ab initio calculations to investigate how the 

crystal structure will change when Cu is substituted for Ni in TiNi binary alloy. 

The structures used to carry out the calculations are illustrated in Figure 2.23. 

 

  

Figure 2.23 The 2×2×2 supercells of (a) Ti50Ni50; (b) Ti50Ni43.75Cu6.25; (c) 

Ti50Ni37.5Cu12.5; (d) Ti50Ni31.25Cu18.75; (e) Ti50Ni25Cu25. [137]. 

 

The 2×2×2 supercells of B2 phase with cubic structure were built for the 

calculations. In this calculation, the cut-off energy was set to 310 eV and the 

k-point mesh was set to 4×4×4. From the calculation results, it was found that 

both the formation energy and lattice constant increased with increasing Cu 

content, to the limit of 25 at% Cu substituting for Ni. The conclusion was made 
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that the structure of B2 phase becomes progressively more stable; Ti-Ni and 

Ti-Cu bonds are stronger as progressively more electrons transfer from Ti 

atoms to Ni and Cu atoms with increasing Cu content. Thus the layer transition 

is more difficult. 

Moreover, a number of calculations on the influences of twinning 

structures were carried out using first-principle methods. It was indicated that in 

the {1 1 0} planes, shearing was much easier than in the {1 1 2} planes for the 

TiNi B2 phase [138]. Small energy barriers were obtained by Ezaz et al. [139] 

for the (1 0 0) and (0 0 1) twinning cases in the B19′ martensite phase of TiNi, 

which are less than 7.6 mJ m
-2 

and 41 mJ m
-2

, respectively. Wang [140] also 

demonstrated the importance of studying the twinned martensite structure for 

understanding the mechanism of shape memory effect in the smart alloys. 

Recently, various twinning modes in TiNi martensite have also been studied 

and it was found that the hydrostatic stress has significant contributions to the 

stabilization of B19′ martensite structure [141-143]. 
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Chapter 3 First-Principle Method 

 

In this chapter, the basic information on first-principle calculation is 

introduced. Following the convergence test, the equiatomic TiNi martensite 

crystal structure is optimized using the basis set obtained from the convergence 

test. 

3.1 Background 

With the advent of super computers and high performance computing, 

many computational methods have been used for electronic structure 

calculations. These methods span from very accurate quantum chemistry 

techniques applied to a small number of molecules, to tight-binding 

semi-empirical schemes which makes it possible to simulate systems composed 

of about one thousand molecules. 

The application of first-principle methods which are also called ab initio 

methods uses the basic laws of quantum mechanics, to simulate matter at the 

atomic scale in a highly accurate manner. The physical and mechanical 

properties can be calculated without recourse to experimental input. 

For quantum mechanical modeling, the Schrödinger equation is the basis 

for describing the physical and chemical properties of ensembles of particles. 

The behavior of the nuclei and electrons which build up the solids are governed 

by the basic laws of quantum theory expressed by the Schrödinger equation. 

While it is not possible to solve the N-electron Schrödinger equation directly, 
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several assumptions and methods are proposed to obtain the solutions of the 

Schrödinger equation. 

3.2 The Schrödinger Equation 

The physical and chemical properties of matter are usually described by an 

ensemble of particles, which can be very complex. However, regardless of what 

phase or state (gas, liquid or solid) these particles are in, whether they distribute 

in the system in a homogenous, amorphous or heterogeneous way, they can be 

unambiguously treated as some well-defined collection of interacting atoms. 

For these atoms, one of the fundamental parameters which attract our interest is 

their energy. Moreover, it is also important to know how this energy changes if 

the atoms move around. 

As it is well-known, an atom is formed by its nucleus and electrons. The 

mass of the atomic nuclei is much greater than that of the electrons, and the 

approximate ratio of the mass of a proton in a nucleus to an electron is 1836 ꞉ 1. 

Therefore, electrons respond much more rapidly to changes in their 

surroundings than nuclei can. This also means that the electron motion is much 

faster than the nuclei motion. Thus, the nuclei can be considered to be fixed. As 

a result, this physical question can be sliced into two parts. Firstly, for fixed 

positions of atomic nuclei, we can solve the equations that describe the electron 

motion. Then, for a given set of electrons moving in the field of a set of nuclei, 

the lowest energy configuration, or state, of the electrons can be found. The 

lowest state is known as the ground state of electrons. The separation of the 
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general problem into the nuclei and electrons is frequently called the 

Born-Oppenheimer approximation [144]. 

One simple form of the Schrödinger equation, which is the 

time-independent, nonrelativistic Schrödinger equation, is as follows: 

 

𝐇ψ = Eψ                                                                   (3.1) 

 

where H = T + V. In this equation, H is the Hamiltonian operator; E is the total 

energy and ψ is a set of solutions of the Hamiltonian. T and V are the kinetic 

energy and potential energy, respectively. 

The simplest case we can have is that of just one particle without potential 

energy in a free space. In this situation, V = 0 and the Schrödinger equation 

becomes 

 

𝐓ψ = Eψ                                                                   (3.2) 

 

where 𝐓 =
−h2

2m

𝑑2

𝑑𝑥2
 with h being the reduced Planck′s constant 

(1.05457266×10
-34

 m
2
kg/s). Finally, the equation can be obtained as: 

 

(
𝑑2

𝑑𝑥2
+

2mE

h2
) ψ = 0                                                   (3.3) 

 

If we define k as k2 =
2mE

h2 , we can obtain ψ = Aeikx + Be−ikx. 

However, we are generally interested in the situation where multiple 

electrons are interacting with multiple nuclei. In this case, a more complete 

description of the Schrödinger equation is 
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                  [
h2

2m
∑ ∇𝑖

2

𝑁

𝑖=1

+ ∑ 𝑉(𝒓𝑖)

𝑁

𝑖=1

+ ∑ ∑ 𝑈 (𝒓𝑖, 𝒓𝑗)

𝑗<𝑖

𝑁

𝑖=1

] ψ = Eψ                    (3.4) 

 

where h is the reduced Planck′s constant, m is the electron mass and ∇𝑖
2 is the 

Laplacian operator with respect to the electronic coordinates. In this equation, 

the three terms in the bracket are respectively the kinetic energy of each 

electron, the interaction energy between each electron and the collection of 

atomic nuclei, and the interaction energy between different electrons.  

For the chosen Hamiltonian without consideration of electron spin, ψ is 

the electronic wave function, which is a function of the spatial coordinates of 

each of the N electrons. Thus, ψ =  ψ(𝒓1 ,…,𝒓𝑁) and E is the ground-state 

energy of the electrons. The ground-state energy is independent of time, and 

this is thus the time-independent Schrödinger equation. 

3.3 Hartree-Fock Theory 

The Hartree-Fock (HF) theory was developed to enable a solution to the 

Schrödinger equation and includes the effects of the electrostatic repulsion of 

electrons. It is a method of approximation for the determination of the 

ground-state wave function and ground-state energy of a quantum many-body 

system by numerical techniques. The first simplification it uses is the 

Born-Oppenheimer approximation as mentioned in Section 3.2. The second 

approximation is the replacement of the many-electron Hamiltonian with an 

effective one-electron Hamiltonian, which acts on one-electron wave functions 
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called orbitals. The Coulomb repulsion between electrons is represented in an 

averaged manner. In other words, the HF method is a mean-field approach 

[145]. 

3.3.1 Slater Determinant 

Two important principles, which are the antisymmetry principle and the 

Pauli exclusion principle, have to be considered. The antisymmetry principle 

states that the wave function must change sign if two electrons change places 

with each other. The Pauli exclusion principle states that no two electrons can 

have the same set of quantum number, and each spatial orbital can only 

accommodate two electrons of opposite spin. 

For a system of N electrons, if the electrons have no effect on each other, 

the Hamiltonian for the electrons can be written as: 

 

H = ∑ ℎ𝑖

𝑁

𝑖=1

                                                                 (3.5) 

 

where ℎ𝑖 is the kinetic and potential energies of the electron i. For just one 

electron based on this Hamiltonian, the Schrödinger equation should be 

 

hφ = Eφ                                                                   (3.6) 

where φ is a set of eigenfunctions which are also called spin orbitals. When 

the total Hamiltonian is simply a sum of one-electron operators, the 

eigenfunctions of H are products of the one-electron spin orbitals: 



 

51 

 

 

ψ(𝒓1 ,…,𝒓𝑁) =  𝜑1(𝒓1)𝜑2(𝒓2) ⋅⋅⋅ 𝜑𝑁(𝒓𝑁)                                    (3.7) 

 

where 𝒓𝑖 is a vector of coordinates that defines the position of electron i and 

its spin state (up or down). This product of spin orbitals is called the Hartree 

product. However, the Hartree product is not adequate because it does not 

satisfy the antisymmetry principle. 

Thus, a better approximation to the wave function uses a Slater determinant, 

which is the determinant of an N×N matrix of single-electron spin orbitals for a 

system of N electrons. The Slater determinant can be written as: 

 

ψ(𝒓1 ,…,𝒓𝑁) =  
1

√𝑁!
𝑑𝑒𝑡 [

𝜑1(𝒓1) 𝜑2(𝒓1)

𝜑1(𝒓2) 𝜑2(𝒓2)
⋯

𝜑𝑁(𝒓1)

𝜑𝑁(𝒓2)
⋮              ⋮ ⋱ ⋮

𝜑1(𝒓𝑁) 𝜑2(𝒓𝑁) ⋯ 𝜑𝑁(𝒓𝑁)

]              (3.8) 

 

where 
1

√𝑁!
 is a normalization factor, 𝜑𝑗(𝒓𝑖) a function that depends on the 

space and the coordinates of the electron at 𝒓𝑖, and j is the number of the spin 

orbital. 

As the Slater determinant satisfies both the antisymmetry principle and the 

Pauli exclusion principle, it can be used to solve Schrödinger equation which 

includes exchange. 
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3.3.2 Hartree-Fock Theory 

In Hartree-Fock (HF) calculation, the complete wave function can be 

approximated using a single Slater determinant. We fix the positions of the 

atomic nuclei and focus on determining the wave function of N-interacting 

electrons. We look for the minimum of the many-electron Schrödinger equation 

in the class of all wave functions that are written as a single Slater determinant. 

In the HF equation, a single electron is affected by other electrons as an average, 

rather than by the instantaneous repulsive forces. 

 

ψ(𝒓1 ,⋅⋅⋅,𝒓𝑁) =  ‖Slater‖                                                    (3.9) 

 

[−
1

2
∇𝑖

2 + ∑ 𝑉(𝑹𝐼 − 𝒓𝑖)

𝐼

] 𝜑𝜆(𝒓𝑖)

+ [∑ ∫ 𝜑𝜇
∗ (𝒓𝑗)

𝜇

1

|𝒓𝑗 − 𝒓𝑖|
𝜑𝜇(𝒓𝑗)𝑑𝒓𝑗] 𝜑𝜆(𝒓𝑖)

− ∑ [∫ 𝜑𝜇
∗ (𝒓𝑗)

1

|𝒓𝑗 − 𝒓𝑖|
𝜑𝜆(𝒓𝑗)𝑑𝒓𝑗] 𝜑𝜇(𝒓𝑖)

𝜇

= 𝜀𝜑𝜆(𝒓𝑖)  (3.10) 

 

In order to solve the HF equation, the self-consistent approach is used and 

the HF calculation is actually an iterative procedure. First, an initial estimate of 

the spin orbitals is made. Then, the electron density is defined from the current 

estimate of the spin orbitals. Next, the single-electron equations for the spin 

orbitals are solved using the electron density obtained. This procedure is 

iterated until convergence is achieved where the solved spin orbitals are 
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consistent with the initial spin orbitals. The procedure of the HF method is 

shown in Figure 3.1. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Flow chart of Hartree-Fock method. 

 

3.3.3 Limitations of Hartree-Fock Theory 

It has been demonstrated that the Hartree-Fock theory is an effective 

method for the calculation of electronic structure, especially for the ground 

states of molecules near the equilibrium geometries. However, significant 

challenges have to be overcome when using the HF method. 

Electron correlation is basically the repulsion between pairs of electrons. If 

there is no interaction among electrons, which is impossible in reality, the 
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quantum eigenstates could be solved exactly. For the HF theory, the challenge 

in electronic structure calculations is dealing with electron correlation. The HF 

theory does not treat electron correlation exactly since it only treats electron 

correlation in an average manner. Thus, the HF method is not able to provide 

exact solutions to the Schrödinger equation, and neglecting electron correlation 

can lead to severely anomalous results which have large deviations from actual 

experimental observations.  

As the HF method is an iterative method, another drawback is that it is 

often difficult to achieve convergence for excited states of the wave functions. 

In general, the excited state collapses to the ground state upon orbital 

optimization as it has a different overall symmetry than the ground state. Thus, 

the HF method cannot provide useful information on the charge densities of 

excited states. 

An alternative to Hartree-Fock calculations used in many studies today is 

density functional theory, which treats both exchange and correlation energies, 

albeit approximately. 

3.4 Density Functional Theory 

The density functional theory (DFT) method is one of the most popular ab 

initio methods used in computational material science and solid-state physics. It 

is widely used because of its relatively high computational efficiency among 

the first-principle methods as well as its high accuracy. The DFT provides a 
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method to efficiently and accurately determine the ground state electronic 

structure of a system [146-148]. 

In contrast to the Hartree-Fock procedure, which begins with a description 

of each individual electron’s interaction with the nuclei and other electrons in 

the system, the DFT method starts with a consideration of the whole electron 

system. In the DFT method, the properties of a many-electron system can be 

determined by employing a functional, which is the function of another function. 

In this case, the functional is the spatially dependent electron density. Hence the 

name density functional theory comes from the usage of a functional of the 

electron density.  

Within the DFT, all aspects of the electronic structure of the system of 

interacting electrons are completely determined by the electronic charge density. 

In fact, two fundamental mathematical theorems are the essence of the DFT, 

which are the Hohenberg-Kohn theorem and the Kohn-Sham theory. 

3.4.1 Hohenberg-Kohn Theorem 

The Hohenberg-Kohn theorem is one of the core concepts of the DFT 

which shows that the energy of a quantum-mechanical system is uniquely 

determined by its electron density. It states that, for a given ground-state density, 

it is possible in principle, to calculate the corresponding unique ground-state 

wave functions [147, 149]. 
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In this thesis, n(r) is defined as the electron density at position r. Thus, the 

Hohenberg-Kohn theorem can be described herewith: the ground state energy E 

can be expressed as E[n(r)], which implies that the ground state electron 

density uniquely determines all properties, including the energy and wave 

function, of the ground state. This theorem is important because based on it, the 

Schrödinger equation can be solved, meaning that the ground state energy can 

be found, by determining the electron density, a function of three spatial 

variables, rather than the wave function, a function of 3N variables for 

N-electron systems. 

However, the first Hohenberg-Kohn theorem simply proves that a 

functional of the electron density exists which is helpful for solving the 

Schrödinger equation. The second Hohenberg-Kohn theorem provides an 

explanation about what the functional actually is. It states that the proper 

electron density corresponding to the solution of the Schrödinger equation is the 

one which can minimize the energy of the overall functional. The energy 

functional can be written as 

 

E[𝑛(𝒓)]  = 𝑇𝑠[𝑛(𝒓)] + 𝑉𝑁𝑒[𝑛(𝒓)] + 𝐸𝑥𝑐[𝑛(𝒓)]                           (3.11) 

 

𝑉𝑁𝑒[𝑛(𝒓)]  = ∫ 𝑛(𝒓)𝑉𝑒𝑥𝑡 (𝒓)𝑑𝒓                                        (3.12) 

 

𝑇𝑠[𝑛(𝒓)]  = −
1

2
∑〈𝜓(𝒓)|∇2|𝜓(𝒓)〉

𝑁

𝑖=1

                                    (3.13) 
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where 𝑇𝑠[𝑛(𝒓)] is defined as the kinetic energy of a non-interacting electron 

gas with density 𝑛(𝒓), and is not the kinetic energy of the real system; 

𝑉𝑁𝑒[𝑛(𝒓)] is the electron-nuclei interaction; and 𝐸𝑥𝑐[𝑛(𝒓)] is the 

exchange-correlation energy, which includes all the kinetic terms due to 

interactions with the electron gas. 𝑉𝑒𝑥𝑡(𝒓) is an additive constant which is 

determined by 𝑛(𝒓). 

In Eq. (3.11), the kinetic energy term 𝑇𝑠 and the exchange-correlation 

energy 𝐸𝑥𝑐 are difficult to express in terms of the electron density. In order to 

express  𝑇𝑠 , the Kohn-Sham Theory is invoked and the local density 

approximation is often used to determine 𝐸𝑥𝑐. 

3.4.2 Kohn-Sham Theory 

In order to express the kinetic energy term, Kohn and Sham [148] proposed 

a hybrid method involving both the wave function and electron density to 

simplify the many-body system. By this method, the many-body system is 

simplified into a system in which a single electron moves without interaction 

with the others in an effective potential field. The effective potential field 

includes the external potential and the influence of coulomb interaction among 

electrons. Thus, the Schrödinger equation can be simplified into a simple 

single-particle system rather than an N-electron system. 

The kinetic energy can be calculated from the wave function which can be 

written in terms of non-interacting orbitals 
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𝑛(𝒓) = ∑|𝜓𝑖(𝒓)|2                        

𝑁

𝑖=1

                                    (3.14) 

 

Thus, the total energy functional can be written as  

 

E[𝑛(𝒓)]  = 𝑇𝑠[𝑛(𝒓)] +
1

2
∬

𝑛(𝒓)𝑛(𝒓′)

|𝒓 − 𝒓′|
𝑑𝒓𝑑𝒓′ + 𝐸𝑥𝑐[𝑛(𝒓)]

+ ∫ 𝑛(𝒓)𝑉𝑒𝑥𝑡 (𝒓)𝑑𝒓                                                                    (3.15) 

 

In this equation, the second term on the right side is the self-interaction, 

which represents interaction of 𝑛(𝒓)  with itself. 𝑉𝑒𝑥𝑡(𝒓)  is the external 

potential which indicates the potential due to nuclei. The functional 𝐸𝑥𝑐[𝑛(𝒓)] 

is the exchange-correlation energy which contains all the interaction terms. 

By applying the variational principle, a normalization constraint is 

introduced on the electron density, and the following equations can be written: 

 

∫ 𝑛(𝒓)𝑑𝒓 = 𝑁                                                                   (3.16) 

 

[−
1

2
∇2 + (𝑉𝑒𝑥𝑡(𝒓) + ∫

𝑛(𝒓′)

|𝒓 − 𝒓′|
𝑑𝒓′ + 𝑉𝑥𝑐(𝒓))] 𝜓𝜆 =  𝐸𝜆𝜓𝜆                 (3.17) 

 

where 𝜓𝜆 is the wave function for the 𝜆th orbital, and 𝑉𝑥𝑐(𝒓) is the potential 

due to the exchange-correlation energy 𝐸𝑥𝑐, which is defined as the functional 

derivative of 𝐸𝑥𝑐 with respect to 𝑛(𝒓) 

 

𝛿𝐸𝑥𝑐[𝑛(𝒓)]

𝛿𝑛(𝒓)
= 𝑉𝑥𝑐(𝒓)                                                         (3.18) 
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Thus, the effective potential is  

 

𝑉eff(𝒓) = 𝑉𝑒𝑥𝑡(𝒓) + ∫
𝑛(𝒓′)

|𝒓 − 𝒓′|
𝑑𝒓′ + 𝑉𝑥𝑐(𝒓)                           (3.19) 

 

Effectively, Eq. (3.17) is a single particle Schrödinger equation, and the 

self-consistent solution leads to the ground state charge density of the system. 

3.4.3 Local Density Approximation 

The local density approximation (LDA) is a class of approximations to the 

exchange-correlation energy functional in the DFT. In fact, the notable local 

approximations are derived from the homogeneous electron gas model. Thus, 

the LDA is generally synonymous with functionals based on the homogeneous 

electron gas approximation. The LDA states that for regions of a material where 

the electron density varies slowly on an atomic scale, the exchange-correlation 

energy at the point 𝒓 can be considered the same as that for a locally uniform 

electron gas of the same electron density, and the total exchange-correlation 

energy can be obtained by integrating the uniform electron gas result [150, 151]. 

As such, the exchange-correlation energy functional 𝐸𝑥𝑐 can be written as 

 

𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛(𝒓)] = ∫ 𝜀𝑥𝑐[𝑛(𝒓)]𝑛(𝒓) 𝑑𝒓                                     (3.20) 

 

where 𝜀𝑥𝑐[𝑛(𝒓)] is the exchange-correlation energy per particle of a uniform 

electron gas of density 𝑛(𝒓). In fact, the LDA is a very simple approximation. 

However, this approximation forms the core for most current DFT codes 

http://en.wikipedia.org/wiki/Homogeneous_electron_gas
http://en.wikipedia.org/wiki/Homogeneous_electron_gas
http://en.wikipedia.org/wiki/Homogeneous_electron_gas
http://en.wikipedia.org/wiki/Electronic_density
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because of its surprising accuracy. However, some shortcomings still exist for 

the LDA. The atomic ground state energy and ionization energies are usually 

under-predicted when applying this approximation. In addition, the binding 

energies are often over-predicted. It is also known to overly favor high spin 

state structures. As a result, another approximation method named the 

generalized gradient approximation (GGA) was proposed to make the 

exchange-correlation energy more accurate. Since the major source of error in 

the LDA is the exchange energy, the gradient of the density, as well as the 

value, at a given point are considered in GGA. 

3.4.4 Generalized Gradient Approximation 

The LDA uses the exchange-correlation energy for the ideal uniform 

electron gas at every point in the system. However, the electron density of a real 

system is far from uniform, and the computational results by LDA usually are 

not able to meet the requirements. To further improve the numerical accuracy, 

we need to consider the inhomogeneity of electron density, which means that 

for a system with inhomogeneous electron density, not only the electron density 

𝑛(𝒓) at a particular point 𝒓, but also the gradient of the electron density ∇𝑛(𝒓) 

is considered. This method is known as the generalized gradient approximation 

(GGA) [152-154]. 

The GGA can be written in terms of an analytic function known as the 

enhancement factor, 𝐹𝑥𝑐[𝑛(𝒓), ∇𝑛(𝒓)], which directly modifies the LDA energy 



 

61 

 

density. Thus, the exchange-correlation energy functional 𝐸𝑥𝑐
𝐺𝐺𝐴 can be written 

as 

 

𝐸𝑥𝑐
𝐺𝐺𝐴[𝑛(𝒓)] = ∫ 𝑛(𝒓)𝜀𝑥𝑐[𝑛(𝒓)]𝐹𝑥𝑐[𝑛(𝒓), ∇𝑛(𝒓)] 𝑑𝒓                     (3.21) 

 

For very high electron density, the exchange-correlation energy plays a 

predominant role. Thus, the GGA non-locality is quite suitable for dealing with 

the inhomogeneity of the electron density. The GGA can significantly improve 

the numerical results of the exchange-correlation energy, while the ionization 

energies only incur small changes. When using the GGA, the bond lengths of 

molecules and the lattice constants of solids increase slightly, but the 

dissociation energy and the cohesive energy can be significantly decreased. 

Generally, the GGA results compare well with experimental observations, not 

only for the bond energies of covalent and metallic bonds, but also significantly 

improve those of hydrogen bonds and van der Waals interactions. 

3.4.5 Limitations of Density Functional Theory 

The procedure of the DFT method can be presented as shown in Figure 3.2. 

It is important to note that practical DFT calculations are not the exact solutions 

of the full Schrödinger equation since the exact functional that the Hohenberg- 

Kohn theorem applied to is not known. As the Hohenberg-Kohn theorem is 

only applicable for the ground state energy, the DFT calculations have limited 

accuracy in the calculations of excited electronic states. Another shortcoming of 

the DFT is the underestimation of calculated band gaps in semiconducting and 
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insulating materials. Moreover, the DFT calculations may provide inaccurate 

results for the weak van der Waals attractions which exist between atoms or 

molecules. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2 Flow chart of DFT method. 

 

3.5 CASTEP Based on DFT 

There are several codes to carry out DFT calculations. In our research, the 

CASTEP code is used. 

CASTEP was originally developed by Payne et al. [155] in the late 1980s 

and early 1990s. It was then completely redesigned in 1999 in order to allow 

refinements to be easily added in a rapid manner [156]. 

Initial electron     

density 

Generate the effective 

potentials 

Solve the Kohn-Sham 

equations 

Obtain output electron     

density 

Check if the output 

density is the same as 

last iteration? 

Use output density as 
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In CASTEP, the plane-wave pseudopotential approach is used to solve a set 

of one-electron Schrödinger equations. The wave functions are expanded in a 

plane wave basis set and the potentials can be described either by 

norm-conserving pseudopotential [157] or ultrasoft pseudopotential [158]. 

CASTEP is a powerful DFT solver which can carry out a series of quantum 

chemistry calculations with different basis sets such as structure optimization, 

total energies, electronic structure, etc. Usually, the results based on the local 

density approximation (LDA) are obtained by using the Perdew–Zunger [159] 

parameterization, while the generalized gradient approximation (GGA) results 

are obtained by using the Perdew–Wang [160] parameterization in both 

spin-dependent and spin-independent forms.  

In this thesis, the CASTEP code is used to study the structures of 

TiNi-based SMAs. All TiNi-based structures considered were found to be 

paramagnetic in spin-dependent versions of the LDA and GGA. For Ti, the 

pseudopotential was constructed by treating the occupied 3p electronic levels as 

valence levels. 

3.5.1 Geometry Optimization  

A routine feature in molecular simulation is the optimization of the 

structure or minimization of the potential energy of the system being examined. 

For instance, it is always desirable to optimize a structure after it has been 

sketched, since sketching often creates the molecular model in a high energy 



 

64 

 

configuration and starting a simulation from such a structure without 

optimization can lead to erroneous results. Thus, geometry optimization is 

usually the first step, which is also a very important step, in a simulation run. 

For the CASTEP code, it supports two schemes for geometry optimization, 

which are the Broyden–Fletcher–Goldfarb–Shanno (BFGS) method [155] and 

the damped molecular dynamics method [161]. The BFGS method is widely 

used since it is able to perform cell optimization including optimization at fixed 

external stress, while damped molecular dynamics method involves only 

internal coordinates which means the cell parameters have to be fixed. 

The BFGS scheme uses a starting Hessian Matrix which is recursively 

updated during optimization. The CASTEP implementation involves a Hessian 

in the mixed space of internal and cell degrees of freedom, so that both lattice 

parameters and atomic coordinates can be optimized. 

3.5.2 Pseudopotentials 

It is obvious that the calculation could run faster with a smaller system size, 

and one important way to simplify the system is through the use of 

pseudopotentials. From a physical viewpoint, the tightly bound core electrons 

are not especially important in defining chemical bonding and other physical 

characteristics of materials. These properties are dominated by the less tightly 

bound valence electrons. 
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Pseudopotentials are used to replace the electron density from a chosen set 

of core electrons with a smoothed density chosen to match various important 

physical and mathematical properties of the true ion core. A solid can be 

considered as a collection of valence electrons and ion cores. The ion cores 

contain nuclei and tightly bound core electrons. The valence-electron wave 

functions are orthogonal to core wave functions. In a pseudopotential method, 

the ion cores are considered to be frozen which means that properties of the 

molecular system are calculated on the assumption that the ion cores are not 

involved in chemical bonding and do not change as a result of structural 

modifications. This assumption is called the frozen core approximation. 

All-electron wave functions of valence electrons exhibit rapid oscillations 

in the core region in order to satisfy the orthogonality constraint. It is 

impractical to represent such functions using plane waves as the size of the 

basis set would be prohibitive. The pseudopotential approximation replaces 

core electrons and the strong Coulomb potential by a weaker pseudopotential 

that acts on a set of pseudo wave functions. This potential can be represented 

with a small number of Fourier coefficients. Traditionally, pseudopotentials are 

constructed so as to faithfully reproduce the scattering properties of the full 

ionic potential [162]. 
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3.5.3 Energy Cutoff 

The cutoff energy Ecut is an important parameter which must be defined 

whenever a DFT calculation is performed. Following expansion of the plane 

waves, a series of plane waves are chosen with respect to a given energy, which 

is called the cutoff energy. Thus, when a higher cutoff energy is chosen, more 

plane waves can be used and the calculations become more accurate. However, 

the proportion of the high energy portion is relatively small after expanding the 

plane waves, and with more plane waves, more computational time is required 

to carry out the calculations. So for overall efficiency considerations, the cutoff 

energy cannot be too high. In this respect, the pseudopotentials, especially the 

ultrasoft pseudopotentials, can be used to allow calculations to be performed 

with a low cutoff energy for the plane wave basis set.  

3.5.4 Mulliken Population Analysis 

It is important to determine the charge or spin distribution of a molecular 

system or cluster since it can be used to interpret the results in terms of 

qualitative concepts. There are several ways to analyze the atomic charges, 

among which the Mulliken Population Analysis (MPA) is often used.  

Due to the delocalized nature of the basis states, a disadvantage of the use 

of a plane wave basis set is that it provides no information regarding the 

localization of the electrons in the system. Thus, a series of formalism was 
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proposed and described by Segall et al. [163, 164] to carry out the calculations 

of Mulliken charges and bond populations. 

Mulliken charges arise from the Mulliken population analysis and provide 

a means of estimating partial atomic charges from calculations carried out by 

the methods of computational chemistry. 

Population analysis in CASTEP is performed using a projection of the 

plane wave states onto a localized basis using a technique described by 

Sanchez-Portal et al. [165]. Population analysis of the resulting projected states 

is then performed using the Mulliken formalism [166]. This technique is widely 

used in the analysis of electronic structure calculations. 

3.5.5 The Density of State 

The electronic density of states (DOS) acts as another primary quantity 

used to describe the electronic state of a material. In solid-state and condensed 

matter physics, the DOS of a system describes the number of states per interval 

of energy at each energy level that are available to be occupied by electrons. 

Unlike isolated systems, the atoms or molecules in solid-state are in gas phase, 

and the density distributions are not discrete like a spectral density but 

continuous. A high DOS at a specific energy level means that there are many 

states available for occupation. A DOS of zero means that no states can be 

occupied at that energy level. In general a DOS is an average over the space and 

time domains occupied by the system. 
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In order to calculate the available states in k-space, the energy-momentum 

relation in parabolic bands is used to give the density of states in terms of 

energy. By considering the electrons in a solid as free electron gas, the free 

electron of mass m has a velocity v and a momentum p = mv. The energy 

consists entirely of kinetic energy as potential energy is zero. Thus, 

 

E =
1

2
m𝐯2 =

|𝐩|2

2m
                                                 (3.22) 

 

A wave number k can be given because of the idea of particle-wave duality 

 

𝐤 =
𝐩

h
                                                         (3.23) 

 

Considering the equation for energy of the electron in terms of k 

 

E =
h2

2m
(𝑘𝑥

2 + 𝑘𝑦
2 + 𝑘𝑧

2) =
h2|𝐤|2

2m
                               (3.24) 

 

Thus, 

 

|𝐤| = √
2mE

h2
                                                       (3.25) 

 

Therefore, the solution of the Schrödinger equation can be written in the 

form 

 

𝝍(𝒓) = C exp(𝑖𝐤 ⋅ 𝒓)                                             (3.26) 
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3.6 Convergence Test 

To carry out the calculations using the CASTEP code based on density 

functional theory, it is essential that we determine the most appropriate basis set 

to use in the calculations. Then we optimize the structure of equiatomic TiNi in 

martensite compare the results obtained with earlier reported works.  

For the CASTEP calculations, there are two important factors: cutoff 

energy and k-points which have a substantial effect on the numerical results. 

The convergence tests implemented center on these two factors. Generally, the 

higher these two parameters are, the more refined the results will be. However, 

with consideration of the computational costs, the objective is to select the 

lowest parameter values which are just able to provide the desired accuracies. 

The convergence test is implemented on the B19′ structure of equiatomic 

TiNi in martensite by calculating the free energies. When the difference 

between two continuous energy calculations is sufficiently small, it can be 

considered as converged. These two core parameters will be decided separately, 

where one parameter will be fixed the other is progressively increased.  

Figure 3.3 shows the convergence characteristics of the free energy as the 

cutoff energy in the calculations was varied. During this convergence test, the 

k-points were set to 22×16×16 which is sufficiently high to ensure accuracy. 

From this figure, it is obvious that for cutoff energy above 1000 eV, the 

difference among free energies is less than 0.1 eV, even as the cutoff energy is 

increased to three times that of 1000 eV. 
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Figure 3.3 Convergence test for cutoff energy. 

 

On the other hand, a cutoff energy of 500 eV was used in the calculations 

of reference [126], while cutoff energies of 500 eV and 1000 eV were used in 

reference [131]. Further, a cutoff energy of 310 eV was applied in the 

calculations of reference [137]. Thus, for the calculations carried out in this 

research, the cutoff energy was set to 1000 eV, which is sufficiently high to 

attain converged results. 

The convergence test for the k-points is illustrated in Figure 3.4. For the 

convergence test of k-points, the cutoff energy was set to 1000 eV which has 

just been determined. From this figure, the conclusion can be drawn that for 

k-points above 150, the difference among free energies is lower than 0.01 eV, 

even though the k-points is increased to ten times that of 150. Consequently, in 
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this research, the 9×6×6 mesh was employed for the calculations, which means 

that 162 k-points were used to carry out all the calculations. 

 

 

Figure 3.4 Convergence test for k-points. 

 

3.7 Structure Optimization of Equiatomic TiNi in 

Martensite 

In this section, the B19′ structure of equiatomic TiNi in martensite is 

studied and the relevant calculations are performed. The crystal structures of B2 

phase and B19′ phase are shown in Figure 2.11 of Section 2. 

During the optimization process, the calculated total energy for isolated Ti 

and Ni atoms are -1596.3451 eV/atom and -1347.3182 eV/atom, respectively. 

The optimized structure is not B19′ but a new structure named base-centred 

orthorhombic (BCO) which is in line with the results of Huang et al. [126]. 
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Moreover, we observed that if the k-points of the basis set are changed from 

9×6×6 to 9×6×5, the B19′′ structure proposed by Vishnu et al. [136] appears. 

The structural parameters of BCO and B19′′ are compared with prior values as 

shown in Table 3.1. 

 

Table 3.1 Crystallographic data and atomic parameters of TiNi BCO and B19′′. 

 

Structures a (Å) b (Å) c (Å) β (°) XNi YNi ZNi XTi YTi ZTi 

BCO 2.948 4.006 4.928 107.3 0.0852 0.25 0.6713 0.3579 0.25 0.2143 

BCO [126] 2.940 3.997 4.936 107.0 0.086 0.25 0.673 0.358 0.25 0.214 

B19′′ 2.946 4.021 4.809 102.9 0.068 0.25 0.672 0.383 0.25 0.216 

B19′′ [136] 2.923 4.042 4.801 102.44 0.064 0.25 0.079 0.115 0.25 0.037 

B19′ [117] 2.885 4.12 4.622 96.8 0.0525 0.25 0.693 0.4726 0.25 0.221 

 

From Table 3.1, it can be observed that the present calculation outcomes 

agree well with the reported simulation results, which demonstrate that the 

present calculation methodology is appropriate, and that the present results are 

reliable. For the fractional atomic coordinates, certain evident errors are present 

in reference [136]. 

Figure 3.5 shows the change of the energy during the geometry 

optimization process. As mentioned in Section 3.5.1, geometry optimization is a 

procedure to minimize the potential energy of the system and to find a more 

stable state for a given structure. In this figure, the horizontal axis is the 

optimization step. It is evident that the energy decreases continuously with 

increasing the number of steps. In fact, the energy difference between the initial 
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structure and final state is quite small at about 0.16 eV. This means the original 

system is in a relative stable state, which is also corroborated by reported 

experimental observations. However, the monoclinic angle shows a noticeable 

increment after optimization. 

 

 

Figure 3.5 Energy change during optimization. 

 

Figure 3.6 shows the optimization convergence characteristics during this 

procedure. From the top to the bottom, the four straight dash lines represent the 

convergence standards of maximum stress, maximum force, maximum 

displacement and energy change. The other four lines show the corresponding 

changes of these four standard lines, respectively. 
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Figure 3.6 Illustration of optimization convergence. 

 

From this figure, it can be seen that the geometry optimization is 

convergent. Following optimization, the final free energies of BCO and B19′′ 

are -5916.8766 eV and -5916.8716 eV, respectively. The atomic Mulliken 

populations [163] are listed in Table 3.2. The density of states (DOS) and 

partial density of states (PDOS) are presented in Figure 3.7. 

 

Table 3.2 Atomic Mulliken populations of BCO and B19′′. 

 

Species s p d f Total Charge (e) 

BCO : Ti 2.27 6.78 2.58 0.00 11.63 0.37 

BCO : Ni 0.60 1.08 8.70 0.00 10.37 -0.37 

B19′′ : Ti 2.27 6.78 2.59 0.00 11.64 0.36 

B19′′ : Ni 0.60 1.07 8.70 0.00 10.36 -0.36 



 

75 

 

 
 

Figure 3.7 (a) DOS of BCO; (b) DOS of B19′′; (c) PDOS of BCO; (d) PDOS of 

B19′′. 
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Based on this comparison, it can be seen that these two structures, BCO and 

B19′′, are actually quite similar. There are however, several slight distinctions 

between them. The final free energy of BCO is slightly lower than that of B19′′. 

Table 3.2 indicates that in the BCO structure, the charge transfers are slightly 

higher than in B19′′, from the Ti atoms to the Ni atoms. It can also be noted 

from Figure 3.7 that the DOS of BCO at the Fermi level are higher than that of 

B19′′. All of these comparisons provide evidence that the BCO structure is 

more stable than B19′′, but without any very obvious or distinct differences. As 

a consequence, the B19′′ phase may be a transition phase between B19′ and 

BCO, and plays a role in the stabilization of B19′structure. 
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Chapter 4 Calculated Results and Related 

Discussions 

In this chapter, the calculated results are presented and related discussions 

are conducted. The results on the effect of Cu content on the stable martensite 

crystal structures as well as the electronic structures; the effect of Cu content on 

the atomic positions as well as their displacements in martensite crystal 

structures; the effect of Cu content on the charge transfer are presented. The 

relationships among the charge transfer, the atomic displacement and the lattice 

properties are also discussed. 

4.1 Background 

To date, automotive and aerospace industries require SMAs possessing 

high response frequency and high MT temperatures. Consequently, in order to 

alter the MT temperatures and to improve its physical and mechanical 

properties, various elements, such as Pt, Pd, Nb, Cu, etc., have been added to 

TiNi [10, 11, 15, 22, 26]. The developments, problems and prospects of high 

temperature shape memory alloys have been investigated and a comparison of 

high temperature shape memory behavior of ZrCu-based, TiNiZr and TiNiHf 

alloys has been conducted [167-169]. In order to achieve high response 

frequencies, TiNiCu alloys in which Cu substitutes for Ni, have been widely 

studied due to their narrow transformation temperature hysteresis [170-173]. 

These earlier efforts examined the effects of Cu content on transformation 
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temperature, microstructure, stress-strain characteristic and fatigue life 

[174-177], as well as applications as actuators [178, 179]. 

The lattice structures and lattice constants of solids are of fundamental 

importance in determining the phase transformation, microstructural 

morphologies, as well as other physical properties of SMAs. When Cu was 

added to TiNi binary alloy, understanding the changes of TiNiCu crystal 

structures at atomic level is of vital importance as it is very helpful for 

designing and developing new SMAs. Moreover, for in depth investigation of 

the effect of alloying on shape memory and superelastic effects, understanding 

how crystal structures change and the relationship between crystal structures 

and atomic displacements is of primary importance. Furthermore, in order to 

better understand the mechanism behind the crystal structures’ changes and 

atomic displacements, a theoretical study on the charge transfer is indispensable. 

In this chapter, a computational method based in DFT is used to carry out all 

the related calculations. 

4.2 Computational Methodology 

The present calculations have been performed using the CASTEP code 

based on DFT with generalized gradient approximation (GGA) of Perdew, 

Burke and Ernzerhof (PBE) [160]. Following numerical convergence studies, 

the convergence tolerance of energy, maximum force, maximum stress and 

maximum displacement were set to be 5.0×10
-6

 eV/atom, 0.01 eV/ Å, 0.02 GPa 

and 5.0×10
-4

 Å, respectively. The cutoff energy was chosen to be 1000 eV to 
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ensure a high degree of accuracy. The self-consistent field (SCF) tolerance was 

set to be 5.0×10-7 eV/atom and the smearing parameter of 0.05 eV was used. 

An appropriate k-points sampling of Monkhorst-Pack grid with 9×6×6 mesh 

was used to approximate the Brillouin zone. The ultrasoft pseudo-potentials 

were used to represent all ions. Pseudo atomic calculations performed for Ti, Ni 

and Cu are 3s
2
3p

6
3d

2
4s

2
, 3d

8
4s

2
 and 3d

10
4s

1
, respectively. 

4.3 Effect of Cu Content on Crystal Structure of TiNiCu 

SMAs 

Understanding the stable martensite crystal structure is a fundamental and 

essential issue for investigating the physics and chemistry properties of TiNiCu 

alloys. In order to understand the effect of Cu content on the crystal structures 

of TiNiCu alloys, in this section, we present a first principle investigation on 

the electronic structure and equilibrium structure of martensitic Ti50Ni50-xCux (x 

= 0, 5, 12.5, 15, 18.75, 20, 25). Favorable outcomes from this research will 

provide us with a useful tool to predict the crystal structures of SMAs. 

4.3.1 Research Method 

The crystal structures found in TiNiCu alloys with different Cu content 

have been reported and they are listed in Table 4.1. The data of the B2, B19 and 

B19′ phases were obtained from experimental observations and the BCO 

structure from reported computational results. 
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Table 4.1 Lattice parameters of B2, B19, B19′ and BCO from previous 

experimental and theoretical work. 

 

Alloy Phase a (Å) b (Å) c (Å) β (°) Ref. 

Ti50Ni50 BCO (Comp.) 2.94 3.997 4.936 107.0 [126] 

Ti50Ni50 B2-Cubic (Exp.) 3.05 -- -- --    [122, 123] 

Ti50Ni50 B19′-Monoclinic (Exp.) 2.89 4.12 4.62 96.5 [122, 123] 

Ti50Ni30Cu20 B19-Orthorhombic (Exp.) 2.88 4.28 4.52 --    [122, 123] 

 

In the present calculations, all crystal structure optimizations were carried 

out starting from monoclinic structures. The atomic positions of Ni and Ti were 

taken as x = 0.0525, y = 0.25, z = 0.693 and x = 0.4726, y = 0.25, z = 0.221, 

respectively [117]. In order to ensure the accuracy of the present results, all 

TiNiCu configurations were simulated in two different ways, namely Supercell 

Method (SM) and Virtual Crystal Method (VCM) and the numerical results 

were cross-checked. The structures used for SM are shown in Figure 4.1. On 

the other hand, the VCM is performed in which the ionic pseudopotential, i.e. 

Ni50-xCux is approximated by the weighted average of those of Ni and Cu in a 

unit cell, followed by conducting the usual ab initio self-consistent 

pseudopotential computation [180]. In a VCM simulation of Ti50Ni50-xCux one 

creates a new, virtual atom, which is a mixture of Ni and Cu with appropriate 

weights. Then, the actual calculation was performed on a unit cell with only the 

normal Ti atoms and the virtual Ni-Cu atoms. 
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Figure 4.1 Initial unit cells and supercells of Ti50Ni50-xCux (a) unit cell of 

Ti50Ni25Cu25 (b) 1×1×2 supercell of Ti50Ni25Cu25 (c) 1×1×5 supercell of 

Ti50Ni25Cu25 (d, e) 1×1×2 supercell of Ti50Ni37.5Cu12.5 (f) 1×1×5 supercell of 

Ti50Ni45Cu5 (g) unit cell of Ti50Ni50 (h) 1×1×5 supercell of Ti50Ni35Cu15 (i) 

1×1×4 supercell of Ti50Ni31.25Cu18.75 (j) 1×1×5 supercell of Ti50Ni30Cu20. 

 

In order to verify whether selection of initial number of unit cell in a 

supercell will affect the simulation results, supercells that consist of different 
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number of unit cells were test simulated. In particular, for the Ti50Ni25Cu25 alloy, 

a unit cell (Figure 4.1a), 1×1×2 supercell (Figure 4.1b), and 1×1×5 supercell 

(Figure 4.1c), were used to carry out the calculations to validate the influence of 

the number of unit cells on the calculated results of the lattice parameters.  

In order to determine whether the positions of the Cu atoms in TiNiCu 

martensite structure influence the results, the positions of Cu atoms that 

substitute the Ni atoms in three different initial supercells, shown in Figure 

4.1(a, b, c), were selected randomly. In addition, altering the Cu atom position 

in the same initial supercell (Figure 4.1d and Figure 4.1e) was also performed 

to further examine the effect of the Cu atom position on the results. 

4.3.2 Results and Discussions 

The calculated lattice parameters of Ti50Ni45Cu5, Ti50Ni37.5Cu12.5, 

Ti50Ni35Cu15, Ti50Ni31.25Cu18.75, Ti50Ni30Cu20 and Ti50Ni25Cu25 alloys are listed in 

Table 4.2 and Table 4.3. A comparison with previously reported data is also 

included. 

Firstly, from the calculated results listed in Table 4.2, it can be clearly 

observed that the three sets of lattice parameters and free energy values of 

Ti50Ni25Cu25 obtained based on different initial supercells are practically 

identical. Hence, it can be concluded that both the positions of the Cu atoms 

and the number of unit cells have insignificant effect on the calculated results of 

lattice parameters and free energy. It can also be observed that the two 
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calculated results of Ti50Ni37.5Cu12.5 alloy are almost the same. This shows once 

again that the calculated lattice constants are independent of the atomic 

positions of Cu. 

 

Table 4.2 Lattice parameters and free energy of Ti50Ni50-xCux alloys obtained by 

the Supercell Method. 

 

Alloys 

No. of 

unit cell 

used 

a 

(Å) 

b 

(Å) 

c 

(Å) 
β (°) 

Free 

Energy per 

unit cell 

(eV) 

Volume 

per unit 

cell (Å
3
) 

Ti50Ni45Cu5 5  2.927 4.074 4.799 103.21 -5915.2012 55.7157 

Ti50Ni37.5Cu12.5  2  2.896 4.160 4.698 99.29 -5912.7079 55.8725 

Ti50Ni37.5Cu12.5 2  2.896 4.160 4.703 99.57 -5912.7082 55.8776 

Ti50Ni35Cu15 5 2.875 4.203 4.659 96.94 -5911.8798 55.8748 

Ti50Ni31.25Cu18.75 4 2.852 4.249 4.627 94.45 -5910.6293 55.9006 

Ti50Ni30Cu20 5 2.718 4.351 4.684 91.68 -5910.201 55.3664 

Ti50Ni25Cu25 1 2.684 4.396 4.702 90.09 -5908.5414 55.4807 

Ti50Ni25Cu25 2 2.685 4.394 4.701 89.98 -5908.5403 55.4722 

Ti50Ni25Cu25 5 2.726 4.358 4.691 91.58 -5908.5576 55.7136 

Ti50Ni50-B19[122] --- 2.88 4.28 4.52 90 --- --- 

Ti50Ni50-B19′[123] --- 2.89 4.12 4.62 96.5 --- --- 

Ti50Ni50-BCO[126] 1 2.948 4.006 4.928 107.3 -5916.8766 55.5891 

Ti50Ni50-B19′′[134] 1 2.946 4.021 4.809 102.9 -5916.8716 55.5434 
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Table 4.3 Lattice parameters and free energy of Ti50Ni50-xCux alloys obtained by 

the Virtual Crystal Method. 

 

Alloys a (Å) b (Å) c (Å) β (°) 

Free Energy 

per unit cell 

(eV) 

Volume 

per unit 

cell (Å
3
) 

Ti50Ni45Cu5 2.949 4.044 4.780 101.417 -5896.4826 55.873802 

Ti50Ni37.5Cu12.5 2.948 4.087 4.732 99.463 -5875.1237 56.247562 

Ti50Ni35Cu15 2.894 4.1537 4.6956 97.190 -5870.0931 56.009568 

Ti50Ni31.25Cu18.75 2.8305 4.254 4.639 93.312 -5864.3132 55.771837 

Ti50Ni30Cu20 2.818 4.273 4.635 92.268 -5862.8376 55.768346 

Ti50Ni27.5Cu22.5 2.804 4.2946 4.637 91.23354 -5860.54053 55.827830 

Ti50Ni25Cu25 2.789 4.314 4.645 90.313 -5859.1065 55.887204 

Ti50Ni50-B19[122] 2.88 4.28 4.52 90 --- --- 

Ti50Ni50-B19′[123] 2.89 4.12 4.62 96.5 --- --- 

Ti50Ni50-BCO[126] 2.948 4.006 4.928 107.3 -5916.8766 55.5891 

Ti50Ni50-B19′′[134] 2.946 4.021 4.809 102.9 -5916.8716 55.5434 

 

Secondly, it can be found from Table 4.2 and Table 4.3 that the present 

calculation results are consistent with earlier reported experimental data. Thus, 

we can infer that the present structures used to carry out the calculations are 

reasonable and the results are accurate and reliable. For Ti50Ni45Cu5, 

Ti50Ni37.5Cu12.5, Ti50Ni35Cu15 and Ti50Ni31.25Cu18.75, the stable martensite B19′ 

phase is of monoclinic structure, while for Ti50Ni30Cu20 and Ti50Ni25Cu25, they 

are the B19 phase with orthorhombic structure, which agree well with 

experimental observations. The lattice constants of Ti50Ni45Cu5 are very close 
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to those of the B19′′ structure reported in an earlier work [134], further 

indicating the likelihood of existence of such structure in TiNi-based SMAs. In 

addition, the calculated lattice parameters of Ti50Ni37.5Cu12.5 are in good 

agreement with the experimental data of the B19′ structure, except that there is 

a 3
°
 difference in monoclinic angles. 

Thirdly, the free energy increases with increasing Cu substitution, meaning 

that with increasing Cu content in TiNiCu alloys, the monoclinic martensite 

structure becomes less stable. 

The calculated Mulliken charge transfer as a function of Cu content, are 

presented in Table 4.4. The densities of states (DOS) of TiNiCu alloys are 

shown in Figure 4.2. 

 

Table 4.4 Calculated charge transfer per atom in TiNiCu alloys. 

 

Alloys 
 Charges (e)  

Ti Ni Cu 

Ti50Ni50 0.365 -0.365 --- 

Ti50Ni45Cu5 0.399 -0.348 -0.85 

Ti50Ni37.5Cu12.5 0.445 -0.323 -0.82 

Ti50Ni35Cu15 0.464 -0.3157 -0.81 

Ti50Ni31.25Cu18.75 0.495 -0.294 -0.83 

Ti50Ni30Cu20 0.496 -0.273 -0.83 

Ti50Ni25Cu25 0.54 -0.23 -0.85 
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Figure 4.2 Density of states (DOS) for (a) Ti50Ni50; (b) Ti50Ni45Cu5; 

(c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; (e) Ti50Ni31.25Cu18.75; (f) Ti50Ni30Cu20 and 

(g) Ti50Ni25Cu25. 
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As presented in Table 4.4, in comparison with equiatomic TiNi binary alloy, 

more electrons escape from the Ti atoms with increasing Cu content. As the 

ability of Cu atoms to attract electrons is stronger than Ni [71], less charge 

transfer to Ni atoms than to Cu atoms was observed.  

Naturally, since the electron DOS depends mainly on the local atomic 

environment [181], alloys having the same amount of Ti should have similar 

electron DOS. In binary intermetallic compounds, high DOS at Fermi level has 

been considered to be related to the structure instability. However, Ravi et al. 

[182] stated that this may not be true for ternary systems. In the present 

research, it has been observed that for TiNiCu ternary alloys, high DOS at 

Fermi level is related to the structure instability. From our calculations, the 

substitution of Ni by Cu seems to increase the DOS at Fermi level. By 

comparing the free energies of TiNiCu alloys, it shows that with increasing Cu 

content, the free energy increases, leading to instability of the TiNiCu 

martensite monoclinic structure. For binary TiNi, the martensite crystal 

structure is monoclinic. For Ti50Ni45Cu5 and Ti50Ni37.5Cu12.5, although the 

crystal structures are still monoclinic, the monoclinic angle has changed. 

However, in Ti50Ni30Cu20 and Ti50Ni25Cu25 alloys, the stable martensite crystal 

structures become orthorhombic. These results suggest that there is a 

relationship between the DOS at Fermi level and the equilibrium crystal 

structure. 
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In Figure 4.3, the lattice parameters, as a function of Cu content in TiNiCu 

alloys, obtained through both SM and VCM, are presented. It can be seen that 

the lattice parameters a and c decrease with increasing Cu content, while the 

lattice parameter b increases. The two computational methods used in the 

present research yield results which are very similar and the trends are identical. 

It can be observed that Cu content has significant effect on the lattice 

parameters of TiNiCu alloys with Cu content less than 25 at%. 

 

 
Figure 4.3 Variation of lattice parameters with Cu content. 

 

In Figure 4.4, we present the monoclinic angle (β) and unit cell volume as a 

function of Cu content. The results obtained through both SM and VCM are 

listed and compared. The unit cell volumes of the TiNiCu alloys have very 

slight variations with varying Cu content. The binary TiNi alloy can be 
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considered as a TiNiCu alloy containing zero at% Cu. The unit cell volume of 

an intermetallic crystal is controlled by the bond lengths, namely, it is 

controlled by both the size of the atoms and the number of valence electrons of 

the materials [183]. The atomic radii of Ni, Ti and Cu are 1.29 Å, 1.45 Å and 

1.28 Å, respectively. The valence electrons are electrons in the outermost 

principal quantum level of an atom which means the s and d electrons make the 

most contribution to the valence electrons [184]. For transition metals, these s 

and d electrons are generally considered as the valence electrons. 

 

 

Figure 4.4 Variation of unit cell volume and monoclinic angle with Cu content. 

 

In the present simulations, the electronic configurations adopted for Ni, Ti 

and Cu are 3d
8
4s

2
, 3s

2
3p

6
3d

2
4s

2
 and 3d

10
4s

1
, respectively. Thus, the numbers of 

valence electrons (e𝑣) of these elements are 𝑒𝑣
𝑁𝑖 = 10, 𝑒𝑣

𝑇𝑖 = 4 and 𝑒𝑣
𝐶𝑢 = 11. 
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For ternary TiNiCu alloys, the number of valence electrons per atom can be 

defined based on the atomic fraction of the elements in the alloy [184]. The 

equation used to determine the number of valence electrons per atom of TiNiCu 

is: 

 

𝑒𝑣

𝑎
 = 𝑓𝑁𝑖𝑒𝑣

𝑁𝑖 + 𝑓𝑇𝑖𝑒𝑣
𝑇𝑖 + 𝑓𝐶𝑢𝑒𝑣

𝐶𝑢                                           (4.1) 

 

where 𝑓𝑁𝑖, 𝑓𝑇𝑖 and 𝑓𝐶𝑢 are the atomic fractions of elements in the alloy for Ni, 

Ti and Cu, respectively. Similarly,  𝑒𝑣
𝑁𝑖 , 𝑒𝑣

𝑇𝑖  and 𝑒𝑣
𝐶𝑢  are the number of 

valence electrons of Ni, Ti and Cu, respectively. As the number of valence 

electrons of Cu is slightly higher than Ni, the number of valence electrons per 

atom of TiNiCu increases slightly with increasing Cu content. 

Since both the atomic radius and the number of valence electrons of Cu are 

quite similar to those of Ni, the substitution of Cu for Ni has minimal effect on 

the unit cell volume of the TiNiCu martensite. 

From Figure 4.4, we can also note that the monoclinic angle (β) decreases 

with increasing Cu content consistently. When Cu content is between 0 at% and 

18.75 at%, a monoclinic crystal structure presents. However, when the Cu 

content is increased to 20 at%, an orthorhombic structure is formed. 
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4.3.3 Summary 

The present section has studied the crystal structure, electronic structure 

and stable martensite crystal structure of Ti50Ni50-xCux (x = 0, 5, 12.5, 15, 18.75, 

20, 25) alloys based on first-principle calculations. From the crystal structure 

optimizations of TiNiCu martensite with different amounts of Cu substituting 

Ni, the following conclusions can be drawn: 

As a result of Cu addition to TiNi, the martensite lattice parameters a and 

c and the monoclinic angle decrease, whereas the lattice parameter b 

increases with increasing Cu content. When Cu content reaches 20 at%, the 

monoclinic martensite crystal structure becomes unstable and an 

orthorhombic crystal structure is formed. This computational outcome agrees 

well with experimental observations. 

With increasing Cu content, more electrons escape from the Ti atoms. As 

the Cu atoms attract more electrons as compared to the Ni atoms, fewer 

charge transfer from Ti to Ni occurs as compared to that in binary TiNi alloy. 

Since both the atomic radius and the number of valence electrons of Cu are 

quite similar to those of Ni, the unit cell volumes of TiNiCu martensite 

structures vary slightly with different Cu content. 

Due to the lower free energy, the base-centred orthorhombic (BCO) 

structure is more stable than the B19′′ structure. The B19′′ phase can be 

considered as a transition phase between B19′ and BCO and might play a role 
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in the stabilization of the B19′ structure, based on observations of the 

monoclinic angle. 

 

4.4 Effect of Cu Content on Atom Positions of TiNiCu 

SMAs 

In order to effectively design SMAs with required transformation hysteresis, 

understanding the atomic displacement and subsequent crystal structure 

transition as a result of alloying is of primary importance. In Section 4.3, the 

stable martensite structures of TiNiCu alloys have been investigated. However, 

the mechanism of Cu addition in modifying the martensite crystal structure is 

still not clearly understood. In order to investigate the mechanism of how Cu 

content affects martensite crystal structures of TiNiCu alloys, in this section, a 

first principle investigation on the atomic displacement of martensitic 

Ti50Ni50-xCux (x = 0, 5, 12.5, 15, 18.75, 20, 25) alloys is performed. 

4.4.1 Research Method 

The martensite crystal structures of TiNiCu alloys with different Cu 

contents used and compared in this chapter are listed in Table 4.5. The B19 and 

B19′ phases were observed in experiments, while the BCO structure was 

obtained only from computational calculations. In the present calculations, all 

initial crystal structures were set to monoclinic structures, i.e. B19′ phase. The 
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original atomic positions of Ni and Ti were taken as x = 0.0525, y = 0.25, z = 

0.693 and x = 0.4726, y = 0.25, z = 0.221, respectively. 

 

Table 4.5 Lattice parameters of, B19, B19′ and BCO from earlier experimental 

and theoretical works. 

 

Alloy Phase a (Å) b (Å) c (Å) β (°) Ref. 

Ti50Ni50 BCO (Comp.) 2.94 3.997 4.936 107.0 [126] 

Ti50Ni50 B19′-Monoclinic (Exp.) 2.89 4.12 4.62 96.5 [122, 123] 

Ti50Ni30Cu20 B19-Orthorhombic (Exp.) 2.88 4.28 4.52 --    [122, 123] 

 

In order to obtain and visualize the atomic displacements in TiNiCu alloys 

with different Cu content, the same unit cell has been used and all TiNiCu 

initial structures were optimized by the Virtual Crystal Method (VCM). The 

unit cells of B19′ and B19 martensite structures are shown in Figure 4.5, in 

which four atoms were indicated for each unit cell. 

 

Figure 4.5 Schematic of the unit cell of (a) B19′ martensite structure, and (b) 

B19 martensite structure. 
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4.4.2 Results and Discussions 

The calculated atomic positions of Ti and Ni/Cu as a result of Cu addition 

from VCM and SM are listed in Table 4.6, Table 4.8 and Table 4.7, Table 4.9, 

respectively, in which reported experimental data are also included. The 

calculated results from two methods are compared and cross-checked. 

 

Table 4.6 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.25) from 

VCM. 

 

Table 4.7 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.25) from 

SM. 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni50 (Exp.) 0.0525 0.25 0.693 0.4726 0.25 0.221 

Ti50Ni50 

(Comp.) 

0.0898 0.25 0.671 0.3518 0.25 0.215 

Ti50Ni45Cu5 0.0639 0.25 0.670 0.3869 0.25 0.215 

Ti50Ni37.5Cu12.5 0.0471 0.25 0.669 0.4026 0.25 0.213 

Ti50Ni35Cu15 0.0349 0.25 0.671 0.4166 0.25 0.212 

Ti50Ni31.25Cu18.7

5 

0.0126 0.25 0.677 0.4608 0.25 0.213 

Ti50Ni30Cu20 0.0116 0.25 0.677 0.4620 0.25 0.213 

Ti50Ni25Cu25 -0.0019 0.25 0.679 0.5065 0.25 0.212 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni50 (Exp.) 0.0525 0.25 0.693 0.4726 0.25 0.221 

Ti50Ni50 (Comp.) 0.0898 0.25 0.671 0.3518 0.25 0.215 

Ti50Ni45Cu5 0.0660 0.25 0.669 0.3852 0.25 0.228 

Ti50Ni37.5Cu12.5 0.0469 0.25 0.691 0.4188 0.25 0.215 

Ti50Ni35Cu15 0.0325 0.25 0.683 0.4396 0.25 0.208 

Ti50Ni31.25Cu18.75 0.0117 0.25 0.679 0.4627 0.25 0.216 

Ti50Ni30Cu20 0.0057 0.25 0.684 0.4780 0.25 0.213 

Ti50Ni25Cu25 -0.0002 0.25 0.682 0.5003 0.25 0.213 
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Table 4.8 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.75) from 

VCM. 

 

Table 4.9 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys (y = 0.75) from 

SM. 

 

From the calculated results listed in Table 4.6, Table 4.8, Table 4.7 and 

Table 4.9, it can be observed that the two computational methods used in the 

present research yield similar results and the trends are identical, which implies 

either of the two methods can be used to carry out the calculations. Specifically, 

the atomic coordinates from the SM method are the average values of the 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni50 (Exp.) 0.9475 0.75 0.307 0.5274 0.75 0.779 

Ti50Ni50 

(Comp.) 

0.9147 0.75 0.329 0.6421 0.75 0.786 

Ti50Ni45Cu5 0.9360 0.75 0.330 0.6130 0.75 0.785 

Ti50Ni37.5Cu12.5 0.9529 0.75 0.331 0.5973 0.75 0.787 

Ti50Ni35Cu15 0.9651 0.75 0.330 0.5834 0.75 0.788 

Ti50Ni31.25Cu18.7

5 

0.9814 0.75 0.323 0.5392 0.75 0.787 

Ti50Ni30Cu20 0.9883 0.75 0.323 0.5380 0.75 0.787 

Ti50Ni25Cu25 1.0079 0.75 0.321 0.4935 0.75 0.788 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni50 (Exp.) 0.9475 0.75 0.307 0.5274 0.75 0.779 

Ti50Ni50 

(Comp.) 

0.9147 0.75 0.329 0.6421 0.75 0.786 

Ti50Ni45Cu5 0.9340 0.75 0.331 0.6148 0.75 0.772 

Ti50Ni37.5Cu12.5 0.9531 0.75 0.309 0.5812 0.75 0.785 

Ti50Ni35Cu15 0.9675 0.75 0.317 0.5604 0.75 0.792 

Ti50Ni31.25Cu18.7

5 

0.9883 0.75 0.321 0.5373 0.75 0.784 

Ti50Ni30Cu20 0.9943 0.75 0.316 0.5220 0.75 0.787 

Ti50Ni25Cu25 1.0002 0.75 0.318 0.4997 0.75 0.787 



 

96 

 

corresponding atoms while those from VCM can be obtained directly. With 

higher accuracy, the results from the VCM method were used to visualize the 

atomic displacements in the unit cell. From the four tables, it can be clearly 

observed that in the x-direction, the displacements of Ni/Cu and Ti atoms are 

clearly evident. Increasing Cu content leads to a displacement of Ni/Cu atom 

along the [1̅00] direction and Ti atom in the [100] direction. Both Ni/Cu and Ti 

atoms remain unshifted in the [010] direction with increasing Cu content. The 

displacements of Ni/Cu and Ti atoms along the [001] direction are relatively 

small in all the alloys considered here. 

Since the Ni/Cu and Ti atoms remain unchanged along the [010] direction, 

it can be indicated that all the atomic displacements have occurred within the 

(010) plane. The schematic projections of the crystal structures along the y-axis 

for TiNiCu alloys containing different Cu contents are illustrated in Figure 4.6. 

The positions of Ni/Cu site (blue) and Ti site (grey) along ‘a’ and ‘c’ lattice 

parameters with respect to the binary alloy are clearly depicted. The dashed 

circles represent the original positions of Ni and Ti atoms in the computational 

Ti50Ni50 B19′ structure. 
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Figure 4.6 Projections of the martensite crystal structures along <010> direction 

of (a) binary Ti50Ni50; (b) Ti50Ni45Cu5; (c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; (e) 

Ti50Ni31.25Cu18.75; (f) Ti50Ni30Cu20 and (g) Ti50Ni25Cu25, comparing the typical 

relative average positions of Ni site (blue) and Ti site (grey) along ‘a’ and ‘c’ 

lattice parameters with respect to the binary alloy. 
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Figure 4.7 3-D diagrams showing the atomic positions of (a) Ti50Ni45Cu5; (b) 

Ti50Ni37.5Cu12.5; (c) Ti50Ni35Cu15; (d) Ti50Ni31.25Cu18.75; (e) Ti50Ni30Cu20 and (f) 

Ti50Ni25Cu25. 

 

The three-dimensional (3D) diagrams are shown in Figure 4.7. From this 

figure, it is obvious that all the atomic displacements occurred within the (010) 

planes, i.e. (010) plane at y = 0.25 (as listed in Table 4.6) and (010) plane at y = 

0.75 (as listed in Table 4.8) respectively. We label the atoms within the (010) 
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plane at y = 0.25 as Ni/Cu(A) and Ti(A), and the atoms within the (010) plane 

at y = 0.75 as Ni/Cu(B) and Ti(B), respectively. As shown in Figure 4.6, the Ti 

atoms on the left and right sides are Ti(A) and Ti(B), respectively, while the 

Ni/Cu atoms in upper and lower positions are Ni/Cu(A) and Ni/Cu(B), 

respectively. The monoclinic angles and the atom displacement directions are 

indicated in these two figures. 

The crystal structure is determined by the atomic arrangements in 

crystalline solids. From Figure 4.6 and Figure 4.7, we observe that along the 

x-axis, the two Ti atoms shifted in the opposite directions, as did the two Ni/Cu 

atoms. With increasing Cu content, the distance between the two Ni/Cu atoms 

increases along the x-axis, while that between the Ti atoms decreases. 

Specifically for the Ni/Cu atom, when Cu content reaches 25 at%, the 

x-parameter is near zero. This form of atomic displacements within the (010) 

plane leads to a rotation of the (100) plane.  

As shown in Figure 4.8, from Ti50Ni50 to Ti50Ni25Cu25, the (010) and (001) 

planes remain unchanged. However, the (100) plane rotates along the [010] 

direction, leading to a decrease in monoclinic angle. As a result, the crystal 

structure changes from monoclinic (B19′) to orthorhombic (B19). 
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Figure 4.8 Schematic diagram showing the transition of martensite crystal 

structure from B19′ to B19 as a result of Cu addition in TiNi. 

 

Moreover, this change is gradual. From Table 4.6, Table 4.7, Table 4.8, 

Table 4.9 and Figure 4.6, it can be clearly observed that the displacements of 

both Ti and Ni/Cu atoms in the x-direction are continuous, which results in a 
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continuous change of the monoclinic angle and lattice parameters, leading to 

successive changes in the crystal structure. Thus, it can be surmised that, with 

increasing Cu content in TiNiCu alloys, the change in the martensite crystal 

structure from monoclinic B19′ to orthorhombic B19 is not dramatic but 

gradual. Furthermore, MT temperatures can be affected by various factors, in 

particular the chemical content. Accompanied by the change of the martensite 

crystal structure from B19′ to B19, the transformation hysteresis in TiNiCu 

SMAs drastically reduces from as high as 30 K to as low as 5 K. Through 

understanding the pathway of transition of martensite crystal structures from 

B19′ to B19 as a result of alloying, it might help to understand the drastic 

change in the transformation hysteresis due to Cu addition. 

Accommodation of Cu in the monoclinic martensitic TiNi takes place by 

substitution of Ni atom, and it is assumed that replacements are controlled 

primarily by the size mismatch of Cu [184]. The atomic radii of Ti, Ni and Cu 

are 1.45 Å, 1.29 Å and 1.28 Å, respectively. As the atomic radii of Cu is 

slightly smaller than that of Ni, the size mismatch is not significant, which is 

consistent with previous observation that there is no dramatic change of crystal 

structure when substituting Cu in TiNiCu martensitic alloys [185]. 

In Section 4.3, we noted that more electrons escape from the Ti atoms in 

comparison with equiatomic TiNi binary alloy with increasing Cu content [185]. 

The more charge transfer between Ti and Ni/Cu atoms, the stronger the 
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interaction between them will be, and the higher the bonding force between 

them is, leading to a shorter bond length. 

 

 

Figure 4.9 Variation of Ni/Cu-Ti bond length with Cu content. 

 

In Figure 4.9, the bond length of Ni/Cu(A)-Ti(A) and Ni/Cu(A)-Ti(B) as a 

function of Cu content in TiNiCu alloys are presented. It can be observed that, 

with increasing Cu content in TiNiCu martensite, the bond length between 

Ni/Cu(A) and Ti(B) atoms increases, leading to an increase of lattice parameter 

b, which agrees well with previous observation [185]. For the bond length 

between Ni/Cu(A) and Ti(A) atoms, it decreases initially and then increases. 

When Cu content increases from 0 at% to 15 at%, more electrons escape from 

Ti(A) to Ni/Cu(A), leading to a stronger interaction and resulting in a decrease 
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of bond length between them. When Cu content is more than 15 at%, less 

electrons escape from Ti(A) to Ni/Cu(A), leading to a weak interaction which 

results in an increase in the bond length between them. Meanwhile, the 

interaction between Ni/Cu(A) and Ti(B) becomes stronger, and when Cu 

content reaches 20 at%, the bond length between them begins to decrease. 

 

 

Figure 4.10 Band structures and associated partial density of states for (a) 

binary Ti50Ni50; (b) Ti50Ni45Cu5; (c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; (e) 

Ti50Ni31.25Cu18.75; (f) Ti50Ni30Cu20; and (g) Ti50Ni25Cu25 with the Fermi level 

defined at 0 eV. 
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Figure 4.10 presents the band structures and associated partial density of 

states (DOS) of TiNiCu alloys for several symmetry directions in k space. The 

number of bands varies when a different number of unit cells was used to carry 

out the calculations. From this figure, most of the bands are observed near and 

below the Fermi level and the bands are similar at lower energy. For TiNiCu 

with Cu content between 5% and 20%, a narrow gap exists near the Fermi level, 

which is different from the TiNi binary alloy and Ti50Ni25Cu25. Moreover, 

bands at higher energy are only observed in the TiNi binary alloy and 

Ti50Ni25Cu25, which also indicates that the TiNiCu with Cu content between 5% 

and 20% is the transition phase from monoclinic to orthorhombic. 

On the other hand, in this figure, the partial local s, p and f DOS are very 

small in all compounds compared to the d DOS, which indicates that, for 

TiNiCu alloys, d orbital character plays a primary role in DOS, the same as in 

the TiNi binary alloy. In partial DOS, the Ti, Ni and Cu states exhibit sharp 

peaks, in which the peak apex of the Ti d-states occurs at a higher energy than 

the peak apex of the Ni and Cu d-states. It also can be observed that with Cu 

content exceeding 15%, a dual peak is shown at a lower energy, which shows 

that with increasing Cu content, the Cu d-states are making an increasingly 

important contribution to the partial DOS which may be responsible for the 

transition of the crystal structure. 
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Figure 4.11 2D total electron density projection plots in the XZ plane with 

color legend indicating magnitude of charge distribution for (a) binary Ti50Ni50; 

(b) Ti50Ni45Cu5; (c) Ti50Ni37.5Cu12.5; (d) Ti50Ni35Cu15; (e) Ti50Ni31.25Cu18.75; (f) 

Ti50Ni30Cu20; and (g) Ti50Ni25Cu25. 

 

Figure 4.11 shows the two-dimensional (2D) plots for the total electron 

density projection in the XZ plane, from which an electronic charge depletion at 

the Ti lattice site and accumulation at the Ni/Cu site, with increasing Cu content, 

can be observed. When Cu content is below 15%, the charge density is 
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approximately symmetrically distributed throughout the crystal structure. 

However, it becomes uneven when Cu content exceeds 15%. More charge 

transfer between Ti(A) and Ni/Cu(B) is observed, which may lead to a lower 

bonding force between Ti(A) and Ni/Cu(A), and hence an increase in the bond 

length, being consistent with our previous observations of bond length. In 

addition, the gradual change in the charge density redistribution plays an 

essential role in the gradual change of crystal structures. 

4.4.3 Summary 

The present section has studied the atomic positions and displacements in 

martensite crystal structure of Ti50Ni50-xCux (x = 0, 5, 12.5, 15, 18.75, 20, 25) 

alloys using density functional theory. Based on the crystal structure 

optimizations of TiNiCu martensite consisting of different amounts of Cu 

substituting for Ni, the following conclusions can be drawn: 

As a result of Cu addition to TiNi, the shifting of Ti and Ni/Cu atoms 

along the x-axis is clearly evident, but minimal along the y- and z-axes. With 

increasing Cu content, the distance between two Ni/Cu atoms increases along 

the x-axis while the Ti atoms become closer, which is responsible for the 

rotation of the (100) plane, leading to a decrease in the monoclinic angle. 

Due to the similar sizes of Ni and Cu atoms, by introduction of Cu into 

TiNi, the displacements of both Ti and Ni/Cu atoms along the x-axis are 

progressive, indicating no dramatic change in TiNiCu martensite crystal 
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structures, but the monoclinic angle decreases gradually until the 

orthorhombic structure is formed. 

With increasing Cu content, the charge transfer between Ti and Ni/Cu 

atoms is suggested here to be responsible for the observed atomic 

displacement. The increase of bond length between the Ni/Cu(A) and Ti(B) 

atoms leads to an increase of lattice parameter b.  

Through revealing the pathway of crystal structure change due to 

Cu-addition it might help to provide some useful information for 

understanding the drastic change in transformation hysteresis in TiNiCu 

alloys and for adjusting the transformation hysteresis through adjusting the 

chemical content of particular SMAs of interest. 

4.5 Effect of Charge Transfers on Lattice Properties of 

TiNiCu SMAs 

In this section, the martensite crystal structures, electronic structures as 

well as the atomic displacement of Ti50Ni50-xCux (x = 25, 30, 35, 37.5, 40, 45, 

50) shape memory alloys are studied using DFT. In order to effectively design 

SMAs with required properties, understanding the atomic displacement and 

subsequent changes in crystal structure as a result of alloying is of primary 

importance. However, a full quantum-level understanding of TiNiCu alloys 

with Cu content exceeding 25 at% is still lacking, where the mechanism of Cu 

addition in modifying the martensite crystal structure is not clearly understood. 

As a plausible explanation for atomic displacement and martensite crystal 
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structure transition, the charge transfer in TiNiCu alloys is also examined. The 

results presented in this section may provide an insight for a better 

understanding of the martensite crystal structures of TiNiCu alloys with Cu 

content exceeding 25 at% and the transformation hysteresis in TiNiCu SMAs. 

 

4.5.1 Research Method 

In the present section, Supercell Method (SM) and Virtual Crystal Method 

(VCM) are used to simulate the configurations. Currently, SM and VCM are the 

most widely adopted simulation methods in doping research. Generally, the 

results of SM possess higher accuracy but VCM incurs less computational time 

and can provide quick results on the trends. In our research, both these methods 

are used in terms of optimization of crystal structures and the calculated results 

are cross-checked. 

Moreover, the earlier study in Section 4.3 has shown that the calculated 

lattice constants are independent of the number of unit cells as well as the 

atomic positions of Cu. Thus for each Cu content considered here, only one 

supercell or unit cell will be used to carry out the calculations. The unit cells of 

B19′ and B19 martensite structures used here are the same as those shown in 

Figure 4.5, in which four atoms are indicated for each unit cell. The initial 

structures (unit cell and supercells) used for SM are shown in Figure 4.12. 
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Figure 4.12 Initial unit cells and supercells of Ti50Ni50-xCux (a) unit cell of 

Ti50Ni25Cu25 (b) 1×1×5 supercell of Ti50Ni20Cu30 (c) 1×1×5 supercell of 

Ti50Ni15Cu35 (d) 1×1×2 supercell of Ti50Ni12.5Cu37.5 (e) 1×1×5 supercell of 

Ti50Ni10Cu40 (f) 1×1×5 supercell of Ti50Ni5Cu45 (g) unit cell of Ti50Cu50. 

 

4.5.2 Results and Discussions 

The calculated lattice parameters of Ti50Ni25Cu25, Ti50Ni20Cu30, 

Ti50Ni15Cu35, Ti50Ni12.5Cu37.5, Ti50Ni10Cu40, Ti50Ni5Cu45 and Ti50Cu50 alloys by 

SM and VCM are listed in Table 4.10 and Table 4.11, respectively. The 

calculated results are compared with previously reported data. The lattice 

parameters and monoclinic angle, as a function of Cu content in TiNiCu alloys 

calculated using both SM and VCM, are shown in Figure 4.13. 
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Table 4.10. Lattice parameters and free energy of TiNiCu alloys with Cu 

content exceeding 25 at% obtained by the Supercell Method. 

 

Alloys 

No. of 

unit cell 

used 

a 

(Å) 

b 

(Å) 

c 

(Å) 
β (°) 

Free 

Energy per 

unit cell 

(eV) 

Volume 

per unit 

cell (Å
3
) 

Ti50Ni25Cu25 1  2.684 4.396 4.702 90.09 -5908.5414 55.4807 

Ti50Ni20Cu30  5  2.681 4.419 4.710 90.33 -5906.9002 55.8096 

Ti50Ni15Cu35 5  2.690 4.426 4.718 90.53 -5905.2554 56.1812 

Ti50Ni12.5Cu37.5 2  2.697 4.426 4.722 90.52 -5904.4304 56.3647 

Ti50Ni10Cu40 5  2.686 4.440 4.727 90.19 -5903.6087 56.4899 

Ti50Ni5Cu45 5  2.692 4.443 4.751 90.23 -5901.9633 56.8205 

Ti50Cu50 1  2.683 4.464 4.771 90.07 -5900.3158 57.1423 

Ti50Ni50-B19[186] --- 2.88 4.28 4.52 90 --- --- 

Ti50Ni50-B19′[123] --- 2.89 4.12 4.62 96.5 --- --- 

Ti50Ni50-BCO[126] 1 2.948 4.006 4.928 107.3 -5916.8766 55.5891 

 

Firstly, from Table 4.10, Table 4.11 and Figure 4.13, it can be found that 

the results from both SM and VCM are highly comparable and the trends are 

identical, which indicate that the calculated results are reliable and accurate. 

Secondly, from the calculated results shown in Table 4.10, Table 4.11 and 

Figure 4.13, it can be observed that for Cu content exceeding 25 at%, the stable 

martensite crystal structure of TiNiCu alloys is orthorhombic (with monoclinic 

angle equal to 90°). It is also clearly observed that compared to TiNiCu alloys 

with lower Cu content, the lattice parameters vary slightly with increasing Cu 

content, whereby a decreases while b and c increase slightly. It can be stated 
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that for TiNiCu alloys with Cu content exceeding 25 at%, Cu content has 

insignificant effect on the lattice constants. 

 

Table 4.11 Lattice parameters and free energy of TiNiCu alloys with Cu content 

exceeding 25 at% obtained by the Virtual Crystal Method. 

 

Alloys a (Å) b (Å) c (Å) β (°) 

Free Energy 

per unit cell 

(eV) 

Volume 

per unit 

cell (Å
3
) 

Ti50Ni25Cu25 2.789 4.314 4.645 90.313 -5859.1065 55.887204 

Ti50Ni20Cu30  2.754 4.354 4.671 89.91 -5858.8461 56.009126 

Ti50Ni15Cu35 2.730 4.383 4.694 90.12 -5862.2498 56.168501 

Ti50Ni12.5Cu37.5 2.722 4.396 4.703 90.10 -5865.3726 56.356821 

Ti50Ni10Cu40 2.712 4.409 4.716 90.11 -5869.7746 56.402589 

Ti50Ni5Cu45 2.695 4.439 4.740 90.18 -5882.1444 56.695032 

Ti50Cu50 2.683 4.465 4.771 90.07 -5900.3158 57.142322 

Ti50Ni50-B19[186] 2.88 4.28 4.52 90 --- --- 

Ti50Ni50-B19′[123] 2.89 4.12 4.62 96.5 --- --- 

Ti50Ni50-BCO[126] 2.948 4.006 4.928 107.3 -5916.8766 55.5891 

 

Thirdly, from Table 4.10 and Table 4.11, it can also be observed that with 

increasing Cu substitution in TiNiCu alloys with Cu content exceeding 25 at%, 

the free energy changes only slightly. This is consistent with the stable 

martensite crystal structure remaining unchanged, which is orthorhombic 

structure. 
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Figure 4.13 Variation of lattice parameters and monoclinic angle with Cu 

content. 

 

The densities of states (DOS) of Ti50Ni25Cu25, Ti50Ni20Cu30, Ti50Ni15Cu35, 

Ti50Ni12.5Cu37.5, Ti50Ni10Cu40, Ti50Ni5Cu45 and Ti50Cu50 alloys are presented in 

Figure 4.14. The calculated charge transfer per atom in TiNiCu alloys are listed 

in Table 4.12. 

 

Table 4.12 Calculated charge transfer per atom in TiNiCu alloys with Cu 

content exceeding 25 at%. 

 

Alloys 
 Charges (e)  

Ti Ni Cu 

Ti50Ni25Cu25 0.54 -0.23 -0.85 

Ti50Ni20Cu30 0.578 -0.245 -0.8 

Ti50Ni15Cu35 0.617 -0.257 -0.774 

Ti50Ni12.5Cu37.5 0.638 -0.25 -0.767 

Ti50Ni10Cu40 0.654 -0.26 -0.7525 

Ti50Ni5Cu45 0.691 -0.26 -0.739 

Ti50Cu50 0.73 -- -0.73 
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Figure 4.14 Density of states (DOS) for (a) Ti50Ni25Cu25; (b) Ti50Ni20Cu30;(c) 

Ti50Ni15Cu35; (d) Ti50Ni12.5Cu37.5; (e) Ti50Ni10Cu40; (f) Ti50Ni5Cu45 and (g) 

Ti50Cu50. 
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Since the DOS of electrons depends mainly on the local atomic 

environment [181], from Figure 4.14, it can be observed that these alloys have 

similar DOS since they have the same amount of Ti. For these alloys, the DOS 

at Fermi level are highly similar, which implies that the equilibrium crystal 

structures for these alloys are the same, and it agrees well with our previous 

observations. As observed in Table 4.12, since Cu atom attracts more electrons 

than Ni atom, with increasing Cu content, Ti atoms will progressively lose more 

and more electrons. However, with more Cu addition to TiNi, the charge 

transferred to Cu per atom decreases while that for Ni increases, leading to a 

weaker interaction between Ti and Cu atoms. 

The calculated atomic positions of Ti and Ni/Cu as a result of Cu addition 

from VCM and SM are listed in Table 4.13, Table 4.15 and Table 4.14, Table 

4.16 respectively.  

 

Table 4.13 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu 

content exceeding 25 at% (y = 0.25) from VCM. 

 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni25Cu25 -0.0019 0.25 0.679 0.5065 0.25 0.212 

Ti50Ni20Cu30 -0.0004 0.25 0.679 0.5014 0.25 0.208 

Ti50Ni15Cu35 0.0004 0.25 0.679 0.4975 0.25 0.206 

Ti50Ni12.5Cu37.5 0.0003 0.25 0.678 0.4981 0.25 0.205 

Ti50Ni10Cu40 0.0003 0.25 0.677 0.4980 0.25 0.203 

Ti50Ni5Cu45 0.0003 0.25 0.677 0.4968 0.25 0.201 

Ti50Cu50 0.0001 0.25 0.676 0.4986 0.25 0.198 
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Table 4.14 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu 

content exceeding 25 at% (y = 0.25) from SM. 

 

 

 

Table 4.15 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu 

content exceeding 25 at% (y = 0.75) from VCM. 

 

 

 

 

 

 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni25Cu25 -0.0002 0.25 0.682 0.5003 0.25 0.213 

Ti50Ni20Cu30 0.0026 0.25 0.676 0.4760 0.25 0.199 

Ti50Ni15Cu35 0.0010 0.25 0.679 0.4913 0.25 0.198 

Ti50Ni12.5Cu37.5 0.0014 0.25 0.675 0.4909 0.25 0.190 

Ti50Ni10Cu40 0.0004 0.25 0.672 0.4969 0.25 0.193 

Ti50Ni5Cu45 0.0003 0.25 0.677 0.4958 0.25 0.198 

Ti50Cu50 0.0002 0.25 0.676 0.4978 0.25 0.198 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni25Cu25 1.0079 0.75 0.321 0.4935 0.75 0.788 

Ti50Ni20Cu30 1.0004 0.75 0.321 0.4987 0.75 0.792 

Ti50Ni15Cu35 0.9996 0.75 0.322 0.5025 0.75 0.794 

Ti50Ni12.5Cu37.5 0.9997 0.75 0.322 0.5019 0.75 0.795 

Ti50Ni10Cu40 0.9997 0.75 0.323 0.5020 0.75 0.797 

Ti50Ni5Cu45 0.9998 0.75 0.323 0.5032 0.75 0.799 

Ti50Cu50 0.9999 0.75 0.324 0.5014 0.75 0.802 
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Table 4.16 Atomic coordinates of Ti and Ni/Cu in TiNiCu alloys with Cu 

content exceeding 25 at% (y = 0.75) from VCM. 

 

 

From the calculated results listed in Table 4.13, Table 4.15 and Table 4.14, 

Table 4.16, it can be clearly observed that for Cu content from 25 at% to 50 at%, 

the displacements of both Ni/Cu and Ti atoms along the y-axis remain 

unchanged and change slightly along the x- and z-axes. 

In Section 4.3 and Section 4.4, we noted that more electrons escape from 

the Ti atoms in comparison with equiatomic TiNi binary alloy with increasing 

Cu content from 0 at% to 25 at%. The more charge transfer between Ti and 

Ni/Cu atoms, the stronger will be the interaction between them, and the higher 

is the bonding force between them, leading to a shorter bond length [187]. In 

Figure 4.15, the 3-D illustration of Ti50Ni25Cu25 and the charge transfer per 

atom as well as the bond length of Ni/Cu(A)-Ti(A) and Ni/Cu(A)-Ti(B) as a 

function of Cu content in TiNiCu alloys are presented. From these calculations, 

we note that for TiNiCu alloys with Cu content exceeding 25 at%, the positions 

Alloys 
Atomic coordinate (Ni/Cu) Atomic coordinate (Ti) 

x y z x y z 

Ti50Ni25Cu25 1.0002 0.75 0.318 0.4997 0.75 0.787 

Ti50Ni20Cu30 0.9974 0.75 0.324 0.5240 0.75 0.801 

Ti50Ni15Cu35 0.9989 0.75 0.322 0.5087 0.75 0.802 

Ti50Ni12.5Cu37.5 0.9986 0.75 0.325 0.5091 0.75 0.809 

Ti50Ni10Cu40 0.9996 0.75 0.328 0.5030 0.75 0.807 

Ti50Ni5Cu45 0.9997 0.75 0.323 0.5042 0.75 0.802 

Ti50Cu50 0.9998 0.75 0.324 0.5022 0.75 0.802 
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of both Ti and Cu/Ni atoms along the y-axis remain unchanged, while slight 

changes were observed along the x- and z-axes. This means that all the atomic 

displacements occurred within the (010) planes, i.e. (010) plane at y = 0.25 and 

(010) plane at y=0.75. As shown in Figure 4.15(a), we label the atoms within 

the (010) plane at y=0.25 as Ni/Cu(A) and Ti(A), and the atoms within the 

(010) plane at y=0.75 as Ni/Cu(B) and Ti(B), respectively. 

 

 
Figure 4.15 (a) 3-D illustration of Ti50Ni25Cu25 (b) Variation of charge transfer 

and Ni/Cu-Ti bond length with Cu content. 
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Figure 4.15(b) shows that with increasing Cu content in TiNiCu martensite, 

the electrons which escape per Ti atom increase linearly, whereas the electrons 

transferred to both Ni and Cu (per atom) decrease. Since each Cu atom attracts 

more electrons than Ni atom, it is reasonable to relate the increment in electrons 

escaping from Ti to the increasing Cu content. However, the increasing Cu 

content also results in the escaped electrons (from Ti) being competed for, by 

more Cu atoms theoretically. This competition among the Cu atoms hence 

lessens the charge transfer for each Cu atom. In addition, Figure 4.15 also 

shows that with increasing Cu content, the bond length between Ni/Cu(A) and 

Ti(B) atoms increases, leading to an increment of lattice parameter b, which 

agrees well with previous observation. It can thus be explained that with Cu 

content between 0 at% and 15 at%, more electrons escape from Ti(A) to 

Ni/Cu(A), leading to a strong interaction and a decrease of bond length between 

them. However, when Cu content exceeds 15 at%, less electrons escape from 

Ti(A) to Ni/Cu(A), leading to a weak interaction which results in an increase of 

bond length. Therefore, along with the increment of Cu content, the bond length 

between Ni/Cu(A) and Ti(A) atoms decreases before Cu content reaches 15 at%, 

and increases when Cu content exceeds 15 at%. Correspondingly, the lattice 

parameter c shares the same trend which is well consistent with previous 

observations. 

Accommodation of Cu in the monoclinic martensitic TiNi takes place by 

substitution of Ni atom, and it is assumed that replacements are controlled 
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primarily by the size mismatch of Cu. Table 4.10 and Table 4.11 also show that 

for TiNiCu alloys with Cu content exceeding 25 at%, the unit cell volume 

increases slightly with increasing Cu content. The unit cell volume of an 

intermetallic crystal is controlled by the bond lengths. The atomic radii of Ti, 

Ni and Cu are 1.45 Å, 1.29 Å and 1.28 Å, respectively. As the size mismatch of 

Cu atom and Ni atom is minimal, this effect on unit cell volume changes is 

insignificant. On the other hand, when Cu content is higher than 25 at%, the 

bond length between Ni/Cu and Ti increases with increasing Cu content, 

leading to the slight increase of unit cell volume. 

4.5.3 Summary 

In this section, we have studied the stable crystal structure and electronic 

structure of Ti50Ni50-xCux (x = 25, 30, 35, 37.5, 40, 45, 50) alloys as well as the 

atomic positions and displacements in their martensite crystal structure using 

density functional theory. Based on the crystal structure optimizations of 

TiNiCu martensite with Cu content exceeding 25 at%, the following 

conclusions can be drawn: 

For Ti50Ni50-xCux alloys with Cu content exceeding 25 at%, the stable 

martensite structure is orthorhombic. With increasing Cu content, the positions 

of both Ti and Cu/Ni atoms along y-axis remain unchanged and change slightly 

along x and z axes, leading to only minimal changes in the lattice parameters, 

whereby a decreases while b and c increase slightly. 
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With increasing Cu content, the charge transfer between Ti and Ni/Cu 

atoms is suggested here to be responsible for the observed atomic 

displacements. The increase in bond length between the Ni/Cu(A) and Ti(B) 

atoms leads to an increase of lattice parameter b and changes in the bond length 

between Ni/Cu(A) and Ti(A) atoms, which decreases initially and then 

increases. This also results in the lattice parameter c initially decreasing and 

then increasing. 

When Cu content is higher than 25 at%, the bond length between both 

Ni/Cu(A) - Ti(A) and Ni/Cu(A) - Ti(B) increase with increasing Cu content. 

Since the size mismatch of Cu atom and Ni atom is not significant, the unit cell 

volume increases only slightly. 

Also, the numerical approach used in this chapter provides a new avenue 

for better understanding of the martensite crystal structures of TiNiCu alloys 

with Cu content exceeding 25 at%, and offers reasonable explanations. 
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Chapter 5 Conclusions and Future Work 

5.1 Summary 

The current research on TiNi-based SMAs shows that the martensitic phase 

transformation and the reverse transformation are integral to the shape memory 

effect as well as superelasticity in TiNi-based SMAs. In this thesis, the different 

phase transformation paths of TiNi-based SMAs have been reviewed. The 

review revealed that there is no unambiguous structure for these martensitic 

transformations. Then, the density functional theory (DFT) and other relevant 

background information are introduced. 

Leveraging on the DFT CASTEP code, the crystal structures of equiatomic 

TiNi binary alloy and TiNiCu with various Cu contents were constructed and 

investigated. In tandem, the study has also calculated the Mulliken charge 

transfers, density of states, and atomic displacement, to analyze these structures 

in detail. The simulation outcomes obtained from this study shows good 

correspondence with earlier reported experimental and theoretical data, thus 

verifying that the DFT methodology and results presented in this thesis are 

accurate and reliable for investigating the mechanisms of martensite 

transformation associated with the shape memory effect. 
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5.2 Conclusions 

We have studied the stable crystal structure and electronic structure as well 

as the atomic positions and displacements in martensite crystal structure of 

Ti50Ni50-xCux (x = 0, 5, 12.5, 15, 18.75, 20, 25, 30, 35, 37.5, 40, 45, 50) alloys 

using density functional theory. Based on the crystal structure optimizations of 

equiatomic TiNi martensite structure and TiNiCu martensite structures, the 

following conclusions were drawn: 

1. Due to the lower free energy, the base-centred orthorhombic (BCO) 

structure is more stable than the B19′′ structure. The B19′′ phase can be 

considered as a transition phase between B19′ and BCO and may play a 

role in the stabilization of the B19′ structure, based on observations of the 

monoclinic angle. 

2. For TiNiCu alloys with Cu content between 0 at% and 25 at%, as a result 

of Cu addition to TiNi, the martensite lattice parameters a and c and the 

monoclinic angle decrease, whereas the lattice parameter b increases with 

increasing Cu content. When Cu content reaches 20 at%, the monoclinic 

martensite crystal structure becomes unstable and an orthorhombic crystal 

structure is formed. This computational outcome agrees well with 

experimental observations. 

3. With increasing Cu content, more electrons escape from the Ti atoms. As 

the Cu atoms attract more electrons as compared to the Ni atoms, fewer 

charge transfer from Ti to Ni occurs as compared to that in binary TiNi 
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alloy. Since both the atomic radius and the number of valence electrons of 

Cu are quite similar to those of Ni, the unit cell volumes of TiNiCu 

martensite structures vary only slightly with different Cu contents. 

4. For TiNiCu alloys with Cu content between 0 at% and 25 at%, as a result 

of Cu addition to TiNi, the shifting of Ti and Ni/Cu atoms along the x-axis 

is clearly evident, but minimal along the y and z axes. With increasing Cu 

content, the distance between two Ni/Cu atoms increases along the x-axis 

while the Ti atoms become closer, which is responsible for the rotation of 

the (100) plane, leading to a decrease in the monoclinic angle. 

5. Due to the similar sizes of Ni and Cu atoms, by introduction of Cu into 

TiNi, the displacements of both Ti and Ni/Cu atoms along the x-axis are 

progressive, indicating no dramatic change in TiNiCu martensite crystal 

structures, but the monoclinic angle decreases gradually until the 

orthorhombic structure is formed. 

6. With increasing Cu content, the charge transfer between Ti and Ni/Cu 

atoms is suggested here to be responsible for the observed atomic 

displacement. The increase of bond length between the Ni/Cu(A) and Ti(B) 

atoms leads to an increase of lattice parameter b. 

7. For Ti50Ni50-xCux alloys with Cu content exceeding 25 at%, the stable 

martensite structure is orthorhombic. With increasing Cu content, the 

positions of both Ti and Cu/Ni atoms along the y-axis remain unchanged, 
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and change slightly along x- and z-axes, leading to insignificant changes in 

the lattice parameters, whereby a decreases while b and c increase slightly. 

8. With increasing Cu content, the charge transfer between Ti and Ni/Cu 

atoms is suggested here to be responsible for the observed atomic 

displacements. The increase in bond length between the Ni/Cu(A) and 

Ti(B) atoms leads to an increase of lattice parameter b and changes in the 

bond length between Ni/Cu(A) and Ti(A) atoms, which decreases initially 

and then increases. This also leads to the lattice parameter c decreasing 

initially and then increasing. 

9. When Cu content is higher than 25 at%, the bond lengths between both 

Ni/Cu(A) - Ti(A) and Ni/Cu(A) - Ti(B) increase with increasing Cu content. 

Since the size mismatch of Cu atom and Ni atom is not significant, the unit 

cell volume increases only slightly due to the bond length changes. 

10. The first-principle DFT numerical approach employed in this thesis 

provides a new avenue for investigating the effect of alloying on the crystal 

structure change in SMAs, and offers reasonable predictions. 

 

5.3 Suggestions for Future Work 

Although substantial work on equiatomic TiNi and Ti50Ni50-xCux martensite 

structure has been conducted in this thesis, the following studies are also 

important and can be investigated further in the future. 
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1. For equiatomic TiNi alloys, as aforementioned, there are diversified 

twinning structures in TiNi-based SMAs. Further investigations should be 

carried out to validate whether other twinning conditions could stabilize the 

B19′ structure in TiNi martensite. In other words, more B19′ twinning 

structures should be established and optimized to provide a more 

comprehensive explanation to the difference between experimental 

observations and theoretical results. 

2. Element replacement effect, which can effectively improve the mechanical 

and physical properties of alloys can be explored. In tandem, based on the 

computational method provided in this thesis, the possibility of developing 

new shape memory alloys by substituting other metal atoms for the Ni and 

Ti atoms can be investigated in a quick and efficiency way. On the other 

hand, more efforts can also be dedicated to discover the relations between 

the electronic structures and the alloys’ significant properties such as 

martensite transformation path, hysteresis, etc. 

3. With the rapid development of thin film SMAs, the computational methods 

used in this thesis can also be applied to investigate the electronic 

properties of thin film SMAs, which may provide us with very important 

information for realizing their full potential in future applications. 

4. Moreover, the role of temperature and stress during the martensite 

transformation should also be further investigated to obtain a better 
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understanding of temperature and stress effects on the crystal structures, as 

well as the mechanical and physical properties. 

Through all the above efforts, a full atomic and electronic level 

understanding can be established to describe the martensite transformation 

processes associated with the shape memory effect. 
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