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Abstract

Wandering is one of the most common behavioral disturbances among people with dementia (PWD). Sensing and localization technologies have been used in wandering management, especially elopement prevention. However, little research has been focused on measuring wandering behavior and not many applications in wandering management are widely used in practice due to two reasons. First, technologists’ understanding and perception of wandering do not align with those of gerontologists. This consequently lowers the chance of proposed solutions to be accepted for clinical research and applications. Second, most solutions do not address all the dimensions of dementia wandering nor do they cater to the needs of other stakeholders involved including caregivers, physicians and researchers.

The contributions of this thesis are two-fold. We first present a conceptual map of wandering science from the perspectives of gerontologists. Then we provide a framework which identifies main threads of technologies that can be further developed to manage dementia wandering. We further discuss research and design issues, human factors, ethical concerns, security and privacy that need to be considered when implementing solutions for wandering management.

Second, we develop pattern recognition methods to identify and classify travel patterns automatically from sensor data. According to gerontologists, this is the first key step in any specific investigation of dementia wandering and subsequently measuring wandering behavior. In this thesis, we design and develop two discriminative algorithms to classify dementia-related travel patterns using different sensor modalities. The first algorithm uses spatial and temporal information from location sensors and the second one uses inertial information from inertial sensors. We have evaluated the performance of our developed algorithms on real world datasets of both dementia and non-dementia subjects. A comparison of our algorithms’ performance with one of classical machine learning classifiers, Markov models, and time series classification algorithms such as Symbolic Aggregation Approximation (SAX) and Dynamic Time
Warping (DTW) shows that our algorithms outperform other classifiers from 5% to 26% in terms of classification recall and 51 to 739 times faster in terms of classification processing time.
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Chapter 1  Introduction

In this chapter, we present the background and motivation of our research, our contributions to the field, and the outline of the thesis.

1.1  Background: the need for managing wandering behavior

Wandering is generally described as a form of locomotion, most often repetitive walking or aimless meandering [1]. In clinical settings, wandering behavior seems to happen most commonly to PWD. The prevalence of PWD who wander was reported to be as high as 63% and the incidence is found to be greater in people with Alzheimer’s disease than in those with vascular dementia [2]. Unsafe wandering increases the risk for falls, hip fractures, sleep disturbances, getting lost, elopement and death [3-7]. In the USA, 70% of legal claims filed against nursing homes are related with the wanderers’ deaths [8]. Currently, there is no pharmacological treatment that can completely cure wandering. Some wanderers are given psychoactive medications to reduce wandering; however, it often leads to unpleasant side effects [9] and creates an ethical dilemma for caregivers [10]. Managing wandering of PWD has thus become an increasingly imperative problem for caregivers and policymakers due to the rapidly soaring number of demented persons. Statistical studies indicate that the number of PWD worldwide will quadruple to 115 million by 2050 [11] and account for nearly $640 billion in total direct and indirect costs annually [12].

In practice, family members and professional caregivers find it stressful to cope with wandering behavior and with the need to multi-task in order to look after PWD. In a survey of caregivers for PWD, staff listed wandering as one of the top three most difficult behavior problems to manage [13]. The level of caregiver’s burden is significant; with 27.2% of caregivers expressing feelings of burden more often than sometimes especially when this behavior occurs several times a day [14]. If the wandering patient is managed properly, staff will experience lower frustration and more tolerant attitudes toward the patient.
On the other hand, caregivers have to cope with the guilt of not doing enough and the burden of feeling personally responsible for PWD probably due to the lack of awareness and knowledge on negative effects and consequences of wandering to the patient’s well-being. Helping caregivers juggle multiple responsibilities and supporting them through feelings of guilt and not being up to the task is therefore the key to dementia care.

In addition, managing wandering behavior will play an important role in diagnosis and assessment of dementia. First of all, a review of the literature suggests that wandering potentially be used as a diagnostic sign for preclinical dementia [15-17]. A five-year study of clinical records in patients with preclinical dementia [15] found that wandering is the earliest symptom followed by cognitive complaints. There is evidence to show that changes in locomotion patterns begin many years prior to the onset of dementia [16] and gait-related motor disturbances present in all subtypes of dementia, even in the early and preclinical stages [17-18]. Early detection of such changes will call for early treatment of dementia and prolong the onset of the disease. This will improve the person’s quality of life and delay the transition to costly care facilities.

Secondly, evidence-based research reveals that several features of wandering are associated with cognitive declination, health status, and other physiological effects in PWD. Patients with mild cognitive impairment were found to have greater variability in walking speeds and activity levels than those without the diagnosis [19-20]. Increased stride time variability is also correlated negatively with cognitive performance and increased the risk for falls in community-dwelling elders [21-22]. Algase et al. [23] found that pacing patterns among PWD who wander are signals of agitation and discomfort. It is therefore essential to quantify and measure wandering in PWD in order to identify and address the declines in cognitive function indicative of dementia or other negative health states.
Lastly, as wandering is associated with negative sequelae such as falls, getting lost, or elopements from home or care environments, wandering monitoring systems will provide timely alerts and emergencies to caregivers or family members and promise to prevent such detrimental outcomes from happening.

1.2 Motivations

Dementia wandering is a subject of study and research in the field of gerontology for more than 3 decades. The topic has then drawn the attention of technologists and particularly computer scientists since early 2000. Though a number of solutions and applications have been proposed and implemented to manage wandering, not many are widely used in practice due to 2 reasons.

First, technologists’ understanding and perception of wandering do not align with those of gerontologists. This is proved by the use of dementia-related terms and definitions in technological works. In fact, terms such as “wandering”, “wandering outcomes”, “wandering correlates” (e.g. shadowing, lingering near exits) are often used interchangeably in technological studies. However, they do not necessarily mean the same thing. In addition, wandering is defined differently in different works. For example, Kim [24], Miskelly [25], and Patterson [26] aimed to detect dementia wandering. Kim measured the time a person spending in his/her room and around other rooms to reason if a person is wandering. Miskelly considered a person wandering if he/she moves out of a designated zone whereas Patterson detected wandering by tracking if a person strays from a predefined route. Clearly, wandering means differently in these 3 works. All 3 works claimed to detect dementia wandering; however, in gerontological perspective, Kim, Miskelly, and Patterson just respectively addressed the temporal distribution, boundary transgression, and spatial disorientation dimensions of dementia wandering. It is questionable if technologists are aware of the differences of these wandering dimensions. A more critical question is whether technologists in general share the same perception on wandering and its dimensions with gerontologists. In gerontology, dementia wandering is a complicated behavior encompassing time, space, geographical patterns,
negative outcomes, and the drive or impetus for wandering [27]. Technologists tend to rely on their own perception of wandering to recognize and manage it, which is much simpler than the one of gerontologists. This consequently lowers the chance of proposed solutions to be accepted for clinical applications.

Second, most solutions do not address all the dimensions of dementia wandering. The present capacities of such systems are predominantly to track and provide the position of a wanderer at any moment. For example, GPS-based devices and products like Em Finder [28], GPSShoes [29] let caregivers monitor a person with dementia outside the home or formal care environments. Complex systems like Lifeline 4000+ home reassurance unit [30] address the safety and security for PWD, i.e. ensure that PWD remain in designated safe zones or are easily located if they do move away from these areas. Other ambient systems with ultra wideband and radio frequency identification (UWB-RFID) technology can locate wanderers before or after elopement in indoor environments like nursing home [31]. Research projects [32-35] in this area are primarily focused on the employment of body-attached sensors or communication technologies such as GPS, GSM, GIS, or RFID to remotely monitor dementia patients. Their abilities to characterize, identify wandering and detect negative consequences associated with wandering are still limited. Few applications cater the needs of other stakeholders involved including caregivers, physicians and researchers.

This research aims to:

- Bridge the knowledge gaps between gerontologists and technologists by presenting a conceptual map of wandering science from the perspectives of gerontologists, which is studied in Chapter 2
- Develop reliable and efficient algorithms to address one of the most critical needs of gerontology researchers which is to capture geographical or travel patterns of dementia and non-dementia wandering, which is studied in Chapter 4 and 5. To the best of our knowledge, we are the first
group who aims to develop automated algorithms to classify travel patterns of people with dementia.

1.3 Contributions

The contributions of this research are summarized as follows:

- First, we generate a conceptual map of wandering and create a technological framework for wandering management. We simplify and synthesize available materials on wandering science from gerontological perspective to generate a conceptual map of wandering that covers all domains of dementia wandering. The conceptual map provides researchers, especially technologists with comprehensive and organized perspectives on the dementia wandering literature. This is complemented by the technological framework, which provides researchers, especially non-technologists with good knowledge of potential technologies that may be harnessed for wandering studies and management. Harnessing assistive technologies to manage dementia-related wandering is a new and emerging field of research. Not many proposed solutions could meet the needs of gerontologists. It is crucial to incorporate important findings and lessons from relevant literature for a technology solution to be feasible and to succeed. The map and framework not only encapsulate such findings uncovered in the process of our comprehensive literature review, they also help to organize the diverse literature from both healthcare and technology perspectives. We strongly believe the map and framework will provide valuable guidance for technologists to further develop assistive applications and tools that are relevant for effective wandering management.

- Second, we are the first group who automate the detection and recognition of dementia-related wandering patterns. We have developed a predefined tree-based computer algorithm to classify travel patterns (direct, pacing, lapping, and random) exhibited by persons with dementia (PWD)
living in dementia care units. Traditionally, wandering patterns are classified by observational methods in which researchers videotape the movements of PWD, then manually classify these patterns by visually inspecting the recorded movements. Studies were limited by such labor intensive observation methods which are susceptible to human error. Moreover, informed consent is required as visual observation is considered invasive of a subject’s privacy. Consequently, very few works in the literature engaged PWD as test subjects thus only limited data are available for meaningful studies on wandering. By removing the obstacles of observation methods, we believe it will encourage more research studies to better understand dementia-related wandering. This contribution is also significant because our classification algorithm is tested on data sets representative of patients with various stages of dementia. In terms of performance, the algorithm improves the classification accuracy by 5.9% to 98.2% and significantly reduces the classification latency to 0.0003s when compared with traditional machine learning classifiers. In terms of applicability, the classification algorithm is deployed on a mobile phone to demonstrate its real time ability to provide caregivers with alerts as soon as a PWD wanders. This is significant in enabling caregivers to provide timely assistance and interventions to the PWD.

- Third, we also created a representation of time-series orientation signals called reverse-SAX and proposed a new classifier which is based on the reverse-SAX representation and the logic of the predefined tree-based algorithm. We present and implement a new method to collect and classify wandering patterns using mobile and wearable devices. The new method of data collection is cheaper and more readily available compared to those using video cameras, RFID or UWB localization systems. The method is not intrusive; the orientation data collected from subjects both with and without dementia have sufficiently high quality for the analysis of wandering patterns. For wandering patterns classification, we have created a representation of time-series
orientation signals called reverse-SAX and proposed a new classifier based on this representation and the predefined tree-based algorithm. The new classifier is superior to other time-series classification approaches such as SAX and DTW. The classifier is tested on orientation data collected from subjects both with and without dementia. Average classification recall of 84.89% and 88.5% are obtained in a controlled and an uncontrolled study, respectively. The classifier requires no prior training; it takes approximately 7.4 milliseconds to classify a travel episode and approximately 0.15 seconds to classify the whole test datasets. This is significant in providing a non-intrusive, real-time, effective solution that has overcome all the obstacles of video camera-based observation methods that gerontologists have traditionally used in dementia-related wandering research.

1.4 Organization

The rest of this report is organized as follows:

- Chapter 2 discusses the conceptual map and technological framework of wandering science.
- Chapter 3 reviews the existing technological systems for wandering management.
- Chapters 4 focuses on the predefined tree-based algorithm to classify wandering patterns using location information.
- Chapter 5 introduces the new representation of time-series signals for wandering detection. It also presents the developed classifier to identify travel patterns including wandering using inertial sensors data. The results of the controlled and uncontrolled studies on non-dementia and dementia subjects are reported.
- Chapter 6 concludes the report and discusses future work.
Chapter 2  Conceptual Map and Technological Framework of Wandering Science

This chapter first presents a concise conceptual map of wandering science. Second, it discusses the technical framework identifying main threads of technologies for managing dementia-related wandering.

2.1 Motivations for the conceptual map and the technological framework to manage wandering

The conceptual map of wandering science is to answer the 6 fundamental questions related to wandering behavior: Who is involved in it? What constitutes it? Where does it occur? When does it occur? Why does it occur? How to intervene it?

The purpose of introducing this overall conceptual map is three-fold. Firstly, it provides the essential fundamental background on dementia-related wandering. This will enable a mutual understanding of wandering in the scientific community and especially in the computer scientists’ community. Secondly, it serves as the basis for the technological framework that we create in order to identify the kinds of technologies that can be developed to assist wandering management.

Thirdly, we would like to promote wandering science from the perspective of gerontologists to technologists. There are two reasons why this is important. First, technologists tend to rely on their own perception of wandering to recognize and manage it. And their perception of wandering is much simpler than the one of gerontologists. In fact, more than 90% of technological works focus on outcomes (e.g. elopement, getting lost) of wandering behavior. Terms including wandering, wandering outcomes, wandering correlates (e.g. shadowing, lingering near exits) are often used interchangeably in these studies. These technologists are likely not aware of the differences and therefore they do not cover all aspects or dimensions of wandering in designing and developing assistive technologies. Second,
technologies are created to assist PWD, caregivers, and gerontologists. Thus, it is important for technologists to identify the needs of these stakeholders and base on widely utilized concept of wandering to develop assistive applications. It will then maximize the likelihood of their technologies’ acceptance in reality.

2.2 Conceptual map of wandering science

Fig. 2.1 depicts the conceptual map and briefly answers 6 interrelated questions (domains) on wandering behavior. In each domain, we provide a concise description and identify potential assistive technologies that can be developed.

2.2.1 WHO Domain

2.2.1.1 Who is involved in dementia wandering?

The WHO domain refers to the stakeholders of dementia wandering. It includes PWD, direct caregivers (family members or nurses), researchers and clinicians. In the conceptual map, PWD is encapsulated and referred by solid arrow because wandering directly affects them. Other 2 groups of stakeholders are
referred by dash arrows because wandering indirectly affects them. Caregivers are placed additional care burden due to the extra time needed to surveillance the behavior. Clinicians are challenged to monitor the occurrence and progress of wandering in the long-term care settings as well as to find effective treatments and interventions. Researchers especially gerontologists face difficulties in conducting dementia wandering studies due to the lack of efficient methods to observe, assess, measure, and quantify wandering.

2.2.1.2 What are the potential assistive technologies for the WHO domain?

PWD need effective technological interventions to reduce wandering as well as exposure to negative outcomes. Caregivers can be equipped with assistive information services or applications to surveillance wanderers, ensure wanderers’ safety and well-being. Clinicians require sensing and communication systems that record wandering behavior as well as changes in wandering indicative of cognitive decline or negative health status so that they can provide timely treatment. Gerontologists specifically need tools and means that enable them to conveniently observe, measure, and quantify wandering so that they can conduct massive, longitudinal studies on patients with various backgrounds and in different territories.

2.2.2 WHAT Domain

2.2.2.1 What is wandering?

What is wandering indeed? In fact, there is the lack of a universal, widely utilized definition of wandering within the gerontology discipline and across disciplines because it is a complex behavior and expressed in various forms over time and place, within persons, and across different people [36-38]. Table 2.1 summarizes 3 empirical definitions of wandering. The clinical definition [39], developed within nursing science as a nursing diagnosis almost a decade ago, has yet to be routinely seen in published wandering literature [40]. The policy-oriented definition [41] is used by policy makers and risk managers. It is meant for media reports of accidents, injuries, and deaths of wandering patients, and lawsuits related to charges
of unsafe wandering in institutional settings [42]. The scientific definition [43] was proposed in 2006 at the International Consortium for Research on Wandering on the basis of analysis and synthesis of terms and definitions from 183 published papers. It is recommended to adopt this provisional consensus definition in all scientific studies regarding dementia-related wandering because it allows others to independently verify the validity of research results through observation, measurement, or testing [42].

Table 2.1: Definitions of Dementia-Related Wandering

<table>
<thead>
<tr>
<th>Definitions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clinical definition (NANDA, 2001)[39]</td>
<td>Meandering, aimless or repetitive locomotion that exposes a person to harm and is incongruent with boundaries, limits or obstacles.</td>
</tr>
<tr>
<td>Policy-oriented definition (VHA, 2002) [41]</td>
<td>A wandering patient is a high-risk patient who has shown a propensity to stay beyond the view or control of employees, thereby requiring a high degree of monitoring and protection to ensure the patient’s safety.</td>
</tr>
<tr>
<td>Scientific definition (Algase et al, 2006) [43]</td>
<td>A syndrome of dementia-related locomotion behavior having a frequent, repetitive, temporally-disordered, and/or spatially disoriented nature that is manifested in lapping, random, and/or pacing patterns, some of which are associated with eloping, eloping attempts, or getting lost unless accompanied.</td>
</tr>
</tbody>
</table>

According to the scientific definition, wandering is measured in terms of frequency (a sum, mean, or rate of wandering episodes per unit time); repetitiveness (characterized by 2 items: wanderer goes repeatedly to the same location; wanderer travels repeatedly the same route while walking); temporal distribution (wandering duration between lunch and dinner; between breakfast and lunch; between dinner and bedtime; between waking and breakfast); spatial disorientation (characterized by 5 items: wanderer cannot locate dining room/own room/bathroom without help; wanderer bumps into obstacles or other people while walking alone; wanderer walks about aimlessly; wanderer gets lost); geographical patterns (wandering in pacing, lapping, random patterns); eloping behavior (characterized by 4 items: wanderer runs off; wanderer enters unauthorized area; wanderer attempts to leave authorized area; wanderer is returned to authorized area after leaving unnoticed); negative outcomes (characterized by: fatigue;
inadequate food intake; falls and injuries; exit attempts despite caregivers’ efforts to keep wanderer in a location or home).

Table 2.2 lists the items constituting each wandering dimension. Nursing researchers and gerontologists use observation method to record and measure dimensions of wandering. Here is a brief description of the methodology. A respondent who is in direct contact with the wanderer will observe the wanderer’s natural movements for a continuous observation period of 20-30 minutes. The respondent scores each item in each dimension on a scale from 1 to 5 (1=never or unable, 2=seldom, 3=sometimes, 4=usually, 5=always). The scores collected will be used to assess or study wandering behavior of PWD. Usually, a wanderer will be observed for a period of 2 weeks to 1 month or 6-12 months in longitudinal studies. Observations (or episodes) are separated by at least 48 hours. The information recorded will enable gerontologists to identify whether a patient with dementia is wandering.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repetitiveness</td>
<td>wanderer goes repeatedly to the same location; wanderer travels repeatedly the same route while walking</td>
</tr>
<tr>
<td>Temporal distribution</td>
<td>wandering duration between lunch and dinner; between breakfast and lunch; between dinner and bedtime; between waking and breakfast</td>
</tr>
<tr>
<td>Spatial disorientation</td>
<td>wanderer cannot locate dining room/own room/bathroom without help; wanderer bumps into obstacles or other people while walking alone; wanderer walks about aimlessly; wanderer gets lost</td>
</tr>
<tr>
<td>Geo-patterns</td>
<td>pacing; lapping; random patterns</td>
</tr>
<tr>
<td>Eloping behavior</td>
<td>wanderer runs off; wanderer enters unauthorized area; wanderer attempts to leave authorized area; wanderer is returned to authorized area after leaving unnoticed</td>
</tr>
<tr>
<td>Negative outcomes</td>
<td>fatigue; inadequate food intake; falls and injuries; exit attempts despite caregivers’ efforts to keep wanderer in a location or home</td>
</tr>
</tbody>
</table>

2.2.2.2 What are the potential assistive technologies for the WHAT domain?

Technologies play a very important role in helping physicians and researchers characterize the WHAT domain. We divide such technologies into 3 categories. The first one is to measure frequency,
repetitiveness, and temporal distribution. The second one recognizes spatial disorientation and geographical patterns. The last category evaluates eloping behavior and negative outcomes associated with wandering. The first category could be actualized in the short term by basic sensing and simple computation systems. The second category requires research works incorporating pattern recognition and classification techniques. Elopement prevention can be achieved using available tracking and localization technologies whereas evaluating negative outcomes requires combinations of multiple disciplines and long-term research works.

2.2.3 WHERE and WHEN Domains

2.2.3.1 WHERE and WHEN does wandering occur?

We combine the WHERE and WHEN domains together because they are highly interdependent, i.e. it is possible to detect when wandering happens once we can detect where wandering happens. Wandering happens in both outdoor (community-dwelling) and indoor (nursing homes, home environments, assisted living facilities) settings. It usually occurs in the morning hours, increases in the amount and frequency throughout the day, and reaches the peak at 5-7 pm.

2.2.3.2 What are the potential assistive technologies for the WHERE and WHEN domains?

Knowing where and when a person wanders allows better arrangement of caregivers or facilities so as to improve quality of care. For instance, more staff should be arranged to look after PWD during dinner time if that is the period PWD wander the most; or if we know that open space halls could stimulate more wandering, we would place some stuffs there to limit PWD from wandering. Current tracking and localization applications such as GPS-enabled phones [25] or Ubisense tagging systems [31] can help determine where and when a person wanders. Such technologies are mature and stable. The availability of commercial products and various tracking applications on mobile platforms is clear evidence.
2.2.4  *WHY Domain*

2.2.4.1  *WHY does wandering occur?*

There are two groups of factors that account for wandering in PWD. Background factors consist of neurocognitive status, general health, and socio-demographic factors [44]. For example, a person may wander because he/she gradually loses memory and visual-spatial or orientation skills as dementia worsens; or because he/she is in pain due to earache, toothache or constipation; or because his/her previous jobs (deliverymen, salesperson, etc.) require him/her to travel and move around frequently. Proximal factors include personal need states, both physiological and psychological, and environmental conditions, both physical and social. For instance, wandering might be a search for food in response to hunger, or a way to cope with boredom or loneliness. Sometimes, ambient conditions (lighting, sound, or temperature within a location) or lack of social interaction in care and home environments could also trigger wandering [45].

2.2.4.2  *What are the potential assistive technologies for the WHY domain?*

We realize that background factors are complicated and constitute relatively stable, slowly changing characteristics of PWD which are hard to be intervened by technologies. It is more feasible for technologies to analyze proximal and environmental factors to detect and mitigate wandering because proximal factors are more dynamic features of the person and of the immediate environment.

2.2.5  *HOW Domain*

2.2.5.1  *HOW to intervene wandering?*

There are 4 approaches to intervene wandering.

Environmental modification involves modifying environmental features of the care settings to limit wandering. The 6 environmental features of long-term care units (suggested by research and practice literatures) that are associated with wandering behavior are: unit layout, hallways, doorways, unit exits,
directional and destination signage, and ambient conditions [46]. For example: place gridlines in front of exit doors, provide a secure wandering/walking area, make exits less accessible or noticeable, use a combination of large-print signs and portrait-like photographs to aid residents to find own bedrooms [47].

Behavioral techniques are the most commonly used and productive approach to limit wandering. Examples include: promote social interaction during structured activities, introduce music sessions or reading sessions, schedule regular exercise, or apply air mat therapy as well as aromatherapy [47-48].

Technology and safety systems can be used to intervene wandering. Alarm/alert and sensory devices are used to safeguard PWD and provide alerts to caregivers or family members when PWD elope or attempt to elope [49]. Mobile locator devices are used to quickly locate wanderers [50].

Pharmacological treatment may be considered when nonpharmacologic treatments fail. In fact, behavioral symptoms of dementia like wandering can be helped with nonpharmacologic approaches and do not respond well to pharmacologic treatment. There is limited evidence-based data available specifically on efficacy of pharmaceutical options (e.g. risperidone, olanzapine, citalopram, mirtazapine) on wandering even though these options are commonly used to treat symptoms like aggression or agitation [51].

2.2.5.2 What are the potential assistive technologies for the HOW domain?

There exist technology and safety systems to intervene wandering, e.g. alarm/alert and sensory devices, mobile locators. Future information services should be developed to guide caregivers. An example is a mobile application that provides recommended behavioral and environmental modification techniques for caregivers to target different wandering scenarios. Such applications can also contain videos, images, and scenarios showcasing different wandering behaviors of PWD. Direct caregivers can then learn and recognize wandering as well as provide immediate interventions. These applications will serve as
educational or training tools for caregivers who have limited knowledge of wandering and its associated outcomes.

2.3 Technological Framework to Manage Wandering

We analyze the needs and unavailability of technologies for managing wandering in each domain. In Fig. 2.2, we present a framework of technologies for managing dementia-related wandering. These technologies target the WHAT, WHERE, HOW, and WHY domains and serves 3 different application users (PWD, caregivers, clinicians and researchers) in the WHO domain. We do not exclude technologies targeting WHEN domain. Instead, we combine them with technologies targeting the WHERE domain because they are highly interdependent, i.e. it is possible to detect when wandering happens once we can detect where wandering happens. The framework consists of 3 building layers (user interface, applications & logic, sensing modalities) and 2 mediational layers (network & repository, data fusion).

The SEN SING MODALITIES layer represents sensors that are deployed in assistive applications.
The **DATA FUSION** layer preprocesses data collected from sensors and provides inputs for the applications & logic layer. Common preprocessing steps include cleansing, filtering, smoothing, and re-sampling. Cleansing discards unused or malfunctioning data points, or trims trajectory data to define the start and end of wandering episodes. Filtering rejects corrupted readings from sensor data. Smoothing is applied to reduce and smooth-out short-term irregularity in the data series to reveal more clearly the underlying trend or characteristics in the data. Potential filters and smoothers for wandering data can be Maximum Redundant Distance filter, Kalman filter, weighted moving average or exponential smoothers. Fixed interval re-sampling may be required for data analysis if the collected data is sampled at irregular time intervals.

The **APPLICATIONS & LOGIC** layer consists 2 sub-layers: applications and logic. The logic sub-layer consists of algorithms to: track and locate wanderers; geo-fence and prevent elopement; provide assistive information services; measure 3 dimensions of wandering including frequency, repetitiveness, temporal distribution; recognize wandering patterns and spatial disorientation; and analyze proximal factors to detect wandering. These algorithms are pivotal to creating applications to provide navigation support for PWD when they disorient and get lost, to provide intervention cues for direct caregivers when PWD wander, to assist researchers and clinicians to realize negative outcomes and study background factors associated with dementia-related wandering. The direction of arrows in Fig. 2.2 shows the applicability of these applications.

The **NETWORK & REPOSITORY** layer consists of 2 modules: network and repository. Repository module is a database that stores the lists of navigation plans to support wanderers when they get disoriented. Also, it stores intervention cues that direct caregivers can perform to limit wandering. Additionally, it records measurements of wandering dimensions and changes in proximal factors. Network module is a networking communication platform based on a client-server architecture. It is used to facilitate communication between the applications layer with the application users.
The **USER INTERFACE** layer consists of 4 parts. The to-do list and navigation module is used to assist PWD to navigate through the navigation plan received from the to-do list repository. The interface shows information indicating the direction where the disoriented user is expected to go. The to-do list and interventions module suggests what caregivers can perform to intervene wandering. The interface shows lists of cues or tasks received from the to-do list repository. The progress reports module enable researchers and clinicians to generate reports of possible negative outcomes and affected background factors through monitoring and analyzing wandering dimensions and proximal factors. The interface shows graphs plotting dimensions of wandering throughout the day, week, or months. It also indicates or highlights changes in these dimensions and proximal factors. The communication module offers a communication channel between PWD, caregivers, researchers and clinicians. Its interface shows assistive buttons to enable calls for help and intervention.
Chapter 3  Literature Review

Technologies for managing dementia-related wandering are a subset of assisted living technologies. There have been excellent surveys of assisted living technologies for elderly and dementia people in the literature [52-56], in which wandering management was sporadically reviewed. These reviews only included technologies concerning the WHERE and HOW domains of wandering. Others that evaluate the WHAT and WHY domains of wandering were not summarized and synthesized. In this thesis, we first examine the WHERE and HOW domains by synthesizing those reviews with other works not yet included, followed by expounding on the WHAT and WHY domains of these works. All systems described in this thesis were designed for PWD unless otherwise stated.

From Fig. 2.2, we identify that the first 2 applications (navigation support and intervention cues) target the WHERE and HOW domains in the conceptual map (Fig. 2.1) and the last 2 applications (negative outcomes and background factors) target the WHAT and WHY domains respectively. As elaborated earlier, these applications can be developed by combining algorithms in the logic sub-layer. Therefore, in the next section, we categorize the existing technological work into the 6 groups of algorithms in the logic sub-layer. We will also review the application to study background factors separately but not the other 3 since they are addressed together with the 6 groups of algorithms. The chapter is ended with the highlight of what are the research directions in technologies for managing dementia-related wandering.

3.1  Using sensors to geo-fence and prevent elopement

The related works are categorized into 2 groups: alarm/alert and sensory systems. Both groups deploy sensors in home or care environments. Alarm/alert systems attach commercial alarms and alerts at exit doors to prevent wanderers from elopement whereas sensory systems employ a wide variety of low-cost sensors to evaluate indoor movements of PWD so as to ensure safety.
3.1.1 Alarm/Alert Systems

Alarm systems alert caregivers when the wanderer is detected to be leaving the monitored area. They may automatically lock doors or incorporate wireless technologies to trigger alarms [50]. Such systems are available in three forms. **Audible alarms** [49] sound when a monitored door is accessed by the tagged person. **Optically activated alarms** [57] activate lights via passive infrared motion detectors when a monitored door or area is accessed. **Video-activated alerts** [58] run continually and are activated by triggers and can provide real-time feedback. Audible and optically activated alarms are well-established, installable on interior and exterior doors, and nonrestrictive to locomotion. However, loud audible or even false positive alarms (e.g. when guests or caregivers access the monitored door or area) may be distressing. Video monitoring system [58] achieved 100% sensitivity but could not distinguish wanderer’s elopements from routine exiting of the caregivers. In addition, the system can only cover confined area and has issues with privacy of monitored subjects.

3.1.2 Sensory Systems

Sensory systems [59-61] used different location modalities such as infrared sensors [59], optical illumination-based location sensors [60], or ultra-wide-band radio receivers with small tags for transmitters [61]. From the location information collected, subjects’ movement trajectories are modeled to estimate covered distances and travel speeds [59] or anticipate dangerous situations that may happen when the wandering subjects enter adverse areas like exit doors or laundry rooms [60]. In addition, location data may be combined with other signals like the amount of social interaction and the quality of sleep [61] to monitor state changes of PWD. The limitation of these studies is they were not evaluated on large number of subjects. The evaluation of the correlation between sensory data and the development of the dementia in the inhabitants [61] has not yet been possible whereas [59] managed to get one wanderer involved in their trial for 8 months.
CareWatch [62] is a smart home system that uses motion, door opening and bed occupancy sensors to alert the caregiver of unattended home exits, particularly at night. The system has been randomly assigned to 27 homes with dementia subjects for trial. Although the final results have not yet been published, CareWatch has operated for more than 200 months of combined system time (of 27 homes) without any major failures [54]. Moreover, there have been no unattended exits during the night in homes instrumented with CareWatch.

In short, audible and optically activated alarms are commercially available. They offer quick and simple solutions to prevent wanderers from eloping. However, the problem of these solutions is false positive alarms. Video-activated and sensory systems can be further enhanced to provide intelligent solutions for managing dementia related wandering. For example, we can integrate face recognition features to the existing system [63] to distinguish wanderers from caregivers. In general, both systems address 3 items of eloping behavior in the WHAT domain: wanderer runs off; wanderer enters unauthorized area; wanderer attempts to leave authorized area.

3.2 Systems to track and locate PWD

Tracking systems aim to provide the position of a wanderer at any moment and can be used to locate PWD at risk of wandering. Unlike those in Section 3.4, these systems are invasive and require PWD to wear a tag or transmitter shaped like a watch, pager, or ankle bracelet. The wanderers are then located by radio frequency (RF) range finding, floor sensors or global positioning systems (GPS). RF systems and floor sensors are mainly for indoor monitoring whereas GPS works well outdoors only. We discuss all tracking systems.

3.2.1 GPS Tracking with Mobile Locator Devices

Digital Angel, Inc. [64] has developed a commercial system which employs a GPS-enabled phone to establish a perimeter (termed a “geo-fence”) around the home. Wanderers wearing the phone, who cross
the geo-fence, automatically reveal their position to their caregivers through a server-based notification system of e-mail, pager, and automated telephone calls using synthesized voices. Caregivers can locate the missing wanderer within an accuracy of 30m, and coverage is dependent on cellular telephone service and GPS satellite availability.

Other well-established research works in this category share similar working mechanism with Digital Angel, i.e. combining GPS technology and mobile telephones. These works differ from one another in the proliferation of mobile phone technologies and the systems' localization accuracy. In particular, before the advent of GPS-enabled smartphones, the earliest systems used separate GPS receiver [65] and personal handy-phone system [66] to detect a person's location within 200m and 60m location error (distance between the actual and the located location) respectively. The more recent ones harnessed PDAs to locate missing persons to an accuracy of approximately 10m [35]. These were controlled studies (subjects were instructed where and how to move) with no involvement of PWD.

In other uncontrolled studies (subjects were free to move around), Miskelly [67] first tagged4 nursing home PWD each with an electronic bracelet that buzzed a pager if the resident wandered into off-limit areas. In the second study [25], he attached GPS-integrated mobile phones to 11 dementia subjects to enable relatives or caregivers to locate them within 5m, except inside buildings or on public transport. Data and evaluation were recorded over a 6-month period. Two important results were found. First, three different types of episodes (wandering outside, wandering into a risk area, removal of a bracelet) were immediately detected by the system and the affected resident was promptly attended to [67]. Second, tracking was accurate when the users complied with wearing the phone. 90% of the location requests exactly matched the information given by the relative/caregiver. Of the location requests that were deemed failures, 95% were due to non-compliance (i.e. not wearing the phone) [25]. In short, GPS-enabled phones are effective in monitoring and locating PWD who exhibit symptoms of wandering.
3.2.2 RFID Tracking

In recent years, RFID technologies have been increasingly applied to manage wandering in institutional care settings because of three reasons. Firstly, each RFID device has a unique identification number to distinguish the subjects. Secondly, it can provide compact and real-time information on the person’s location, accurate to a few tens of centimeters [31]. Thirdly, a variant of RFID called Ultra Wideband (UWB) offers advantages over passive RFID with its capability to reveal the identity and precise locations (and time) of multiple subjects moving simultaneously [31]. Therefore, it can minimize and probably remove the burden of observation on the subjects especially during night hours.

Several RFID systems have been developed and implemented in institutional care settings. The earliest prototype proposed by Ashida [68] comprised RFID tags, trigger generators, tag receivers and personal computer for data processing. A tag hooked to the subject would send the RF signal when the person is in a trigger field. The tag receiver would receive that RF signal, decode the data, and send the data including date and time, tag ID and trigger ID to a central processing computer. The information was used to monitor the subject’s daily behavior. Ashida’s system was further enhanced to calculate the distance that the subject moves, display the movement pattern mapping of the subject and the duration of stay at each location [69, 70].

Almudevar [71] instrumented the home of a person at risk for dementia with various RF sensors to reconstruct his or her movement trajectory within the home. Analysis of a 3-week longitudinal data suggested that the methodology was reliable enough to construct the travel trajectory of the person. Regions of high visiting frequency were identified and transitions between the regions were accurately tracked. Further replication is necessary in the homes of more subjects.

Kearns [31] introduced the use of UWB as an advanced method to track a moving transmitter (or tagged PWD) in real-time. It is similar to RFID monitoring systems but has certain advantages. UWB devices
operate at lower power levels and can transmit data over periods of years without battery replacement. The large bandwidth available to UWB-RFID allows potentially very high data transmission rate (to the order of 1 Gbps) over very short range (less than 1m). It is capable of estimating a location accurate to 20 cm in real-time. Trial tests [72] concluded that the UWB-RFID technology is sufficiently reliable and precise to allow accurate measurement of lingering and shadowing behavior. However, UWB systems are costly and they must be precisely calibrated to ensure accurate localization.

3.2.3 Floor sensors

Floor sensors such as piezo-electric sensors, piezo-resistors, load cells, or capacitive sensors [129-132] have also been used for indoor localisation and tracking. These sensors are mounted on the floor to collect the pressure profile over footsteps which is subsequently employed to extract ground reaction force features for human identification and tracking.

Compared to other wearable sensors and RIFD technology, floor sensors have the advantages of being less intrusive for indoor localisation and having high localisation accuracy. The mean localization accuracy was reported as 0.12-0.5m [133-134]. Accuracy can be further enhanced by increasing the number of sensors per floor unit area. However, high sensor distribution may have negative impact on overall system cost, hardware/software complexity, system scalability and maintainability.

Nonetheless, floor sensors have difficulty in identifying and tracking multiple persons walking at the same time. A previous study reported that the system performed poorly in disambiguating between people when they were separated by 0.5m or less [134]. In addition, the system cannot differentiate persons who have very similar body weights [135]. Generally, the pressure information alone is not sufficient. Hence, additional features and sensors should be combined in a multi-modal perspective to improve their ability in tracking multiple persons on sensing floors [130].
In the healthcare domain, various sensing floors such as Capfloor [136], SensFloor [137], FloorInMotion [138] are commercially available and they have been applied in studies on gait analysis and activity recognition. Cantoral-Ceballos et al. [139] employed an intelligent carpet system – GAITRite, which is based on photonic guided-path tomography in order to capture footstep imaging and display the position and footfall of a person walking on the carpet in real time. The authors plan to integrate the developed technology with other sensing techniques to provide a more holistic picture of activity and rest patterns. Daher et al. [140] used smart tiles and accelerometers to detect falls in elderly people and to recognize daily activities including walking, standing up, sitting, lying down. The recognition sensitivity for each activity is more than 90%. Recently, Huang et al. [141] implemented a trial smart living platform using motion sensing floors that aimed to tele-monitor walking trajectory, mobility level and fall events of older adults. Initial results reported users’ keen interest in having the solution installed in larger floor space.

In short, floor sensors are advantageous for indoor localisation in terms of privacy and accuracy. They are non-obstructive and able to identify a person’s location with a mean localization accuracy of 0.12m. However, the ability to track multiple people is difficult using only floor sensors. Though using floor sensors in gait analysis and activity recognition studies show promising results, future work and further development need to be done to explore the ability of the technology to detect wandering behavior of PWD.

**To sum up**, GPS, RF, and floor sensors based tracking systems are able to track and locate PWD in outdoor and indoor settings with high accuracy (5-10m for GPS, 30cm for RF-UWB, 12-50cm for floor sensors). The technologies are mature and commercially available. They provide effective tools to address the WHERE and WHEN domains. Future research can make use of these available technologies and products to study and address more complex aspects of wandering.
3.3 Information services to assist caregivers

Information services are complementary networks of hardware and software that caregivers and organizations use to collect, process, and distribute data regarding PWD who wander so as to provide interventions and improve quality of care.

Lin’s another study [34] attempted to build an information platform for care organizations. An eXtensible-Markup-Language-based dementia assessment system combining program code and assessment content was developed to provide caregivers with better flexibility and real-time response ability. With regard to dementia assessment service procedures, care personnel could obtain information concerning a dementia patient’s symptoms from family members, enabling them to use the assessment system to analyze the severity of the dementia. This system facilitated the establishment of long-term case files and recording cases’ structured clinical dementia ratings (SCDR), mini-mental state examination (MMSE), and daily moods. It then helped to identify easily irritable patients in order to provide additional care mechanisms.

Alzimio [73] is a mobile application that provides activity-based alarms to caregivers of PWD. The activities include staying still, walking, being on bicycle, being in a vehicle, titling, and unknown. The application requires caregivers to designate certain activities as dangerous and an alert message will be triggered and sent to the caregivers when dangerous activities are detected.

Moreno, Hernando, Gomez [74] described a location-awareness service enabler to support and manage wandering-prone activities of a person with mild cognitive impairment. Through an Internet Protocol multimedia subsystem architecture, information about the elderly person’s security areas is entered in the user profile. The interface design allows personalization of services depending on user’s context and specific conditions or preferences. From the user’s location, the service enabler will alert the user’s contacts if hazardous situation, e.g. wandering out of the zone, is detected.
WanderHelp [75] is a client-web service designed for standard mobile phones. It incorporates a number of services that allow caregivers to define zones (safe zone, dangerous zone, amber zone) and alarm-raising protocols. It also permits the caregiver to track a PWD but only when an alarm has been generated and the PWD fails to respond. 52 users were recruited to use the system and they were reasonably satisfied with the service it offers. However, only 23% of users had actual experience of caring for a PWD and not all of these PWD had experience of a wandering episode. Therefore, the authors suggested to replicate the study with a group of caregivers who have experienced with PWD who wander so as to garner new insights on the system’s potential use in practice.

In brief, information systems directly assisting caregivers in monitoring and managing wanderers are scarce. Future works should focus more on characterizing the HOW domain of wandering and providing assistive tools to caregivers. For example, we can document behavioral techniques to intervene wandering and implement a mobile application to teach and guide caregivers to apply such intervention techniques when PWD wander.

3.4 Tools to measure frequency, repetitiveness, temporal distribution

There have been tools that capture 2 dimensions of wandering: frequency and temporal distribution. Frequency was measured as the rate of wandering episodes per hour. Temporal distribution was measured in different forms: walking time duration, time spent on wandering, temporal variability of wandering locomotion, duration of wandering episodes. These dimensions were used to correlate wandering and cognitive performance.

Hayes and colleagues [17-18] measured the walking time duration of 14 elderly seniors living in their own homes. Three passive infrared sensors were placed on a path in the home identified as the longest path along which the subject typically walked continuously from end-to-end. These sensors were triggered as a person walked past the monitored path. In each observation period, if the sensors are s1, s2, and s3,
then each time the sensors fired in the order (s1, s2, s3) or (s3, s2, s1) without another intervening sensor firing, the subject was considered to have walked along the monitored path and the time difference in firing events was calculated as the observed sample of the walking time. Kernel density estimation was then used to approximate the distribution of walking time. They found that variability in walking time was greater among the 7 participants with mild cognitive impairment than those 7 without.

Biomechanical devices including Actillume, StepWatch, and TriTrac-R3D were used to estimate the time spent on wandering of PWD [76]. The proportion of time during which motion was detected by each device was compared to the proportion of time during which wandering was observed by human observers. StepWatch produced the closest estimate of time spent wandering (16.8%) compared to 15.4% assessed by human observers. Actillume and TriTrac-R3D detected much higher percentages, 63% and 49% respectively, reflecting oversensitivity to movement that is not wandering behavior.

Makimoto et al. [77] employed RFID tagging systems [69-70] to record locomotion data which were then used to measure temporal variability of wandering locomotion. Two indicators were calculated: the percentage of hours with locomotion and the median distance traveled per hour. They found that the former indicator was negatively correlated with the subject’s cognitive ability, which did not correlate with the latter indicator. This suggests that cognitive impairment may be better reflected by the frequency of wandering rather than the total distance travelled.

Algase and associates [78] videotaped wanderers in long-term care settings. They used Noldus Observer 5.0 software and human observers to code videotapes and measure the rate and duration of wandering episodes. They found that MMSE scores were negatively correlated with overall duration of wandering and were not significantly correlated with rate-related parameters.

**In conclusion**, current tools and software are able to capture the frequency and temporal distribution dimensions in the WHAT domain of wandering. There is no automated tool to capture the repetitiveness
dimension (i.e. wanderer goes repeatedly to the same location using the same route while traveling indoors). We suggest using camera video or RFID-UWB systems to capture the locomotion of wanderers and determine its repetitiveness by applying computational algorithms and machine learning techniques.

3.5 Tools to recognize wandering patterns, spatial disorientation

There are previous studies that capture geographical patterns of wandering. In addition, there exist systems that measure one specific aspect of spatial disorientation, i.e. getting lost.

3.5.1.1 Recognize Wandering Patterns

Nakaoka et al. [79] quantitatively described locomotion in PWD in terms of distance moved per day, and pacing and lapping movements. Spearman correlation coefficients were obtained to examine the relationships between spatial disorientation and relevant variables such as cognitive function and age. They found that repetitive pacing and lapping movements were observed in participants with fronto-temporal dementia. Therefore, routinized pacing is one of the predictors for fronto-temporal dementia and pathological changes in the brain could account for this behavior. However, they pointed out that the major limitation was to measure random movements and quantify pacing or lapping patterns.

Another study also tried to detect wandering locomotion including lapping and pacing patterns based on user’s GPS trajectory [93]. A data-driven method is proposed to examine and count turning points in an ongoing trajectory. The angular sum of these points serves as the basis to distinguish lapping and pacing movements.

In a later work, Kearns et al [80] found that fractal dimension (a measure of randomness in 14 ALF residents' movement paths continuously recorded over 30 days using UWB-RFID sensors) was significantly higher in persons with lower MMSE scores signifying cognitive impairment. The fractal dimension is computed by comparing the measurement of a line or surface at multiple scales. A truly straight line has a fractal dimension of 1, while a line that crosses a plane enough times to completely cover the surface
(i.e. follows a Brownian motion) has a fractal dimension of 2. Thus when describing the fractal dimension of a line, \(1 \leq \text{Fractal Dimension} \leq 2\) [81]. It can also be applied to the 3D analysis of surfaces such that the fractal dimension ranges from 2 to 3. Fractal dimension in Kearns’ studies was computed based on the 2D geographical travel paths recorded by Ubisense location systems [82]. In addition, fractal dimension is able to measure spatial variability of ambulation of multiple individuals simultaneously over extended periods [83].

In a subsequent study of 28 subjects [84] recorded over one month replicated the findings of Kearns [68] and found that the randomness of the paths taken by elderly ALF residents reliably differentiated PWD from those without the disorder. Most recently Kearns et al. [85] determined that randomness in the paths of 53 ALF residents’ walking patterns recorded over a period of 1 year was strongly related to their imminent fall risk, establishing an important relationship between the random movement patterns in older persons and the risk of falling.

3.5.2 Detect Spatial Disorientation

Lin et al [33] proposed a framework that combines RFID, GPS, Global System for Mobile, and Geographic Information System (GIS) to construct a stray prevention system. It provides four monitoring schemes: indoor residence monitoring, outdoor activity area monitoring, emergency rescue, and remote monitoring. The service platform assists in identifying the real-time positions of missing elderly using Internet-connected devices. Chang [58] implemented a mobile location-based networking system for a specific group of subjects: people with mental illness who travel to and from work. The system was created to assist both the subjects and their job coaches. The job coaches work with the subjects to support them in learning new jobs, and more importantly remaining socially connected. The subjects may at times still require assistance to decrease the risk of getting lost. The PDA attached to the subjects reports their current location to a server through GPRS connectivity. The server tracks the subject who deviates from the pre-set route to or from the workplace, and then the matching module locates the job coaches who
are within a certain distance from the lost subject. The system also includes a HELP button on the PDA that the user can press to ask for help while travelling. Based on this initial work, Chang and Wang [86] recruited 8 subjects to test the system’s ability in identifying the job coaches within a distance from the target user when the subject pressed the HELP button. The experimental results showed that the precision ranges from 89 to 100% and the recall from 94 to 100% for all subjects. Precision is the proportion of relevant job coaches among all those identified by the system (which may include irrelevant ones). Recall is the proportion identified by the system among all relevant job coaches (some of which not identified by the system).

Batista, Borras, Casino, and Solanas [87-88] proposed techniques to detect cycles, orientation, direction changes that could be used to detect wandering. The group could not detect wandering patterns in human trajectories that they collected; however, they found that there are significant and detectable differences between normal and wandering trajectories. In the wandering trajectories, the path contains few locations where the person frequently visits than the path of normal walking.

**In summary,** current technologies to capture wandering patterns and spatial disorientation are still at early stage. One challenge lies in the polymorphism of patterns (e.g. lapping in the same or opposite directions) and forms of disorientation (e.g. wanderer cannot locate the dining room or his or her own room). The lack of ground truth and benchmark datasets also makes it difficult to evaluate and validate the algorithms.

### 3.6 Applications that analyze proximal factors to detect wandering

Several applications address the WHY domain of dementia-related wandering. These applications analyze proximal factors to detect the risk of wandering in PWD.

Opportunity Knocks [26] and iRoute [89] use GPS-enabled phones to learn the individual’s standard travel routes in outdoor environments. Patterson, et al. [26] (Opportunity Knocks) have proposed a hierarchical
Dynamic Bayesian Network model, an extended Bayesian Networks, which is able to infer common destinations such as frequently used bus stops and parking lots that users visit. It then estimates the transition probability matrices between these destinations, “trip segments and streets” and subsequently calculates the most likely trajectories. To detect abnormal events such as wandering, the approach uses two models with different transition parameters. “The first one assumes the user is behaving according to his personal historical trends and uses the learned hierarchical model for tracking. The second tracker assumes a background model of activities and uses an untrained prior model that accounts for general physical constraints but is not adjusted to the user’s past routines. The trackers are run in parallel, and the probability of each model given the observations is calculated. When the user is following his ordinary routine the learned hierarchical model should have a higher probability, but when the user does something unexpected the second model should become more likely” [26].

iRoute [89] has the same objective and approach with Opportunity Knocks. However, their inference system uses the agent approach with the Belief-Desire-Intention (BDI) architecture [90]. The route prediction and matching is based on user preferences and the learned routes information stored in the BDI agent’s belief base. The agent tracks the user towards the predicted route or routes until the user reaches one of the predicted destinations. However, users can have more than one predicted route at a certain time of the journey. During the travel, if the user walks off the route, then the agent tries to guide the user (using voice-activated navigation) back to the last predicted route. If the user continues moving in the wrong path, then the agent will notify either the care staff or the relatives.

iWander [91] proposes a Bayesian multi-variant model to detect the subject’s probability of wandering. The variables or proximal factors include the person’s standard travel routes and others like age, severity of dementia, time of the day, current weather conditions and total time spent outside. They argue that time of day greatly impacts wandering because about half of dementia patients experience night time walking of which a significant number result in the patient getting lost. Dementia patients are outside less
during night hours and during bad weather. So, time of the day and weather conditions also affect the probability of wandering. Also, older adults who have more severe dementia and suffer from more advanced stage of dementia are more susceptible to wandering. Analyzing these variables against a collection of existing data can help classify behavior as normal or abnormal (wandering or not wandering).

Their learning approach consists of two phases. First, the data is passed through a one class support vector machine. This filters out obvious, normal activities. After that, data is passed to a nonlinear regression function which will classify a behavior as normal or abnormal.

Similar to iWander, LaCaSa [92] also used GPS trajectories and proximal factors known as home location, close-to-home locations, and far-from-home locations to estimate the risk of wandering faced by PWD. Different with iWander, LaCaSa employed a partially observable Markov decision process for reasoning. In addition, the application also activates the appropriate response when wandering occurs, such as prompting the PWD or calling the caregiver.

A recent medical study [94] measured the emotion expression of PWD (facial displays, vocalizations, and body movement/posture) as affective factors to predict wandering behavior. They used hierarchical linear modeling and Poisson regressions to explore the relationship of observable emotional expression and wandering. Their results revealed that positive emotional expression was associated with a 1.03 (confident interval: 1.02-1.04) increase in wandering rate, and negative emotional expression was associated with a 0.11 (confident interval: 0.83-0.95) decrease in wandering rate, even after controlling for cognitive function and subject’s characteristics such as age, sex, race, and education.

In short, most of the above applications used location trajectories as proximal factors to detect wandering. The principle is daily mobility or travel behavior tends to be repetitive and follows a recurring pattern. Therefore, disoriented wandering can be detected by looking for trajectories that are not usual or optimal. We realize that detecting wandering by using proximal factors is a long-term goal, which
requires the combinations of advanced sensing technology, accurate recognition algorithms, and efficient machine learning algorithms.

3.7 Applications to study background factors

These are longitudinal studies which use wandering as a feature or predictor to study background factors such as neurocognitive factors or health status.

Hsiao [95] deployed a wireless sensor network system in the university hospital's elder care center for 8 months. They collected location traces and investigated the daily and long-term mobility of 4 volunteering elders. They found a recurring pattern in each elder’s daily mobility. The pattern, however, differed from individual to individual. These suggested that merely quantifying how much the elders move around the facility will not be sufficient for behavioral modeling. Exact location of the elders’ presence, rather, is more relevant. They concluded that long-term location tracking, not just the mere quantity of mobility, allows discovery of the moving patterns and in turn makes early detection of the elders’ physical or mental problems possible.

A dataset of indoor locations recorded from 6 PWD during a year (about 900 individual daily traces organized in groups of 14 days) was used to assess the state of dementia in a real-world nursing home. By applying k-Nearest Neighbor classifier, the authors [96] were highly accurate (92%) in classifying a patient’s state of well-being as positive or negative. The ground truths (positive and negative states) were documented by the attending nurses. Their results once again support the idea of using motion analysis to manage wandering behavior and well-being of PWD.

A clinical study [97] used duration, rate, general health, cognitive impairment, circadian rhythm, age, and sex factors to differentiate three types of wanderers (classic, moderate, and subclinical). They applied principal component analysis and clustering techniques on the multi-dimensional dataset of 142 PWD. They found that duration and rate parameters primarily distinguished the 3 types of wanderers. Cognitive
impairment, upper and lower gastrointestinal tracts differed between groups of wanderers and from non-wanderers. Measures of circadian rhythm, age, and sex did not differentiate types.

Briefly, while there are initial efforts to study background factors that affect wandering and vice versa, the long-term effects and significant results from such studies have not been seen or achieved.

3.8 Discussion

3.8.1 Issues

Several issues need to be considered when developing assistive applications and systems for managing dementia-related wandering.

3.8.2 Design issues and human factors

Assistive applications for managing wandering aim to benefit the wanderers, the caregivers, and the clinicians/researchers. Designing applications for these stakeholders requires special attention to training and support [98].

For wanderers with dementia, due to their cognitive, perceptual, and physical limitations, such applications should not rely on their efforts. The wandering applications should be installed when the person is at the early stages of dementia. A previous study [99] observed that people with mild stage memory impairment were able to use and benefit from the GPS tracking technology to live more independently. They were able to move with greater freedom and security when using GPS systems, and some were also able to take care of the devices by themselves. Persons with later stage memory impairment could not learn to adopt the technology as it was too complex for them.

When deploying or selecting sensors for wanderers with dementia, we need to consider the following factors.
• **Size.** The size of a sensor is important. In general, a smaller size is more acceptable to the user. Small and lightweight sensors are easy to attach to the body, less intrusive, and more convenient to use.

• **Power consumption.** Most sensors are powered by batteries. With lower sensor energy consumption, the battery can last longer – ideally, over the sensor’s lifetime. Some sensors can harvest power themselves; however, there may be maintenance problems. Short-range wireless energy submission can be used also. However, the frequency and difficulty of related maintenance tasks such as charging and cleaning should be minimal.

• **Mobility.** Sensors should be able to communicate with other sensors or control devices while in motion, as they are often attached to a mobile user. There should be minimal physical interference between sensors and movement. Any potential difficulties in attaching a sensor or removing it should be eliminated.

• **Processing capability.** A sensor that performs some simple data processing (e.g. filtering or removing additive noise) before sending useful data to a data collector can help to reduce redundant data transmission.

• **Storage capability.** A sensor may possess a small amount of local storage for critical (or preprocessed) data prior to transmission. This improves robustness when the data communication channel becomes temporarily unavailable or interrupted.

Sensor radiation and compatibility with human body tissue must also be taken into account as longterm exposure to radiation from wireless devices can raise concerns about possible health hazards. Other factors may include clinical approval, durability, and accuracy of measurement, social and fashion concerns. For example, using sensors embedded in a smart phone or wearing sensors that appear as shirt buttons can help avoid unwanted attention and possible stigmatization [56].

Important factors of wandering management applications targeting caregivers, researchers and/or clinicians are interface design and functionality. Interfaces of assistive applications tailored for caregivers
should be kept as simple as possible. Some details such as large button size, quick response of touch screen, not too many steps/options to choose from, easy navigation, and nice use of pictures or metaphors, good use of colors are preferable [100]. In addition, the applications must take least time and minimal effort to learn and familiarize because caregivers already have to juggle many tasks to take care of PWD. Applications for researchers and clinicians should be adaptive to the context and their specific needs, e.g. measuring wandering dimensions, so as to maximize the usability of the applications.

3.8.3 Ethical, privacy, and security issues

PWD and/or their family members must be well-informed of possible consequences of assistive applications to protect their rights. In particular, there is an ethical and practical concern to the tagged person, i.e. the person’s liberty is limited. For moderate and severe dementia patients, electronic tagging arguably satisfies an ethical principle and decreases stigma. Being lost and half dressed in the middle of the night near a dual carriageway is hugely stigmatizing, and electronic tagging may avoid this [101].

Privacy of users must be safeguarded and the involved parties should ensure confidentiality when personal data are collected [102]. Surprisingly, most nursing home residents do not share those views. When the moderator brought up the privacy issue to groups of nursing home residents, it was quickly dismissed as secondary. Residents are more concerned with the weight of tracking device placed on them, i.e. “a device should weigh no more than 113g if attached to an arm or leg, but it could weigh 227g if the device was worn on a belt” [57]. Nursing staff also support electronic monitoring of PWD because it enables them to provide better quality care and encourages PWD to live more independent lives.

While the prospective value of assistive applications far outweighs privacy concerns [57], systems should be designed with good built-in security features. It has to guard against scenarios that might lead to serious security breaches. For instance, intruders might obtain information about the wanderer’s habit of leaving home at a particular hour, and use such information to break into the house, potentially even
endangering the person’s life. Therefore, the user’s security requirements should be determined before the design stage of the applications and systems [103]. All communications should be secure and encrypted. This is especially important in the case of wireless communications which are easier to intercept [104]. Personal monitoring devices should authenticate the identity of the rightful owner using unobtrusive biometrics or possibly key physiological signs to avoid any data tampering (owner-aware devices [56]). Different levels of access authority should be granted to different users and the relevant data required or collected within the suite of assistive applications is properly managed on a secure and password-protected database [105].

3.8.4 Economy Discussion

Currently, the cost of location systems and devices for managing wandering is high for personal users. Typically, the total cost of an intelligent safety phone with integrated elopement prevention is 950USD (including installation) [99]. A UWB-RFID system with 4 sensors can cost 7000USD in the USA and 16000USD in Asia markets [82]. Devices to monitor activities such as wearable inertial sensors range from 1300USD to 3500USD per item [106]. Though such cost is high for personal users, it is more affordable if group users share the systems and services together. For example, a dementia care centre purchases a system and charges its clients a fee for using the devices with the service. The cost per person will be reduced significantly. A previous study reported that the typical rental cost of the devices without other services is about 13USD to 65USD per month. These costs are not high in exchange for the following benefits:

- For patients, as a diagnostic sign for preclinical dementia, timely recognition of wandering provides an opportunity for early treatment of dementia and delay nursing home entry. This will realize significant cost savings because once transferred into formal care, the annual cost of care for a patient exceeds USD 32,000 in high income countries [12]. In addition, the quality of care for PWD prone to wandering will be improved. In fact, the identification of specific types of wandering helps point to
possible causes or reasons for wandering. If he/she changes from a non-wanderer to a wanderer, it may reflect either advancing dementia or some undiagnosed medical event that affects cognition, perhaps causing a delirium.

- For caregivers, wandering management technology will help them cut down time spent on surveillance of wandering behavior. Researchers and clinicians who harness the technology are able to garner new knowledge on the antecedents and consequences of risky wandering. This knowledge can critically enable health professionals to individualize interventions and effective approaches tailored to different types of dementia and patients.

- For societies, long-term research outcomes will reduce the cost of care and use of public funds for institutional care. If technologies can help a caregiver spend 1 hour less per day to look after a dementia wanderer, the world will annually save USD 155 billion in 2014 dollars. To governments and agencies concerned with the well-being of elderly population, particularly those who have dementia, this represents a methodological breakthrough worthy of significant investigation.

3.9 Conclusions and future directions

3.9.1 Conclusions

Table 3.1 summarizes the reviewed works and highlight what has been addressed and what has not been achieved. Technologies to geo-fence and prevent elopement, track and locate wanderers are mature and stable. The availability of commercial products and various tracking applications on mobile platforms is clear evidence. On the other hand, information and communication services that assist caregivers are scarce. Current assistive tools do not support comprehensive measurement of a variety of wandering dimensions. Typically each of them is built to quantify a single, though possibly different dimension of wandering locomotion. There is still a need to provide additional assistive support and integrate these tools together. Automated technologies to recognize wandering patterns and spatial disorientation, analyze proximal factors, as well as realize negative outcomes and study background factors are limited.
These technologies are still at the early stage and not many of them have been validated in large scale or longitudinal studies involving PWD from diverse geographical regions and medical backgrounds. Based on these observations, we would like to suggest future research directions in both the short- and long-term. We discuss the issues and problems when developing assistive applications for managing wandering.

Table 3.1: Summary of reviewed works

<table>
<thead>
<tr>
<th>Domain of works</th>
<th>Category of works</th>
<th>What has been addressed</th>
<th>What has not been addressed</th>
</tr>
</thead>
<tbody>
<tr>
<td>WHAT</td>
<td>Tools to measure frequency, repetitiveness, temporal distribution</td>
<td>Measure frequency: rate of wandering episodes per hour [78] Measure temporal distribution: walking time [19,20], wandering time [76], temporal variability [77], duration of wandering episodes [78]</td>
<td>- Automated tools to document and incorporate all dimensions of wandering - Tools or applications to measure repetitiveness: go repeatedly to the same location, travel repeatedly the same route while walking indoors</td>
</tr>
<tr>
<td>WHAT</td>
<td>Tools to recognize wandering patterns and spatial disorientation</td>
<td>Classify pacing, lapping, random patterns [79,80,84,93] Recognize an aspect of disorientation: getting lost [33,63,86]</td>
<td>- Algorithms to address the variance in temporal, spatial, and geometrical shapes of patterns within the same wanderer, across different wanderers, between wanderers and non-wanderers - Algorithms to address other types of disorientations: wanderers cannot locate dining room/own room/bathroom without help; wanderers bump into obstacles or other people while walking alone or walk about aimlessly</td>
</tr>
<tr>
<td>WHERE WHEN</td>
<td>Tools to prevent elopement</td>
<td>Wanderer runs off, attempts to leave authorized area [49,57,58] Wanderer enters unauthorized area [59,60,61,62]</td>
<td>(Mature technologies)</td>
</tr>
<tr>
<td>WHEN</td>
<td>Negative outcomes</td>
<td>Falls [85]</td>
<td>Fatigue, inadequate food intake, injuries</td>
</tr>
<tr>
<td>WHERE WHEN</td>
<td>Track and locate PWD</td>
<td>GPS tracking 25,35,65,66,67,64] RFID and/or UWB tracking [31,69,70,71] Floor sensors [129,130,131,132,133,134,135]</td>
<td>(GPS tracking, RFID and/or UWB tracking are mature technologies) The ability to track multiple people concurrently walking on the floor</td>
</tr>
</tbody>
</table>
| HOW | Informatio
n services | Dementia assessment [34] | Tools that provide intervention cues (environmental modification, behavioral techniques) to instruct caregivers |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>WHY</td>
<td>Tools that analyze proximal factors to detect wandering</td>
<td>Physical environment, e.g. deviation in location trajectories [26,89,91,92,93]</td>
<td>Other factors that could trigger wandering including: - Physiological need states, e.g. hunger, agitation - Affective states, e.g. boredom or loneliness - Physical and social environment, e.g. ambient conditions</td>
</tr>
<tr>
<td></td>
<td>Affective states, e.g. emotional expression [94]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| | Applicatio
ns to study backgroun
d factors | Health status, e.g. well-being [95,96] | The relationship of wandering and background factors such as: - Neurocognitive factors, e.g. visual-spatial memory - Health status and socio-demographics, e.g. pain, constipation, education, previous jobs |
| | Socio-demographics, e.g. age, sex [97] | | |

3.9.2 Short-term Research Work

**Assistive information services**: For example, assistive applications to provide recommended behavioral and environmental modification techniques for caregivers to target different wandering scenarios. Such applications can also contain videos, images, and scenarios showcasing different wandering behaviors of PWD. Direct caregivers can then learn to recognize wandering and provide immediate interventions. These applications will serve as educational or training tools for caregivers who have limited knowledge of wandering and its associated outcomes.

**Measurements of frequency, repetitiveness, temporal distribution of wandering**: Automated tools are needed to measure these 3 dimensions. So far, there are attempts to automatically measure frequency and temporal distribution but not repetitiveness. Thus, future assistive applications can consider using locomotion data to identify repeated locations or routes traveled by wanderers. Integrated applications to automatically measure these 3 dimensions are essential to characterize dementia-related wandering.
3.9.3 Long-term Research Work

Recognize wandering patterns and spatial disorientation: The core research concept on wandering aims to quantify random movement, which has been a difficult task for human observers to master. Most current algorithms to recognize wandering patterns and spatial disorientation need to improve in reliability, robustness and accuracy. The challenges lie in the polymorphism of patterns and forms of disorientation, their differences in spatial, temporal, and patterns’ geometrical shapes from wanderers to wanderers, from wanderers to non-wanderers, and within a wanderer. In addition, the unavailability of ground truth labeled data as well as standard benchmark datasets make it very difficult to evaluate and validate the algorithms. Appropriate visualization tools can also be designed to enable researchers and clinicians to easily view these wandering dimensions of PWD, for example on a computer monitor with an intuitive user interface.

Analyze proximal factors to detect wandering: In general, such systems and assistive applications require 3 subsystems. Firstly, context-aware sensing subsystems are needed to recognize relevant proximal factors. Secondly, automated algorithms to continuously monitor and detect changes in proximal factors are required. Thirdly, probabilistic models and regressions are applied to estimate the likelihood of wandering. Combinations of advanced sensing technology, accurate recognition algorithms, and efficient machine learning algorithms are potential to accomplishing this goal.

Realize negative outcomes and study background factors: Longitudinal studies can be conducted to achieve these long-term goals. An example of such studies is we can monitor wandering and its progress to early detect deterioration in visual-spatial memory and cognition of PWD. Tools to characterize full spectrum and dimensions of wandering as well as background and proximal factors are instrumental in conducting such studies and developing the technologies. Synergistic collaboration between technologists, gerontologists, caregivers and PWD is necessary to ensure the feasibility of adoption of such technologies in healthcare settings.
Chapter 4 Wandering Patterns Classification Using Spatial Temporal Information

This chapter includes five sections. Section 4.1 introduces the Martino-Saltzman (MS) model of wandering patterns. Section 4.2 discusses the dataset used in our study. Section 4.3 produces the results of using classical machine learning approach to classify wandering patterns of people with various stages of dementia. Section 4.4 presents the tree-based algorithm we create to classify wandering patterns. Section 4.5 demonstrates a working prototype of the algorithm on a mobile phone.

4.1 Martino-Saltzman (MS) model of wandering patterns

Martino-Saltzman [107] systematically evaluated the travel patterns of 40 nursing home residents with dementia, 24 of whom were identified by nursing staff as wanderers or suspected wanderers. The remaining 16 residents were non-wanderers. Travel was monitored continuously for 30 days and four basic travel patterns were observed: direct travel, lapping, random travel, and pacing. Travel efficiency (percentage of direct travel) was significantly related to cognitive status, with inefficient travel most prevalent in severely demented participants. The findings have facilitated further research in geriatrics and have been used in various dementia-related studies. First, inefficient travel (or wandering) patterns including lapping, pacing and random were operationally used to define wandering behavior of PWD. Second, wandering patterns combined with other spatial and temporal parameters can identify different types of wanderers and provide useful information on the wanderer’s cognitive performance [97]. Third, detailed findings from several medical studies [23, 37, 108-110] lent evidence to the correlation of wandering patterns and cognitive performance. Random-pattern wandering is considered the most serious symptom in PWD, followed by lapping and pacing. Increasing amounts of random-pattern wandering reflect higher degree of global (bilateral) hippocampal damage in humans and serve as a potential marker for dementia progression [23]. Frequent lapping signifies a deteriorating ability to way-
finding in PWD and can be used as a predictor for unilateral hippocampal damage [37, 108]. Pacing is not associated with levels of cognitive impairment, but is more indicative of agitation and anxiety [109-110]. Direct patterns are efficient but their character changes might also indicate cognitive deficits.

1) Direct

2) Pacing

3) Lapping

4) Random

Figure 4.1: Travel patterns of nursing home wanderers. The plan view of a room is represented by a rectangle. Smaller rectangles represent different parts of the room and the dash lines show the travel paths.

To the best of our knowledge, we are the first group aiming to detect wandering patterns of PWD based on MS model. Here, we present a typology of wandering. We will first define three concepts: location, movement, and episode. A location may be represented in terms of 3-D space coordinates or broad regions (e.g. kitchen, dining room, etc.). A movement is defined as moving from the present location to the next immediate location. Each travel episode, be it wandering or non-wandering, consists of one or more consecutive movements. Each episode has a start location and a stop location.

For convenience, we denote L₁, L₂, L₃, and L₄ as locations. Martino-Saltzman et al. [107] observed the spatial movements of both wanderers and non-wanderers with dementia and identified four patterns of independent travel in wandering subjects (Fig. 4.1):
1) **direct** – a single straightforward path from one location to another without diversion. An episode comprising two or more consecutive direct paths to different locations is also considered as direct. A travel path that passes through the same location twice or more is not considered direct because one of the sub-trajectories is redundant. For example, a direct path from $L_1$ to $L_4$ includes passing through $L_2$ and $L_3$. Thus an episode involving $L_1L_2L_3L_4$ is direct. If an episode takes the path $L_1L_2L_3L_1L_2L_3L_4$, the first sub-path from $L_1$ to $L_3$ and back to $L_1$ is considered redundant and inefficient. Therefore, direct pattern would comprise single straightforward path or a path that moves through different locations. An episode with the path $L_1L_2L_4$ is direct.

2) **pacing** – a repeated path back and forth between two locations. We specify that a pacing pattern would include more than two (at least three) consecutive to-and-fro movements. For example, the path $L_1L_2L_1L_2$ is classified as pacing since it has three repetitive movements: $L_1$ to $L_2$, $L_2$ back to $L_1$, and $L_1$ to $L_2$ again.

3) **lapping** – a repeated circular path involving at least three locations [97]. A lapping pattern would contain at least two repeated circular routes involving at least three different locations, either in the same or opposite direction. For instance, the paths $L_1L_2L_3L_4L_1L_2L_3L_1$ (same direction) and $L_1L_2L_3L_4L_3L_2L_1$ (opposite direction) are considered as lapping;

4) **random** – a continuous path with multiple locations in no particular order. A random pattern must not be a direct pattern and contain at least one location which is repeated at least twice. Due to these two conditions, lapping and pacing patterns are subsets of random patterns.

With respect to distance traveled and time taken, direct pattern is efficient travel and is not regarded as wandering [110]. The other three patterns (random, lapping, and pacing) are inefficient and they constitute different types of wandering.
4.2 Dataset

4.2.1 Subjects’ characteristics

Movement datasets of five nursing home residents with different stages of dementia are used in our study. The demographic characteristics of the subjects are reproduced in Table 4.1. All five subjects [69-70] were diagnosed with dementia (through the Mini-mental state examination) and could walk independently [70].

Table 4.1: Characteristics of the subjects [69-70]

<table>
<thead>
<tr>
<th>Variables</th>
<th>n = 5</th>
<th>Percentage (%)</th>
<th>Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td>72.4 ± 8.4</td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td>40.0</td>
<td>60.0</td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alzheimer’s Disease</td>
<td>60.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vascular Dementia</td>
<td>40.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.2 Subjects’ movement data

The movement data were collected by Makimoto et al. [69-70]. Active RFID activity monitoring systems (Power Tag, Matrix Co. 6-1-2 Nishi Tenma, Kita-ku, Osaka, 530-0047 Japan) were installed at two dementia care units in Japan and Korea. Antennas were set up on the ceilings of all the rooms in the units. Individual RFID tags (measuring 2.8 cm x 4.2 cm x 0.68 cm) were worn by the subjects in the back collar of their shirts. A personal computer system then recorded the movement information including the tag ID, the tag receiver ID, time and date. Each tag receiver ID (or location ID) uniquely identified the room visited by the monitored subject.

The specifications of the Power Tag system [111] are presented in Table 4.2. The system is able to monitor the whereabouts of a subject and the rhythm of daily activities such as walking distance per day and
frequency of toileting. Makimoto et al. [69-70] employed the system to record the room-to-room movements of monitored subjects as they moved within the care units over a 24-hour period.

Table 4.2: Specifications of the Power Tag RFID system

<table>
<thead>
<tr>
<th>Tag Receiver</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Receiving Frequency</td>
<td>304.2, 309.9, 314.26 MHz</td>
</tr>
<tr>
<td>Number of RF Inputs</td>
<td>1</td>
</tr>
<tr>
<td>Type of Modulation</td>
<td>Frequency Shift Keying</td>
</tr>
<tr>
<td>Signal Input Sensitivity</td>
<td>-90dBm to -30dBm</td>
</tr>
<tr>
<td>Data Output</td>
<td>RS232C 9600bps</td>
</tr>
<tr>
<td>Power Supply</td>
<td>AC 90/110V 50/60Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trigger Generator</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>1 Arms/93.75kHz</td>
</tr>
<tr>
<td>Power Supply</td>
<td>DC 12V/2A AC Adapter</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RF TAG</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Frequency</td>
<td>304.2MHz or 309.9MHz or 314.26MHz</td>
</tr>
<tr>
<td>Modulation</td>
<td>FSK 60kHzp-p</td>
</tr>
<tr>
<td>RF Output Level</td>
<td>500i V/m at 3m offset (Weak Radio Wave)</td>
</tr>
<tr>
<td>Wake up Signal</td>
<td>&gt;100m Vp-p 93.75kHz by Electromagnetic</td>
</tr>
<tr>
<td>Signal Rate</td>
<td>93.75kps</td>
</tr>
<tr>
<td>Power Supply</td>
<td>DC3.3V ML1220 Rechargeable Battery</td>
</tr>
</tbody>
</table>

The graphical representation of the movements for each subject (labeled as A, B, C, D, and E) is reproduced in the Appendix. Subjects A, B and E were monitored in the same unit in Japan whereas subjects C and D were monitored in another same unit in Korea. We label the semantic locations of the two units by integer numbers for computational purposes (Table 4.3).

Table 4.3: Numerical labels of semantic locations

<table>
<thead>
<tr>
<th>Care Unit in Japan</th>
<th>Care Unit in Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locations</td>
<td>Locations</td>
</tr>
<tr>
<td>Room 303</td>
<td>Room 5304</td>
</tr>
<tr>
<td>Toilet</td>
<td>Toilet 5304</td>
</tr>
<tr>
<td>Function Hall</td>
<td>Activity Room 2</td>
</tr>
<tr>
<td>Dining</td>
<td>Corridor 5301</td>
</tr>
<tr>
<td>Room 302</td>
<td>Corridor Activity Room 2</td>
</tr>
<tr>
<td>Bathroom</td>
<td>Nursing Station</td>
</tr>
<tr>
<td>Room 301</td>
<td>Corridor 5306</td>
</tr>
<tr>
<td>Room 305</td>
<td>Room 5306</td>
</tr>
<tr>
<td>Emergency exit (ee)</td>
<td>Corridor 5309</td>
</tr>
<tr>
<td></td>
<td>Activity Room 1</td>
</tr>
<tr>
<td></td>
<td>Corridor 5303</td>
</tr>
<tr>
<td></td>
<td>Elevator</td>
</tr>
<tr>
<td></td>
<td>C</td>
</tr>
</tbody>
</table>
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4.2.3 Ground truth estimation

In total, 120 hours (24 hours per subject x 5 subjects) of data were recorded by Makimoto et al. This original movement dataset consists of 1163 instances. Each instance has four attributes: the time, date, tag ID and location ID.

Two steps are needed to establish the ground truth. The first step is to extract every travel episode bounded by its start and stop locations. This is done using an automatic episode segmentation algorithm. The second step is to apply MS model manually to map each episode to one of the four patterns: direct, random, lapping, or pacing.

**Step 1:** Automatic episode segmentation (Temporal information was used in this step)

To segment an episode, we need to identify its start location and stop location. Ideally, an accelerometer attached to the monitored subject can be used to accurately determine the start/stop locations of each episode. However, even though such motion information is not available in the movement records used in this study, we are able to obtain good estimation of the start/stop locations from the temporal information.

For each subject’s dataset, we assumed the location of the first data instance was the start location of the first episode. The start location of any subsequent episode would be the immediate location after the stop location of the previous episode. The stop location of an episode was defined as one where the subject spent more than 15 seconds (same as the value used in standard protocol by gerontologists [112]).

Suppose the RIFD system recorded that the subject entered location L1 at time t1 and entered the next immediate location L2 (after being at L1) at time t2 (L1 # L2 and t1 < t2). The total travel time from L1 to L2 (t2 – t1) is bounded by:
\[ t_2 - t_1 \leq \text{totalTh} = 15\text{seconds} + \text{maximumDirectTravelTime} + \text{wanderingOffsetTime} \]

- \text{15seconds} is the stop threshold.
- \text{maximumDirectTravelTime} is the maximum time to travel directly from \( L_1 \) to \( L_2 \)
- \text{wanderingOffsetTime} is the time the subject may wander on the direct path between two furthest locations. It is zero if there is no wandering.

Therefore, whether or not \( L_1 \) is the stop location of an episode can be easily determined by comparing the total travel time \((t_2 - t_1)\) with \text{totalTh}.

In indoor environments such as dementia care units [69-70], the \text{maximumDirectTravelTime} is bounded by the ratio of the maximum distance between neighboring locations (rooms) and the minimum walking speed of the subject. The walking speed of a subject can be retrieved from the RFID system. For the current dataset, we used the empirically obtained threshold, \text{totalTh} = 55\text{seconds} (maximum distance = 13m, minimum walking speed = 0.53m/s, and \text{wanderingOffsetTime} = 15\text{seconds}) to do automatic episode segmentation.

We apply the technique described above to all five subjects’ datasets. In total, 220 travel episodes were identified (40 ± 30 episodes per subject). Each travel episode consists of a sequence of locations the subject had traveled.

**Step 2:** Manual classification of an episode’s travel pattern (Spatial information was used in this step)

Based on the sequences of locations traveled within an episode, we manually classified the travel patterns of each episode into one of four types: direct, random, lapping, and pacing. We observed the sequence of traveled locations and the contextual information (e.g. meal times, layout of the care unit, the intended destination the subject wanted to travel to) to distinguish between direct and inefficient travels. If it was an inefficient travel, we further checked for pacing, lapping, or random pattern. The pattern of the episode was then concluded accordingly. If there were multiple patterns within an episode, the concluding pattern was the one which had the most number or the most severe one (ascending order of patterns’ severity:}
pacing, lapping, and random). These manually classified results serve as ground truths for evaluation of the automated algorithms. Descriptive statistics for each type of travel pattern are summarized in Table 4.4. For each type of patterns, the first row shows the total number of episodes identified. The second row represents the range of episode durations. The third row represents the mean and standard deviation of episode durations.

<table>
<thead>
<tr>
<th>Patterns and Statistics</th>
<th>Subject A</th>
<th>Subject B</th>
<th>Subject C</th>
<th>Subject D</th>
<th>Subject E</th>
<th>All Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of Episodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>29</td>
<td>22</td>
<td>40</td>
<td>13</td>
<td>22</td>
<td>126</td>
</tr>
<tr>
<td></td>
<td>14 – 127</td>
<td>36 – 141</td>
<td>13 – 89</td>
<td>12 – 31</td>
<td>9 – 84</td>
<td>9 – 141</td>
</tr>
<tr>
<td></td>
<td>(39 ± 37)</td>
<td>(45 ± 49)</td>
<td>(28 ± 27)</td>
<td>(18 ± 8)</td>
<td>(23 ± 26)</td>
<td>(32 ± 34)</td>
</tr>
<tr>
<td>P</td>
<td>4</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>135 – 156</td>
<td>26 – 115</td>
<td>17</td>
<td>0</td>
<td>26 – 326</td>
<td>102 – 69</td>
</tr>
<tr>
<td></td>
<td>(146 ± 15)</td>
<td>(70 ± 24)</td>
<td></td>
<td></td>
<td>(109 ± 3)</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>1</td>
<td>34</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>386</td>
<td>182 – 781</td>
<td>105</td>
<td>102 – 234</td>
<td>70 – 1545</td>
<td>70 – 1545</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(423 ± 223)</td>
<td></td>
<td>(179 ± 53)</td>
<td>(335 ± 282)</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>0</td>
<td>13</td>
<td>7</td>
<td>6</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>256 – 674</td>
<td>70 – 220</td>
<td>130 – 430</td>
<td>70 – 674</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(383 ± 168)</td>
<td></td>
<td>(239 ± 124)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>32</td>
<td>36</td>
<td>97</td>
<td>22</td>
<td>33</td>
<td>220</td>
</tr>
<tr>
<td></td>
<td>14 – 386</td>
<td>36 – 781</td>
<td>13 – 1545</td>
<td>9 – 430</td>
<td>9 – 1545</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(56 ± 75)</td>
<td>(158 ± 191)</td>
<td>(159 ± 233)</td>
<td>(86 ± 108)</td>
<td>(122 ± 186)</td>
<td></td>
</tr>
</tbody>
</table>

### 4.3 Machine learning approach of classifying travel patterns

Traditional machine learning algorithms are used to classify travel patterns from the obtained dataset in order to generate a comparison ground for our study.

#### 4.3.1 Feature extraction

From the location sequence, we compute four representative features for each travel episode. The features are entropy (F1), repeated locations (F2), repeated directions (F3), opposite directions (F4).

The first feature, F1 measures the entropy of each episode. Entropy is the average information or unpredictability in a random variable. Therefore, entropy can be used to represent the randomness of movement in an episode.
The second feature, F2 aims to distinguish direct pattern from other types of patterns by counting the number of repeated locations in an episode. This is based on the fact that if a person keeps revisiting a number of locations in an episode of continuous movements, that episode is considered inefficient travel. Pacing and lapping patterns are repetitive movements in back-and-forth and circular manner. For these two types of patterns, not only are the locations of travel repeated but also the directions of movement (or travel). Therefore, we use two features, F3 and F4, to represent the repetitiveness of travel directions in each episode. Travel direction is the directional vector of two consecutive locations.

F3 counts the number of repeated travel directions in each episode. F4 counts the number of pairs of opposite travel directions. For example, in an episode, travel directions of two movements - one from location \(L_1\) to location \(L_2\) and another from location \(L_2\) back to location \(L_1\) - are considered a pair of opposite travel direction. Feature F4 is needed because the subject can pace and lap in opposite directions.

Now, we provide details on how the features are measured. Suppose that an episode with \(n\)-location sequence in a chronological order is represented as a vector \(L = (L_1, L_2, \ldots, L_n)\), whereas \(L_i \neq L_{i+1}, i = 1, n-1\) and \(L_i\) are labels from Table 4.3.

From the vector \(L\), we obtain:

- The direction vector \(D = ((L_1, L_2), (L_2, L_3), \ldots, (L_{n-1}, L_n))\)
- The set of distinct elements in vector \(L\), \(S_L = \{L_i, 1 \leq i \leq n \mid L_i \in L\}\)
- The set of distinct elements in vector \(D\), \(S_D = \{(L_i, L_{i+1}), 1 \leq i \leq n - 1 \mid (L_i, L_{i+1}) \subseteq D\}\)
- The frequency of occurrence of each element in \(S_L\), \(f_i = \frac{\text{number of occurrences of } L_i \text{ in } L}{n}, 1 \leq i \leq n\)

Then, the four features are calculated as follows.

- Feature F1 is the entropy of the episode.

\[
F1 = - \sum_{i=1}^{n} f_i \log f_i
\]  

(1)
• Feature F2 counts the total number of locations visited which are repeated. This is equal to the total number of elements \( n \) minus the number of unique elements in \( L \) (i.e. the cardinality of \( S_L \)).

\[
F2 = n - \|S_L\| \tag{2}
\]

• Similar to F2, F3 is calculated as:

\[
F3 = n - 1 - \|S_D\| \tag{3}
\]

• F4 is meant to distinguish travel in the same or opposite directions.

\[
F4 = \|\{1 \leq i \leq n - 1 \mid \exists j, 1 \leq i < j \leq n - 1 \land L_i = L_{j+1} \land L_{i+1} = L_j\}\| \tag{4}
\]

4.3.2 Feature selection and classification

4.3.2.1 Experiments and Evaluation

We have experimented with different combinations of the four features, and found that the best results were achieved by using all four features for classification. We tested eight classical machine learning algorithms including Naïve Bayes (NB), Multilayer Perceptron (MLP), pruned Decision Trees (C4.5), Random Forests (RF), Logiboost (LB) and Bagging (BAG) with pruned C4.5 trees as base classifiers, k-Nearest Neighbor (k-NN) with one neighbor, and Support Vector Machine (SVM). All algorithms were tested using Weka freeware [113]. The best performing configurations of all the eight classifiers are also reported.

• NB classifier is based on Bayes’s theorem with the assumption that the effect of a particular feature on a given class is independent of other features. It is made to simplify the computation involved and, in this sense, is called “naïve”. Given a sample \( X \), the classifier will predict that \( X \) belongs to the class having the highest posterior probability, conditioned on \( X \). That is \( X \) is predicted to belong to the class \( C_i \) if and only if it is the class that maximizes \( P(X|C_i)P(C_i) \). \( P(C_i) \) is estimated by counting the frequency with which each class \( C_i \) occurs in the training data. Based on the assumption that features are independent given the class, \( P(X|C_i) \) is the product of the probabilities for the individual features given class \( C_i \) [114].
• MLP is a neural network that mimics a neuronal organizational structure. It uses back propagation to train the network aiming to minimize the squared error between the network output and target values [115]. The network configuration used in our experiments is learning rate = 0.3, momentum = 0.2, epochs = 500.

• Decision Trees represent the set of classification rules in the form of a tree. It uses information gain to measure how well a given feature separates the training examples into their target class [116]. We used the J48 Decision Trees provided with the Weka software to classify travel patterns. The configuration used in our experiments is confidence factor = 0.25, the minimum number of instances per leaf = 2.

• RF is an ensemble classifier that consists of many Decision Trees and outputs the most popular class. A tree is grown from independent random vectors using a training set, resulting in a classifier. After a large number of trees is generated, random forest outputs the class that is the mode of the class’s output by individual trees [117-118]. The configuration used in our experiments is the number of trees to be generated = 10, the random number seed = 1, the number of attributes to be used in random selection = 0.

• LB [119] and BAG [120] are ensemble methods that include multiple “base” classifiers, each of which covers the complete input space. Each based classifier is trained on a slightly different training set and the predictions or classifications of all classifiers are then aggregated to produce the single output. The simplest way to aggregate is to take a vote (e.g. a weighted vote). BAG and LB both adopt this approach but they derive the individual classifiers in different ways. In BAG, the classifiers receive equal weight, whereas in LB weighting is used to give more influence to the more successful classifiers. The base classifier used in experiments with BAG is the fast decision tree learner, and the model trees in experiments with LB used M5Rules.
• k-NN calculates instances using Euclidean distance and corresponds to points in an n-dimensional space. The algorithm assigns a class label to a data point that represents the most common value among the k training examples nearest to the data point [117]. We used k=1 in our experiment.

• SVM maximizes the margin between the training examples and the class boundary. SVM generates a hyperplane which provides a class label for each data point described by a set of feature values [121]. The kernel used in our experiments is the normalized poly-kernel.

The 10-fold stratified cross validation technique is applied and results are obtained in term of five validation metrics: precision, recall, specificity, F1-measure, and latency. The classification performance is based on individual episodes of movements, i.e. for each episode the classifier output is compared to the reference annotation (the ground truth).

For each type (class) of travel patterns, episodes which belong to its class (in the ground truth) are called “positives” and episodes not belonging to this class are called “negatives”. Then, “positive” episodes that are correctly (incorrectly) labeled by the machine learning algorithms are counted as True Positive (False Negative) (shortened as TP and FN) whereas “negative” episodes that are classified by the algorithms as “negative” episodes (“positive” episodes) are counted as True Negative (False Positive) (shorten as TN and FP). We measure: the precision (or Positive predictive value) \( \text{Prec} = \frac{TP}{TP+FP} \), which represents the proportion of “positive” classified episodes that are relevant; the recall (True Positive Rate or sensitivity) \( \text{Reca} = \frac{TP}{TP+FN} \), which measures how good the classifier is at detecting “positive” episodes; the specificity (or True Negative Rate) \( \text{Spec} = \frac{TN}{TN+FP} \), which evaluates how good the classifier is at avoiding false alarms. F1-measure \( F_1 = 2. \frac{\text{Prec} \cdot \text{Reca}}{\text{Prec} + \text{Reca}} \) takes into account the precision and recall rate for each class. In addition, we evaluate the algorithms in terms of classification latency, which is the time delay between the start of a travel episode in the reference dataset and the start of a detected (classified) wandering episode by the application.
To report the overall performance metrics, we take the weighted average (or weighted arithmetic mean) of these measures from all classes, i.e. weighting the measure of each class of patterns by the proportion of instances there are in that class. This is done to avoid the problem of inflating the accuracy or recall values of classes with high recall values but few instances.

### 4.3.2.2 Feature Selection

As shown in Table 4.5 and Fig. 4.2, better results are obtained by using all four features. Thus features F1, F2, F3 and F4 are used in the subsequent experiments.

#### Table 4.5: Sensitivity and latency of the classification algorithms in each experiment

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Sensitivity or Recall</th>
<th>Latency (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exp 1</td>
<td>Exp 2</td>
</tr>
<tr>
<td>NB</td>
<td>77.7</td>
<td>80</td>
</tr>
<tr>
<td>MLP</td>
<td>84.5</td>
<td>86.8</td>
</tr>
<tr>
<td>C4.5</td>
<td>90</td>
<td>91.4</td>
</tr>
<tr>
<td>RF</td>
<td>91.4</td>
<td>92.3</td>
</tr>
<tr>
<td>BAG</td>
<td>89.5</td>
<td>91.4</td>
</tr>
<tr>
<td>LB</td>
<td>91.4</td>
<td>91.4</td>
</tr>
<tr>
<td>k-NN</td>
<td>91.8</td>
<td>88.6</td>
</tr>
<tr>
<td>SVM</td>
<td>84.1</td>
<td>88.6</td>
</tr>
</tbody>
</table>

Exp 1: combination of features F2, F3, F4  
Exp 2: combination of features F1, F2, F3, F4

#### Figure 4.2: Precision, specificity, and F1-measure of the classification algorithms in each Experiment (Exp 1: combination of features F2, F3, F4; Exp 2: combination of features F1, F2, F3, F4)
We also tried using common features including mean, standard deviation, and variance to classify travel patterns. Not surprisingly, these features do not represent the data well because the location labels do not capture the spatial relations of the physical locations.

4.3.2.3 Classification Results

We use confusion matrices to provide a more detailed picture of the errors generated by the classification process. The confusion matrices of the eight classifiers are given in Tables 4.6 and 4.7. The RF algorithm yields the best classification sensitivity or accuracy (92.3%). The RF algorithm indicated slightly higher accuracy compared to the Decision Trees algorithm. However, the Decision Trees algorithm is much simpler and transparent in decision making process compared to the RF. The RF algorithm introduces a much higher complexity in the decision making process, since the result is obtained using 10 Decision Trees and a mode voting procedure (i.e. the classified class is the mode of the classes output by individual trees).

The RF classification algorithm is also evaluated using the leave one subject out method. In each leave one subject out experiment, dataset of a subject is used for testing and the combined datasets of other four subjects are used for training. The sensitivity, specificity, precision, F-1 measures per subject, for each leave one out experiment, along with the average statistics are presented in Table 4.8. The weighted average accuracy for the leave one subject out experiment is 87.3%. Table 4.9 details the classification results of each class of patterns in the five leave one subject out experiments.

<table>
<thead>
<tr>
<th>CA</th>
<th>NB</th>
<th>MLP</th>
<th>C4.5</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT</td>
<td>D</td>
<td>P</td>
<td>L</td>
<td>R</td>
</tr>
<tr>
<td>D</td>
<td>119</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>P</td>
<td>8</td>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>L</td>
<td>2</td>
<td>1</td>
<td>36</td>
<td>7</td>
</tr>
<tr>
<td>R</td>
<td>16</td>
<td>0</td>
<td>1</td>
<td>14</td>
</tr>
</tbody>
</table>
Table 4.7: Confusion matrices for BAG, LB, k-NN, SVM (GT: Ground Truth, CA: Classified As)

<table>
<thead>
<tr>
<th></th>
<th>BAG</th>
<th>LB</th>
<th>k-NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
</tr>
<tr>
<td>CA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>124 0 0 2</td>
<td>125 0 0 1</td>
<td>125 0 0 1</td>
<td>120 0 6 0</td>
</tr>
<tr>
<td>P</td>
<td>1 12 2 2</td>
<td>1 12 3 1</td>
<td>3 12 1 1</td>
<td>1 12 3 1</td>
</tr>
<tr>
<td>L</td>
<td>0 2 41 3</td>
<td>0 3 39 4</td>
<td>3 2 39 2</td>
<td>1 1 41 3</td>
</tr>
<tr>
<td>R</td>
<td>2 0 5 24</td>
<td>2 0 4 25</td>
<td>8 0 4 19</td>
<td>3 0 6 22</td>
</tr>
</tbody>
</table>

Table 4.8: Leave one subject out results

<table>
<thead>
<tr>
<th>Subject</th>
<th>Number of Episodes</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>32</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>0.833</td>
<td>0.937</td>
<td>0.862</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>97</td>
<td>0.897</td>
<td>0.974</td>
<td>0.924</td>
<td>0.01</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>0.727</td>
<td>0.606</td>
<td>0.813</td>
<td>0.01</td>
</tr>
<tr>
<td>5</td>
<td>33</td>
<td>0.909</td>
<td>0.929</td>
<td>0.928</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Weighted Average 0.873 0.889 0.905 0.01

Table 4.9: Confusion matrices for leave one subject out experiment 1 with 3 features (top table) and experiment 2 with 4 features (bottom table) (GT: Ground Truth, CA: Classified As)

<table>
<thead>
<tr>
<th>Subject</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
<td>D  P  L  R</td>
</tr>
<tr>
<td>CA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>29 0 0 0</td>
<td>22 0 0 0</td>
<td>39 0 0 1</td>
<td>13 0 0 0</td>
<td>22 0 0 0</td>
</tr>
<tr>
<td>P</td>
<td>0 2 0 0</td>
<td>1 3 0 0</td>
<td>0 9 1 0</td>
<td>0 1 0 0</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td>L</td>
<td>0 0 1 0</td>
<td>0 2 3 0</td>
<td>0 0 27 7</td>
<td>0 0 1 0</td>
<td>0 0 5 0</td>
</tr>
<tr>
<td>R</td>
<td>0 0 0 0</td>
<td>0 1 2 2</td>
<td>1 0 0 12</td>
<td>6 0 0 1</td>
<td>1 0 2 3</td>
</tr>
</tbody>
</table>

4.3.2.4 Discussion

4.3.2.4.1 Why does it work?

We use Fig. 4.3, 4.4 and 4.5 to explain why classifiers based on Decision Trees produce high accuracy in classifying travel patterns. Fig. 4.3 reproduces the pruned tree generated by the Decision Trees algorithm.
The leaves represent class labels or travel patterns, and branches represent conjunctions of features that lead to those class labels.

![Pruned tree created by C4.5 algorithm](image)

Fig. 4.4a shows the number of repeated locations of the entire 220 episodes. It clearly shows that direct episodes are distinguished from other episodes because the amplitudes of most direct episodes are zero. Direct patterns are efficient travel; therefore, it is highly likely that there is no repeated location in the sequence of locations of direct episodes. Hence, using F2, we can easily separate episodes into two main groups: direct (marked with yellow rectangle in Fig. 4.4a) and non-direct. The main task now is to classify pacing, lapping, and random from non-direct episodes. Using feature F1, we can discern pacing from lapping and random. Pacing is repetition movements between two locations. Therefore, the occurrence frequency of each location should be equal. Thus, the entropy of pacing episodes should be constant or
equal to one. This is obviously shown in Fig. 4.4b in which entropy of pacing episodes is one (marked with yellow rectangle) and entropy of lapping and random episodes is more than one.

(a) Feature F2

(b) Feature F1

Figure 4.4: Features F1 and F2 used in classifiers. In each figure, the horizontal axis represents the travel episodes (numbered from 1 to 220) with labeled patterns. The vertical axis of F1 displays the raw entropy value. The vertical axis of F2 displays the log value of the amplitude of each feature. (For F2, the amplitudes range from 0 to almost 100. Therefore, we use logarithm function to scale down the amplitude range of F2 for easy visualization. Since logarithm function is determined with only positive numbers, we add one to the raw amplitudes before taking logarithm)

The main task left now is to distinguish lapping and random from each other. Features F4 and F3 are mainly used for this task. In Fig. 4.5a, almost half of lapping episodes are separated from random episodes. They are episodes whose amplitudes of F4 are above 2. These episodes are highlighted in the yellow rectangle. Other lapping episodes, whose F4 values have the same amplitude range with the ones of random episodes, are highlighted in the purple rectangle (in Fig. 4.5a). We have to discern these lapping episodes from random episodes. Respectively, these lapping episodes are also indicated using the purple
rectangle in Fig. 4.5b. From Fig. 4.5b, we can see that the amplitudes of feature F3 of these lapping episodes are more than one whereas the ones of random episodes are almost zero or below one. Hence, we can classify these lapping and random episodes into their corresponding classes. The classified random episodes are marked with yellow rectangle in Fig. 4.5b.

**Figure 4.5:** Features F3 and F4 used in classifiers. In each figure, the horizontal axis represents the travel episodes (numbered from 140 to 220) with labeled patterns and the vertical axis displays the log value of the amplitude of each feature. (The amplitudes range from 0 to almost 100. Therefore, we use logarithm function to scale down the amplitude range for easy visualization. Since logarithm function is determined with only positive numbers, we add one to the raw amplitudes before taking logarithm.)

4.3.2.4.2 *Misclassifications and errors*

In Tables 4.7, 4.8, and 4.9, the number of misclassified episodes are tabulated (non-diagonal elements).

Misclassifications are caused by three shortcomings of the employed algorithms. First, they are not able to handle several multi-pattern episodes. Second, the algorithms are not adaptive to learn/classify
episodes with few or almost zero training instances. Third, the algorithms do not incorporate contextual information (e.g. layout of the monitored area) to reason about the efficiency of travel episodes. Table 4.10 presents the percentage of misclassified episodes that are caused by each of the three shortcomings.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Shortcoming 1</th>
<th>Shortcoming 2</th>
<th>Shortcoming 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5</td>
<td>29.41%</td>
<td>35.29%</td>
<td>35.29%</td>
</tr>
<tr>
<td>RF</td>
<td>31.58%</td>
<td>52.63%</td>
<td>15.79%</td>
</tr>
<tr>
<td>Leave one subject out</td>
<td>32.00%</td>
<td>24.00%</td>
<td>44.00%</td>
</tr>
</tbody>
</table>

We give examples to illustrate these shortcomings. Examples of multi-pattern episodes are (dining, hall, dining, hall, toilet, hall, toilet) and (302, 301, bath, 301, 302, 303, hall, dining, hall, 303, 302). The first episode comprises two sub-patterns: pacing between the dining room and function hall, and pacing between the hall and the toilet. The second episode comprises two sub-patterns: lapping in the opposite direction between rooms 302, 301 and bath, and lapping in the opposite direction between rooms 302, 303, hall, and dining. In these two multi-pattern episodes, some locations (“hall” in the first episode, “302” and “303” in the second episode) belong to both patterns, which the Decision Trees based algorithms do not recognize. Therefore, these algorithms misclassified the first episode as “lapping” and the second episode as “random”. Another example is (ee, 303, 302, 303, ee, toilet, hall, ee, 303, 302, 301, 302, 303). 2 lapping sub-patterns (ee, 303, 302, 303, ee) and (303, 302, 301, 302, 303) are separated by a direct sub-pattern (toilet, hall, ee). However, the algorithms did not recognize these and misclassified as random.

Examples of misclassified episodes caused by the shortcoming 2 are (dining, hall, 303, hall, dining, hall, 303) and (C5306, AR2, NS, R5304, NS, CAR2, C5301, C5309, C5306, C5303). The employed algorithms are not able recognize the first episode as lapping in the same direction but misclassified it as pacing. We hypothesize that the algorithms recognized the repeated subsequences (dining, hall), and (hall, 303) in the first episode. However, they did not realize that these subsequences need to occur continuously in order to constitute a pacing pattern. Therefore, they misclassified it as pacing. In the second example, the
algorithms misclassified the random episode as lapping. Obviously, the second episode cannot be classified as lapping because there is no loop in the episode.

To rectify the first two shortcomings, we need to have an adaptive algorithm that is able to separate the individual sub-patterns, classify these sub-patterns accordingly and then aggregate them together so as to make the correct conclusion.

An example episode related to the shortcoming 3 is (R5304, NS, CAR2, C5309, AR2, C5303). The employed algorithms classify it as direct, which is not correct because it is indeed possible to reach the destination corridor C5303 from the room R5304 without going through locations NS and C5309. Therefore, it is an inefficient episode and should be classified as random. There are two approaches to detect such inefficiency. The first and direct approach is to base on the layout of the monitored area. If the layout shows there is a direct or more efficient path between C5303 and R5304, we can apply shortest path algorithms to find the direct path and make the conclusion. The second approach is applied when there is no layout or map available. In this case, we can base on the historical movements of the subjects to reason if there is a direct path between C5303 and R5304 or any other more efficient path, for instance (R5304, CAR2, AR2, C5303). This solution requires retrieving and searching previous episodes to detect such direct or more efficient paths. In this paper, we use the second approach to reason about this case because there is no layout available for the subjects monitored in the dementia care centre in Korea. Nonetheless, the second approach does not work for all the cases especially when there is no historical movement of the path needed to be searched or retrieved.

4.4 Deterministic Predefined Tree-Based Algorithm and Results

4.4.1 Algorithm’s design

The goal of algorithm’s design is to rectify the above shortcomings so as to improve the performance of Decision Trees algorithm.
4.4.1.1 Single-pattern and multi-pattern episodes

There are two cases: single-pattern episodes and multi-pattern episodes. A single-pattern episode has only one pattern from start location to end location. For example, episodes $L_1L_2L_3L_4$ or $L_1L_2L_3L_4L_2$ are single-pattern because there is only one pattern appearing in the entire episode (direct for $L_1L_2L_3L_4$ and lapping for $L_1L_2L_3L_4L_2$). An episode such as $L_1L_2L_3L_4L_3L_2$ is multi-pattern because there are two patterns, lapping ($L_2L_3L_4L_3L_2$) and pacing ($L_3L_2L_3L_2$) in the episode.

Since there is only one concluding pattern (direct, pacing, lapping, or random) in single-pattern episodes, we propose to design a sequential algorithm to do the classification. Technically, we assume that the sequential algorithm consists of four individual modules. Each module is responsible for classifying one type of pattern. By sequentially applying these modules, we are then able to classify single-pattern episode into the corresponding concluding pattern.

We consider each multi-pattern episode as a concatenation of single-pattern episodes. We can therefore apply the deterministic algorithm to classify the individual single-patterns or sub-patterns within a multi-pattern episode and aggregate these sub-patterns together to result in the concluding pattern.

To accomplish the proposed deterministic algorithm, there are three components needed to be addressed. First, we need to design modules or algorithms to check for direct, pacing, lapping, and random patterns. Second, we need to determine the sequence or the order of applying these modules to classify both single-pattern and multi-pattern episodes. Third, we have to propose an aggregation scheme for classifying multi-pattern episodes.

The objectives of the first and third components (individual modules and aggregation scheme) are quite clear and the details will be explained in next sections. In this paragraph, we illustrate why it is important to address the second component. If we imagine each module to check for each type of travel patterns is a leave in a tree, then determining the sequence of applying checking modules is indeed analogous to
determining the pruned tree in the Decision Trees algorithm. Different sequences might then produce different classification results and have different impacts. To illustrate this, we use episode $L_1L_2L_3L_4L_3L_2L_2L_2$, which could be classified as direct ($L_1L_2L_3L_4$) and pacing ($L_3L_2L_3L_2$), or lapping ($L_2L_3L_4L_3L_2$) and pacing ($L_3L_2L_3L_2$). If the sequence of applying checking modules is lapping first followed by direct and pacing, we will get two sub-patterns direct and pacing, which is incorrect because they do not recognize that this is a composite episode with common locations $L_3$ and $L_2$. In other words, they do not rectify the first shortcoming. However, if the sequence of checking is direct first followed by lapping and pacing, it will yield correct results (lapping and pacing) and rectify the first shortcoming.

Theoretically, one can try all the enumerations of possible sequences but it is inefficient. We propose an effective approach to reason and identify the correct sequence of applying the checking modules. In the subsequent section, we first present the transformations of travel patterns. It describes how travel patterns evolve over time and space. Next we identify the sequence of applying checking modules. After that, we present the sequential algorithm in which the first and third components are detailed.

4.4.1.2 Transformations of travel patterns

There are four types of patterns or states. We have established the complete directed cyclic graph with four states (16 edges) to represent how patterns transform from one type to another type. The complete transitional state diagram is presented in Fig.4.6 with all 16 edges numbered.
The criteria to prune out edges which are impossible to exist are as follows. A travel episode begins from a single start location. If the subject remains at the start location, it is a direct pattern itself. As the subject moves to new locations, the travel pattern could remain as direct or change to inefficient patterns. This explains why the edges 1, 2, 3, and 4 are retained. However, inefficient patterns cannot change back to direct pattern because they contain repeated locations, directions, or diversion. Hence, an episode always starts as direct and can evolve to inefficient travel but not the other way round. Therefore, the edges 7, 12, and 14 are removed.

By definition, pacing is a repeated path back and forth between two locations whereas lapping is a repeated circular path involving at least three locations. Thus, at least two consecutive locations must be repeated at least twice in order to constitute a pacing and/or lapping pattern. A path containing a sub-path of two consecutive locations that is repeated twice is already a random pattern (regardless of whether or not there is any sub-path or location between the repeated sub-paths). Such a path would remain as random or transit into pacing or lapping. Therefore, an inefficient pattern must be in the random state before it evolves into pacing or lapping. Due to this, we conclude that direct state cannot
change directly to pacing and lapping states. In addition, pacing and lapping patterns are subsets of random patterns. Hence, the edges 3, 4, 10, 15 are pruned while the edges 2, 5 are retained.

Subsequently, we explain why the edges 9, 11, 13, and 16 are retained. By definition, pacing and lapping contain repeated continuous paths between two or more locations. In a lapping/pacing episode, if such paths are repeated the pattern is unchanged. This explains why the edges 9 and 13 are retained. If a new path is visited during the episode, a new pattern, not necessary pacing or lapping, may be formed. In such cases, it would constitute a multi-pattern episode. If the new pattern is lapping or pacing, there is a partial partnership between the old lapping/pacing pattern with the new lapping/pacing pattern. The partnership is illustrated using two examples: $L_1L_2L_3L_4L_1L_2L_4$ and $L_1L_2L_3L_4L_2L_3L_2$. For the former, the sub-path $L_1L_2$ is part of a pacing pattern ($L_1L_2L_4L_1$) and a lapping pattern ($L_1L_2L_3L_4L_1L_2L_3L_4$). This showcases how a pacing state can partially transform to a lapping state. For the latter, the sub-path $L_1L_2$ is part of a pacing pattern ($L_1L_2L_3L_2$) and a lapping pattern ($L_2L_3L_4L_3L_2$). In this example, a lapping state partially transforms to a pacing state. The partnership also occurs between the old lapping (pacing) pattern and the new lapping (pacing) pattern. Examples are $L_1L_2L_3L_4L_3L_2L_3L_4$ or $L_1L_2L_3L_2L_1L_3L_1L_2L_3L_4$. Hence, the edges 11 and 16 are retained.

We then obtain the pruned state diagram shown in Fig. 4.7. The state diagram depicts the transformations from efficient to inefficient travels in an ambulation episode as the wandering subject moves from one location to another. The first movement from the start location initializes the state to direct. Depending on subsequent movements, the state may remain direct throughout the entire episode or change to random, then possibly followed by pacing or lapping. The state of the ambulation episode is continually updated until it reaches the end location. The final state label (e.g., random) is the episode’s classification.

For multi-pattern episodes, when a pattern is in pacing state, it either remains there or evolves to lapping and vice versa (Fig. 4.7). Table 4.11 illustrates the step-by-step process of classifying the path $L_1L_2L_3L_4L_3L_2$ as a lapping episode.
Table 4.11: State transformations of the ambulation episode L1L2L3L4L3L2

<table>
<thead>
<tr>
<th>Step Number</th>
<th>Sequential Movements</th>
<th>state</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>L1</td>
<td>direct</td>
<td>Direct pattern by definition.</td>
</tr>
<tr>
<td>2</td>
<td>L1L2</td>
<td>direct</td>
<td>Direct pattern by definition.</td>
</tr>
<tr>
<td>3</td>
<td>L1L2L3</td>
<td>direct</td>
<td>Direct pattern by definition.</td>
</tr>
<tr>
<td>4</td>
<td>L1L2L3L4</td>
<td>direct</td>
<td>Direct pattern by definition.</td>
</tr>
<tr>
<td>5</td>
<td>L1L2L3L4L3</td>
<td>random</td>
<td>Random pattern due to the repeated location L3.</td>
</tr>
<tr>
<td>6</td>
<td>L1L2L3L4L3L2</td>
<td>lapping</td>
<td>Lapping pattern due to the circular path L2L3L4L3L2.</td>
</tr>
</tbody>
</table>

Figure 4.7: State diagram to demonstrate the transformation of travel patterns

4.4.2 Algorithm’s formulation

4.4.2.1 The deterministic tree-based algorithm for classifying travel patterns

From the state diagram (Fig. 4.7) and the example in Table 4.11, we identify that we only need to have only three checking modules for the deterministic algorithm. These modules are to check for direct, pacing, and lapping patterns respectively. If an episode does not belong to any of the three patterns, it should be random. Based on this observation and the pruned state diagram, we formulate the sequence of applying checking modules as follows. The algorithm will first check if the episode is direct. If not, it is an inefficient travel pattern and the algorithm will check if the episode is pacing or lapping respectively. The ambulation episode is concluded as random if it is neither pacing nor lapping. In fact, this sequence
is highly similar to the pruned tree shown in Fig. 4.3 where direct pattern is examined in the zero level, followed by pacing and lapping in the second level, then random in the third level. In other words, the state diagram is agreeable with the empirical result produced by Decision Trees algorithm. Due to this result, we name the proposed algorithm as the deterministic tree-based algorithm.

A multi-pattern episode is considered as a concatenation of single-pattern episodes. To classify multi-pattern episodes, we also start by checking if the entire episode is direct. If not, we check for single-pattern episodes that are pacing. This is done by checking for the longest repeated pacing paths, e.g. “L₁L₂L₁” or “L₁L₂L₁L₂”. Then, we will check for single-pattern episodes which are lapping. This is accomplished by checking for the longest circular paths (in both same and opposite directions). We will mark all the longest pacing and lapping paths as checked. For the remaining unchecked paths in the multi-pattern episode, we will label them as random if there are repeated locations and directions in those unchecked paths (by definition).

The aggregation scheme for multi-pattern episodes is designed as follows. We count the number of occurrence of each type of inefficient patterns for the entire multi-pattern episode. The concluding pattern is the one with the highest number of occurrence. If more than one inefficient patterns have the highest number of occurrence, the conclusion is drawn based on the severity of inefficient patterns (random, followed by lapping and then pacing).

Based upon the above analysis, the sequential tree-based algorithm (Algorithm 1) is formulated. Generally, mapping a single-pattern episode is a special case of mapping a multi-pattern episode. Algorithm 1 hence does not distinguish the two cases. To do the classification, the algorithm first checks for direct pattern. If it is indeed a direct pattern, then the episode is concluded as direct. Otherwise, it checks for pacing (line 3), lapping (line 4), and random (lines 5-9) patterns in the current episode and label them accordingly. The concluding pattern is identified based on the number of occurrence or the severity
of wandering patterns. The functions isDirect(), checkPacing(), checkLapping() are described in Algorithms 2, 3, and 4 respectively.

### Algorithm 1  Classification of Wandering Patterns

**Inputs:**
- \( L_1, L_2, ..., L_n \) (\( n \in N \)): sequence of previously visited locations;

**Output:**
- pattern type (“direct”, “random”, “lapping”, or “pacing”) of ambulation \( L_1, L_2, ..., L_n \)

```plaintext
1. if (isDirect(\( L_1, L_2, ..., L_n \))) label “direct” for the episode containing \( L_1, L_2, ..., L_n \);  
2. else checkPacing(\( L_1, L_2, ..., L_n \)) and label “pacing” for corresponding sub-patterns;  
3. checkLapping(\( L_1, L_2, ..., L_n \)) and label “lapping” for corresponding sub-patterns;  
4. for each remaining unlabeled sub-sequence \( S_{ij}((L_i, ..., L_j) (1 \leq i \leq j \leq n) \)  
   if (isDirect(\( L_i, ..., L_j \))) label “direct” for \( S_{ij} \);  
   else label “random” for \( S_{ij} \);  
5. endif  
6. endfor  
7. Ra, La, Pa = the number of sub-patterns labeled as “random”, “lapping”, and “pacing” respectively;  
8. \( \max = \max(Ra, La, Pa) \);  
9. if (\( \max = Ra \)) label “random” for the episode containing \( L_1, L_2, ..., L_n \);  
10. else if (\( \max = La \)) label “lapping” for the episode containing \( L_1, L_2, ..., L_n \);  
11. else label “pacing” for the episode containing \( L_1, L_2, ..., L_n \);  
12. endif  
13. endif  
```

### 4.4.2.2 Algorithms to check for direct, pacing, and lapping patterns

#### 4.4.2.2.1 Check for direct and non-direct patterns

A path including two or fewer movements is considered direct. Hence, Algorithm 2 detects a direct episode with more than two movements by checking if there is any repeated location in the episode (line 3) or any shorter or more efficient path that connects the start and end locations (lines 7-10). As mentioned earlier, we look for more efficient path from historical location sequences or episodes so as to rectify the third shortcoming.

### Algorithm 2  isDirect(\( L_1, L_2, ..., L_n \)) : check if a travel pattern is of “direct” type

**Inputs:**
- \( L_1, L_2, ..., L_n (n \in N, n > 3) \): sequence of previously visited locations;

**Output:**
- true or false: whether the pattern is “direct”

```plaintext
1. for i = 1:n-1  
2. for j = i + 1:n  
3. if (\( L_i = L_j \)) return false;  
4. endif  
5. endfor  
6. endfor  
7. search for paths containing \( L_1 \) and \( L_n \) from previous location sequences  
8. if there is any more efficient path connecting \( L_1 \) and \( L_n \) than the current path (\( L_1, L_2, ..., L_n \))  
9. return false;  
10. endif  
11. return true;  
```
Checking for pacing is done by looking for the repeated pacing sub-pattern, e.g. “L1L2”. The repeated sub-patterns must be continuous. Hence, we have to compare \(L_i\) with \(L_{i+2}\) and \(L_{i+1}\) with \(L_{i+3}\) (line 2). If \(L_{i+2}L_{i+3}\) is the repeated pacing sub-pattern, we sequentially search for all the (continuous) pacing sub-patterns \(L_i\) by using the pointer \(j\) (lines 3-8). We then label these pacing sub-patterns and update the search pointer \(i\). \(L_{i+1}\) can be part of another pacing pattern, hence, we subtract 2 steps from the pointer \(j\).

### Algorithm 3

\textbf{Algorithm 3} \hspace{1cm} \text{checkPacing}(L_1, L_2, \ldots, L_n) : search and label “pacing” if exist.

\begin{itemize}
\item \textbf{Inputs:}
\begin{itemize}
\item \(L_1, L_2, \ldots, L_n\) (\(n \in \mathbb{N}\)) : sequence of previously visited locations;
\end{itemize}
\item \textbf{Output:}
\begin{itemize}
\item label “pacing” for “pacing” patterns
\end{itemize}
\end{itemize}

\begin{algorithmic}
\State 1. \textbf{for} \(i = 1 : n - 3\)
\State 2. \hspace{1cm} \textbf{if} \((L_i = L_{i+2} \& \& L_{i+1} = L_{i+3})\)
\State 3. \hspace{2cm} \(j = i + 4;\)
\State 4. \hspace{2cm} \textbf{while} \((j \leq n - 1)\)
\State 5. \hspace{3cm} \textbf{if} \((L_i = L_j \& \& L_{i+1} = L_{j+1})j += 2;\)
\State 6. \hspace{3cm} \textbf{else} \hspace{1cm} \textbf{break};
\State 7. \hspace{2cm} \textbf{endif}
\State 8. \hspace{1cm} \textbf{endwhile}
\State 9. \hspace{1cm} label “pacing” for \(L_i \ldots L_{j-1};\)
\State 10. \hspace{1cm} \(i = j - 2;\)
\State 11. \hspace{1cm} \textbf{endif}
\State 12. \hspace{1cm} \textbf{endfor}
\end{algorithmic}

### 4.4.2.2.3 Check for lapping patterns

By definition, a lapping pattern (e.g., \(L_1L_2L_3L_4L_1L_2L_3L_4\) or \(L_1L_2L_3L_4L_1\)) has its first location \((L_1)\) repeated.

To look for a lapping pattern starting from an arbitrary location, we first sequentially search for the repeated locations of the arbitrary location (line 3). Algorithm 4 checks for circular paths in the same direction (lines 4-9), e.g. \(L_1L_2L_3L_4L_1L_2L_3L_4\) and those in opposite directions (lines 17-23), e.g. \(L_1L_2L_3L_1L_2L_3L_4\). We use these example episodes to explain the algorithm.

For lapping in the same direction, once the repeated location \((L_1)\) is found (line 3), the pointers \(i\) and \(j\) respectively index the first and fifth locations of the location sequence \(L_1L_2L_3L_4L_1L_2L_3L_4\). The repeated path (the second sub-sequence \(L_1L_2L_3L_4\) in the lapping pattern \(L_1L_2L_3L_4L_1L_2L_3L_4\)) is detected by using a step pointer \(k\), which moves through the location sequence to sequentially check for repeated locations (line 6). If there is any location mismatch, it will immediately terminate the while loop (line 7). The value of pointer \(k\) therefore indicates the length of the repeated path found. In line 10, we make use of this
length to determine that the repeated paths are continuous (to avoid cases such as two repeated paths $L_1L_2L_3L_4L_5$ are separated by another sub-pattern of different types, e.g. random). The condition $(i + k = j - 1)$ in line 10 is flexible enough to recognize lapping episodes such as $L_1L_2L_3L_4L_5L_2L_1L_3L_4L_5$ (when the first location is not revisited at last) or $L_1L_2L_3L_4L_5L_1L_2L_3L_4L_5L_2$ (when a single random location $L_5$ is visited during travel). Line 11 checks if the sub-paths found satisfy the condition of lapping (i.e. they contain at least three distinct locations). The variable tempEnd1 is used to mark the latest location in the episode that has been labeled as lapping. This is to avoid repeated labeling.

In cases of lapping in opposite directions (e.g. $L_1L_2L_3L_4L_1L_3L_2$), the length of the location sequence is always an odd number. We use this characteristic to quickly examine if a pattern is a lapping in opposite direction (line 17). We indeed execute the checking for opposite paths (e.g. $L_1L_2L_3$ and $L_3L_2L_1$) similarly to what we do for detecting lapping in the same directions. However, we search for repeated locations in a reverse direction (line 20). We also use the condition in line 24 to check if the opposite sub-paths are continuous.

Finally, we check if the sub-paths found satisfy the conditions for lapping (line 25) and use the variable tempEnd2 to keep track of the latest location that is labeled as lapping.

---

**Algorithm 4**

```plaintext
checkLapping($L_1, L_2, ..., L_n$): search and label “lapping” if exist.

**Inputs:**
- $L_1, L_2, ..., L_n (n \in N)$: sequence of previously visited locations;
- stack: an empty stack data structure;
- tempEnd1 = -1;
- tempEnd2 = -1;

**Output:**
- label “lapping” for “lapping” patterns

1. for $i = 1$ to $n$:
2.     for $j = i + 1$ to $n$:
3.         if ($L_j == L_i$)
4.             $k = 0$;
5.             while ($i + k \leq j$ && $j + k \leq n$)
6.                 if ($L_{i+k} == L_{j+k}$) $k += 1$;
7.             else break;
8.         endif
9.     endwhile
10.    if ($i + k == j || i + k == j - 1$)
11.        if (tempEnd1 < $j + k$ && isLapping($L_i ... L_{j-1}$))
12.            label “lapping” for $L_i ... L_{j+k-1}$:
13.                tempEnd1 = $j + k$;
14.            break;
15.        endif
16.    endif
17.    if ($j - i$) $\% 2 == 0$)
18.        $k = i + 1$;
```
The function isLapping checks whether or not the sub-path contains at least three distinct locations by subtracting the length of the location sequence by the number of unique elements or locations in the sequence.

### Algorithm 5

**isLapping(L_i, ..., L_{j-1}):** check if sub-sequence L_i, ..., L_{j-1} contains at least 3 distinct locations

**Inputs:**
- L_i, ..., L_{j-1} (n ∈ N): sub-sequence to check;

**Output:**
- true or false: whether it contains at least 3 distinct locations

1. if (j - i - uniqueElements(L_i, L_{i+1}, ..., L_{j-1}) < 3) return false;
2. return true;

From the analysis of Algorithms 2-5, we can see that the complexity of Algorithm 1 is $\Theta(n^2)$.

### 4.4.3 Experiment and results

To have a fair comparison with other algorithms, we have applied the deterministic tree-based algorithm on the same test data of the 10-fold cross validation used in the machine learning approach. The sensitivity, specificity, precision, recall, F1-measure, and latency are 98.2%, 98.1%, 98.2%, 98.2%, 98.2%, and 0.0003s respectively. Results show that the deterministic algorithm improves both the classification recall and latency. In particular, the classification recall improves by 5.9% to 98.2% compared to the best result produced by RF. The latency is reduced remarkably to 0.0003s (100 times better than RF). The deterministic algorithm and the machine learning approach are compared using the McNemar’s test [122] to examine if their differences in recall or accuracy are statistically significant. The results are depicted in...
Table 4.12. It shows that the differences in classification accuracy of the deterministic algorithm and other eight classifiers are significant (p-Value is less than 0.01).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>NB</th>
<th>MLP</th>
<th>C45</th>
<th>RF</th>
<th>BAG</th>
<th>LB</th>
<th>k-NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-Value</td>
<td>&lt;0.00001</td>
<td>0.00023</td>
<td>0.0003</td>
<td>0.003289</td>
<td>0.001156</td>
<td>0.0003</td>
<td>0.00013</td>
<td>0.00051</td>
</tr>
<tr>
<td>McNemar’s value</td>
<td>36.21</td>
<td>17.93</td>
<td>13.07</td>
<td>8.64</td>
<td>10.56</td>
<td>13.07</td>
<td>19.05</td>
<td>16.41</td>
</tr>
</tbody>
</table>

Four misclassified episodes produced by the deterministic algorithm are due to shortcoming 2. The algorithm is not adaptive enough to recognize random patterns such as (CAR2, C5301, AR1, AR2) or (R5304, NS, CAR2, C5309, AR2, C5303). By using location context, it is possible to deduce that the corridors (CAR2, C5303) and the rooms (AR2, C5303) are near to one another. Therefore, such episodes are inefficient travel, not direct travel.

Additionally, we compare the capability of both the machine learning approach and the deterministic tree-based algorithm in the binary classification of direct versus indirect patterns. After all, pacing and lapping patterns are subsets of random patterns with different degrees of randomness or wandering. A simple direct/indirect classification is useful for providing healthcare practitioners a clear and quick assessment of the severity of a subject’s wandering behavior.

Table 4.13 presents the binary classification performance. The results are improved for both approaches. For the machine learning algorithms, the sensitivity values of eight classifiers are improved from 5.6% to 7.8%. Meanwhile, the deterministic algorithm’s sensitivity is increased by 0.4% only. Nonetheless, the deterministic algorithm produces the highest sensitivity (98.6%) and specificity (98.2%) with shortest latency. For machine learning approaches, the RF classifier yields the best classification results, which are 98.2% sensitivity, 97.8% specificity, and 0.01 seconds latency. Nevertheless, the difference in performance between the two classifiers is not significant.
### Table 4.13: Performance of machine learning approach and deterministic algorithm in classifying direct versus indirect travel

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB</td>
<td>84.5</td>
<td>79.6</td>
<td>87.3</td>
<td>0.01</td>
</tr>
<tr>
<td>MLP</td>
<td>92.7</td>
<td>93.8</td>
<td>93.2</td>
<td>0.17</td>
</tr>
<tr>
<td>C4.5</td>
<td>97.3</td>
<td>96.9</td>
<td>97.3</td>
<td>0.01</td>
</tr>
<tr>
<td>RF</td>
<td>98.2</td>
<td>97.8</td>
<td>98.2</td>
<td>0.01</td>
</tr>
<tr>
<td>BAG</td>
<td>97.3</td>
<td>97.2</td>
<td>97.3</td>
<td>0.04</td>
</tr>
<tr>
<td>LB</td>
<td>97.7</td>
<td>97.5</td>
<td>97.7</td>
<td>0.06</td>
</tr>
<tr>
<td>k-NN</td>
<td>93.6</td>
<td>91.7</td>
<td>94.1</td>
<td>0.01</td>
</tr>
<tr>
<td>SVM</td>
<td>95.5</td>
<td>95.5</td>
<td>95.5</td>
<td>0.02</td>
</tr>
<tr>
<td>Deterministic algorithm</td>
<td><strong>98.6</strong></td>
<td><strong>98.2</strong></td>
<td><strong>98.7</strong></td>
<td><strong>0.0003</strong></td>
</tr>
</tbody>
</table>

### 4.5 Application of the Deterministic Predefined Tree-Based Algorithm

In this section, we present the deployment of the developed algorithm on a mobile device that is integrated with a WiFi-based localization system. We demonstrate that the mobile-health application can detect wandering patterns in real-time as the subject walks around his home environment. The application is also able to send an SMS alert to the attending caregiver once wandering is detected.

#### 4.5.1 Architecture of the Mobile-Health Application

Fig. 4.8 shows the architecture of our WiFi-based mobile-health application to detect wandering patterns. The hardware components include 4 WiFi access points (Range-Pro), a smartphone (Samsung Galaxy 3 using Android 4.1.1 “Jellybean” Operating System), and the embedded phone sensors (accelerometer and compass). The smartphone can be placed in the elderly subject’s shirt pocket when he/she moves around.
The software components include the location tracking module and the wandering detection algorithm (shown in red in Fig. 4.8). The phone scans for and obtains the RSSI (Received Signal Strength Indicator) values from the 4 access points. The RSSI values together with the acceleration and orientation signals from the phone sensors are used by the location tracking module to determine the subject’s location. The wandering detection algorithm analyzes the locomotion data to detect and classify wandering patterns in real-time.
Once wandering is detected, an alert message stating the location, time and pattern of the wandering episode will be sent to the caregivers or attending physicians via SMS. These details on the wandering behavior will enable caregivers or physicians to provide appropriate and timely interventions. The locomotion data and detected wandering patterns can also be stored in a database (e.g. the phone memory or a local computer server placed at home). The attending physicians can access the database to examine the wandering behavior and its progress over time, from which any changes in the subject’s health and mental status can be recognized early.

The 4 WiFi access points are placed in the subject’s home environment. Layout of the home residence where we have deployed the integrated system is shown in Fig. 4.9. Fig. 4.9a is the actual layout of the house (12.6m x 12.75m). Fig. 4.9b is the layout reproduced on the mobile phone for easy visualization.
The 4 green circles show where the 4 access points are located in the house. All the physical locations (e.g. bathrooms, living room, etc.) are also labeled accordingly in the figure.

4.5.2 Algorithms

In this section, we describe the algorithms we have developed to localize the subject and classify the wandering patterns as the subject moves around in the home residence.

4.5.2.1 Location Tracking Module

Our method relies on RSSI fingerprints to perform localization. We develop an Android application that scans for WiFi access points and obtain the RSSI values from each access point. The WiFi access points are placed at fixed known locations within the house and carefully spaced out (at least 3m apart). The RSSI map is established by collecting the RSSI values for 4 different directions (North, South, East, West) at every location. For reference, the arrow in Fig. 4.9b points to the North.

To improve the localization accuracy, we harness the phone’s embedded sensors (accelerometer and compass). The usage of accelerometer is two-fold. Firstly, the acceleration value collected will help to determine if the subject is walking. This information in turn helps to decide whether or not to update the current location of the subject. Secondly, the acceleration value will also help to determine if the subject stops walking or is resting. This will mark the end of the ambulation or wandering episode (if the subject has been wandering). To minimize false detection of walking or resting (e.g. when the phone is shifted but no movement has occurred or when the subject stands up and sits down at one place), we first use a low-pass filter to isolate the gravity component of the acceleration magnitude and later remove it using a high-pass filter. Our experiment results show that the magnitude fluctuates between 0.04 and 0.25 while the phone is stationary. Thus, the walking magnitude threshold is set at 0.3 and any value registered above this threshold for more than 2 seconds will be deemed that the subject is walking.
The orientation sensor (compass) helps to determine the direction of movement. One of the problems of using RSSI fingerprints for localization is the RSSI values are very similar to each other at nearby locations. Therefore, with information regarding the direction of movement, we can narrow down the possible locations and subsequently determine the most probable location.

Upon launching the application, the system determines the start location and subsequently updates the location as the subject moves. To achieve this, the phone scans for access points and obtains the RSSI values at the frequency of 0.4 Hz. The obtained RSSI values are compared with the pre-collected ones (from the RSSI map) using L₂-Norm measure to determine the possible locations. To increase the reliability, we reiterate the scanning and comparison steps for at least 3 times before establishing the start location. Subsequently, when the subject is deemed to be walking using values obtained from the accelerometer, the program retrieves the direction of movement from the orientation sensor to determine the next location (the one with least RSSI difference using L₂-Norm measure).

4.5.2.2 Wandering Patterns Detection Algorithm

The wandering detection algorithm classifies the movements into corresponding patterns: direct, random, pacing, lapping. The wandering patterns detection algorithm used is the deterministic predefined tree-based algorithm that we describe in the section 4.4.

4.5.3 Evaluation and Discussion

4.5.3.1 System Performance

The above algorithms are integrated and installed on a smart phone. To evaluate the performance, a study subject carries the phone (by either holding it in the palm or putting it in the pocket) and executes 40 pre-defined walking paths. As the subject walks, the mobile application detects wandering patterns in real time, displays the results on the phone screen, and logs all the details (time, locations and patterns...
detected). The detected patterns are compared with the ground truth (established by manually classifying the patterns based on the pre-defined walking paths) for evaluation.

Table 4.14: Performance Results of 40 Walking Exercises

<table>
<thead>
<tr>
<th>Patterns</th>
<th>Total Number of Patterns in Ground Truth</th>
<th>Patterns Detected by the Program</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total Number</td>
</tr>
<tr>
<td>Direct</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>Random</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Pacing</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Lapping</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4.14 summarizes the performance results of 40 walking exercises. In Table 4.14, the patterns, correct and incorrect detection results are color coded for easy verification. The recall value ranges from 61% (8/13 for random) to 100% (12/12 for pacing and lapping). In all the misclassifications, random patterns are classified as direct (5 cases). We will discuss these cases using the examples in Fig. 4.10.

Fig. 4.10 shows examples of wandering and non-wandering patterns detected by our application. Blue lines represent forward movements (step forward) or right turns whereas red lines represent backward movements (turn back and step forward) or left turns. Yellow circle represents the start location and yellow arrow shows the current direction the subject is heading. The white color text displays the time and location captured by the tracking module and also the corresponding wandering pattern (capitalized text) classified by the wandering patterns detection algorithm. The locations displayed in Fig. 4.10 are abbreviated by taking the first 3 characters of the labels in Fig. 4.10, except that living room regions 1-6 are displayed as LivR1-6 respectively.

In Fig. 4.10a, the subject wanders from the kitchen to the bedroom 3. He laps around in the living room, then paces around the balcony1 and lingers randomly around the house entrance in the living room before reaching the bedroom3. Fig. 4.10b shows that the subject walks directly from bedroom 2 to the study room. This is not considered wandering; hence, the pattern (Direct) is not displayed with the text.
Fig. 4.10c also showcases a walking path from bedroom 2 to the study room. However, the subject does not move efficiently in this case. He passes through living room regions 6 and 3 unnecessarily (without doing anything there). This is classified as a random movement in the ground truth but the application detects it as direct. Similarly, in Fig. 4.10d and 410e, the subject walks from the kitchen and the study room to bedroom 3 respectively. He wanders in the living room and the balcony 1 and 2 before reaching the destination. Our application does not recognize these as wandering patterns (random) because there is no repetitive path in his travels. Therefore, it considers these cases as efficient travel patterns (direct).

To rectify these misclassifications, we have to incorporate the layout of the monitoring area in our wandering detection algorithm. In fact, if the layout of the house is incorporated, the application can apply shortest path algorithm to reason that the most efficient path from bedroom2 to the study room should be the one shown in Fig. 4.10b. Hence, by comparing the most efficient path and the actual travel path (e.g. Fig. 4.10c), the application can detect whether or not the subject is wandering. Similarly, the
application will also be able to detect the sub-paths from living room region 5 to balcony1 and then to balcony2 (in Fig. 4.10d and 4.10e) are inefficient travels (or wandering).

4.5.3.2 Discussion

Table 4.15 compares our system (WiFi+ Phone) with other 2 commercial systems that have been used to detect indoor wandering locomotion for PWD. The first is a UWB cum WiFi based system (Ubisense [31]) and the second is an RFID based system [77, 79].

<table>
<thead>
<tr>
<th>Performance Criteria</th>
<th>Ubisense</th>
<th>RFID (POWERTAG)</th>
<th>WiFi + Phone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localization Accuracy</td>
<td>15 cm</td>
<td>2-3m (Physical Rooms)</td>
<td>2.5m (Physical Rooms)</td>
</tr>
<tr>
<td>Equipment Cost</td>
<td>7484 USD</td>
<td>11600 USD</td>
<td>800 USD</td>
</tr>
<tr>
<td>Scalability</td>
<td>Yes but costly</td>
<td>Yes and convenient</td>
<td>Yes but challenging</td>
</tr>
<tr>
<td>Non-Intrusiveness</td>
<td>Yes (wearable tags)</td>
<td>Yes (wearable tags)</td>
<td>Limited (mobile phones)</td>
</tr>
<tr>
<td>Ability to Detect Wandering Patterns</td>
<td>Not integrated</td>
<td>Not integrated</td>
<td>Integrated</td>
</tr>
</tbody>
</table>

Compared to the other 2 systems, our solution is more cost-effective in terms of equipment (i.e. excluding software, installation, maintenance and support services). For Ubisense, the projected cost includes a tag and 4 sensors. For POWERTAG, the cost includes the price for a single unit of RF tag, receiver, antenna, trigger generator, trigger antenna, tag checker and tag battery charger. Our system cost is mainly for the 4 access points and the mobile device. The other two systems have been used to collect locomotion data of PWD in nursing homes; however, they still heavily rely on human coders to recognize wandering patterns. Meanwhile, our proposed software system is integrated with the ability of detecting wandering patterns. All three systems are able to provide graphical display of user movements on the interface for monitoring purposes. Ubisense is a commercial system that provides very accurate location data (15cm-30cm) but it is very costly to scale up. The reasons are because Ubisense is a wired (not wireless) and line-of-sight system. Hence, for surveillance of two separate bedrooms, the number of sensors required and the costs will be doubled. Our proposed system can be scaled up by having more WiFi access points installed; however, the complexity, cost of calibration and computation will also increase. Compared to
Ubisense and our system, POWERTAG is more convenient to scale up for larger monitoring area by having more antennas or higher resolution. Both Ubisense and RFID attach wearable tags of small dimensions (83mm x 42mm x 11mm for Ubisense tag and 28mm x 42mm x 6.8mm for RFID tag) to the subjects for monitoring purposes. Our application assumes the subject to be carrying a mobile phone when he/she moves around. In reality, it may be difficult for PWD to comply with this requirement due to their illness. To enhance the practical feasibility of our proposed solution, the mobile phone can be replaced by a compact wearable circuit tag that only incorporates accelerometer, orientation sensor and WiFi.
Chapter 5  Wandering Patterns Classification Using Time-Series Representation

This chapter includes three sections. Section 5.1 introduces the motivation of using time-series inertial information in detecting travel patterns. Section 5.2 details the results of using traditional time-series classification algorithms to classify travel patterns. We also describe an improvised representation of inertial signals and its advantages in classifying travel patterns. Section 5.3 presents a new algorithm we develop to classify travel patterns using inertial information. We also present the results and lessons learnt from the experiment on both dementia and non-dementia persons.

5.1 Motivation

From the experience in developing the location tracking module for the mobile-health in Chapter 4, we observe that we use inertial sensors (accelerometer and magnetometer) unobtrusively attached to PWD to track the person’s orientation in order to determine the travel patterns. Accelerometers measure both translational acceleration of the object and acceleration due to gravity. The magnetometers are a type of electronic compass that can determine the orientation of a device relative to the earth's frame of reference (specifically, magnetic north). Using these two hardware sensors, we can identify (a) whether a person is walking or not, and (b) the orientation if he/she is walking. The orientation information is both necessary and sufficient for detecting travel patterns. We will elaborate on the observation.

Inertial sensors provide orientation data in three dimensions: azimuth (degrees of rotation around the z axis), pitch (degrees of rotation around the x axis), and roll (degrees of rotation around the y axis). Our approach only requires the azimuth, which is the angle between magnetic north and the device's y axis. This value is 0 when the device's y axis is aligned with magnetic north. The value is 90, 180 and 270 when the y axis is pointing east, south and west respectively.
Fig. 5.1 gives one example each for the four travel patterns: direct, pacing, lapping, and random. For each pattern, we plot the azimuth values (or orientation signals) as the person travels. The orientation signals are distinct for each travel pattern. When the person walks directly, the signal is fairly constant. When the person paces, the signal is constant for a short duration as the person walks directly, then sharply changes by 180 degrees when the person turns around. This sequence is repeated if the person continues to pace.

For lapping, the signal rises slowly from the current value to 360 degrees then drops sharply to 0 degree. This repeats if the person laps in the same direction. If the person laps in the opposite direction instead, the signal will drop slowly but rises sharply. The two different directions of lapping can therefore be distinguished. When a person walks randomly, then the signal changes in a random manner. These observed characteristics of the signals are key features to develop our recognition algorithms.

5.2 Using Traditional Time-Series Approach to Classify Travel Patterns

In this section, we aim to use time-series approach to classify travel patterns including direct, pacing, lapping, and random.
5.2.1 Experiment Design

This section presents the controlled experiment that was conducted to collect data for our study. The travel patterns were controlled in this experiment in the way that the data collector personnel informed the recruited subjects of the patterns that were deemed to be collected before the actual collection took place. Details of the experiment are elaborated as follows.

5.2.1.1 Apparatus

We used a smart phone device (Samsung I9500 Galaxy S4) to collect inertial data. An Android application was developed and installed on the smart phone device to log the following inertial data: timestamp (ms), acceleration force along the x axis including gravity (m/s\(^2\)), acceleration force along the y axis including gravity (m/s\(^2\)), acceleration force along the z axis including gravity (m/s\(^2\)), linear acceleration of the device (m/s\(^2\)), orientation of the device or the angle between magnetic north and the device's y axis (degree). The data sampling rate was 20 Hz.

5.2.1.2 Subjects

14 non-dementia subjects were recruited from the university campus and laboratory. The criterion for inclusion is the subject is mentally healthy and capable of independent ambulation. The data collection exercise was approved by the Institutional Review Board (IRB) of NTU. The research objectives were explained to each subject and their consent to participate in the research was obtained before collecting the data. Table 5.1 summarizes the descriptive statistics of the 14 subjects.

<table>
<thead>
<tr>
<th>Variables</th>
<th>(n = 14)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td>(38.5 \pm 15.2)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>64.0 (40.0 \pm 15.4)</td>
</tr>
<tr>
<td>Female</td>
<td>36.0 (35.8 \pm 16.2)</td>
</tr>
</tbody>
</table>
5.2.1.3 Procedure

Before the collection exercise, subjects were explained and given examples on each type of travel pattern including direct, pacing, lapping, and random. To confirm their understanding, each subject was asked to replicate each pattern once before the actual data collection.

For this study, the 14 non-dementia subjects held the mobile phone on their hand (palm facing up). This was more convenient for the subject to interact with the user interface on the phone screen to start/stop logging the data. To ensure data quality, the subjects were instructed not to change the direction of holding the phone during data logging. So, the phone was held in the horizontal position, i.e. parallel to the ground with the screen facing upwards.

During this collection exercise, the data collector personnel first informed the subjects of the travel patterns that were deemed to be collected. The subjects would then be expected to walk in the corresponding manner. During the walk, the subjects carried a smart phone device with the data logging application installed. When the subjects started walking, they clicked on a toggle button on the phone screen to trigger data logging and the inertial data of that travel episode would then start logging. When the subjects stopped walking, they toggled the button to stop data logging for that travel episode. The inertial data would be then automatically stored as a text file in the phone. To ensure data quality and correctness, the subjects’ movements during their walk were closely monitored and observed. If the travel patterns exhibited by the subjects did not agree with what we planned to collect, the data would then be discarded.

This data collection exercise was carried out in the open air basement of the school building. There was no restriction on the paths that the subjects should walk or on the number of episodes that each subject must walk. Each subject was free to walk (including pause and stop sometimes) in the expected pattern
on their own in the open area of 15m x 10m. Overall, the path length of each pattern ranges from 4m (e.g. direct) to 25m (e.g. lapping or random) and the average path time is 11 seconds.

In Table 5.2, we summarize the number of travel patterns in each category (direct, pacing, lapping, random) that we collected from 14 volunteer subjects. The dataset is available upon request.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Male/Female</th>
<th>Age</th>
<th>Direct</th>
<th>Pacing</th>
<th>Lapping</th>
<th>Random</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>26</td>
<td>28</td>
<td>25</td>
<td>34</td>
<td>27</td>
<td>114</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>55</td>
<td>32</td>
<td>28</td>
<td>25</td>
<td>27</td>
<td>112</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>24</td>
<td>25</td>
<td>29</td>
<td>31</td>
<td>19</td>
<td>104</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>54</td>
<td>7</td>
<td>28</td>
<td>52</td>
<td>37</td>
<td>124</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>24</td>
<td>4</td>
<td>11</td>
<td>8</td>
<td>6</td>
<td>29</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>26</td>
<td>25</td>
<td>101</td>
</tr>
<tr>
<td>7</td>
<td>M</td>
<td>22</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>M</td>
<td>59</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>25</td>
<td>102</td>
</tr>
<tr>
<td>9</td>
<td>F</td>
<td>53</td>
<td>27</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>105</td>
</tr>
<tr>
<td>10</td>
<td>M</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>26</td>
<td>25</td>
<td>101</td>
</tr>
<tr>
<td>11</td>
<td>M</td>
<td>55</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>18</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>30</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>35</td>
<td>39</td>
<td>18</td>
<td>20</td>
<td>23</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>54</td>
<td>7</td>
<td>11</td>
<td>14</td>
<td>12</td>
<td>44</td>
</tr>
</tbody>
</table>

5.2.2 Time-Series Classification Approach

Two popular time series methods are used to classify the travel patterns collected from 14 non-dementia subjects. The first algorithm uses dynamic time warping (DTW) [123] to compute the similarity of two time series. Classification is done by computing the similarity of a time series with all other time series of known classes. The class to which the most similar series belongs is determined as the answer. The second algorithm or well-known as Symbolic Aggregate approximation (SAX) [124] has the same working principle as the first one but it transforms the original time series into symbolic strings before using DTW or other distance measure to compute similarity scores and voting.
Fig. 5.2 [124] explains the SAX representation of the time-series signal. First, it reduces the time series dimensions by dividing the sample data into equal sized “frames”. In the example, the original data of dimensions \( n = 128 \) is reduced to \( w=8 \) dimensions of same size (frame size = 16). The mean value of the data falling within a frame is calculated and a vector of these values becomes the data-reduced representation. The representation can be seen as a piecewise aggregate approximation (PAA) of the original time series with a linear combination of box basis functions as shown in Fig. 5.2a. Then, a further transformation is done to obtain a discrete representation by determining the “breakpoints” that will produce equal-sized areas under Gaussian curve of the time-series amplitudes (the vertical axis). Gaussian distribution is used because it is desirable to have a discretization technique that will produce symbols with equiprobability. By using 3 “breakpoints”, the original time series is mapped to the word baabccbc (Fig. 5.2b).

We normalize the orientation time-series signals from the inertial data of 14 subjects to have a mean of zero and a standard deviation and apply the DTW and SAX algorithms on the normalized orientation signals to classify the travel patterns collected. The available toolkit [125] developed by the author of SAX representation was used. Each subject’s dataset is split into training and testing parts of almost equal size so as to avoid overtraining and long training time due to the fact that each testing series is compared with each and every series in the training set to find the closest match. The selection of training and testing sets is done randomly using the 2-fold cross-validation function in MATLAB. This methodology is adopted from previous time-series classification problems [124].
Table 5.3: Classification Results using SAX and DTW (D=Direct, P=Pacing, L=Lapping, R=Random)

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Training Set</th>
<th>Testing Set</th>
<th>SAX</th>
<th>DTW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D  P  L  R</td>
<td>Total</td>
<td>Recall</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>14 13 18 13</td>
<td>58</td>
<td>58.9</td>
<td>8.42</td>
</tr>
<tr>
<td>2</td>
<td>14 13 14 16</td>
<td>57</td>
<td>65.5</td>
<td>8.50</td>
</tr>
<tr>
<td>3</td>
<td>12 13 19 7</td>
<td>51</td>
<td>64.2</td>
<td>8.27</td>
</tr>
<tr>
<td>4</td>
<td>3  13 28 18</td>
<td>62</td>
<td>64.5</td>
<td>10.28</td>
</tr>
<tr>
<td>5</td>
<td>2  5 4 3</td>
<td>14</td>
<td>73.3</td>
<td>0.62</td>
</tr>
<tr>
<td>6</td>
<td>13 12 14 13</td>
<td>52</td>
<td>75.5</td>
<td>6.87</td>
</tr>
<tr>
<td>7</td>
<td>13 12 13 12</td>
<td>50</td>
<td>86.0</td>
<td>6.74</td>
</tr>
<tr>
<td>8</td>
<td>14 14 10 12</td>
<td>50</td>
<td>69.2</td>
<td>6.95</td>
</tr>
<tr>
<td>9</td>
<td>14 10 16 14</td>
<td>54</td>
<td>60.8</td>
<td>7.45</td>
</tr>
<tr>
<td>10</td>
<td>14 13 13 9</td>
<td>49</td>
<td>84.6</td>
<td>6.96</td>
</tr>
<tr>
<td>11</td>
<td>5  2 2 1</td>
<td>10</td>
<td>50.0</td>
<td>0.22</td>
</tr>
<tr>
<td>12</td>
<td>25 25 25 25</td>
<td>100</td>
<td>57.0</td>
<td>27.81</td>
</tr>
<tr>
<td>13</td>
<td>22 9 8 11</td>
<td>50</td>
<td>50.0</td>
<td>6.70</td>
</tr>
<tr>
<td>14</td>
<td>2  5 7 8</td>
<td>22</td>
<td>54.5</td>
<td>1.37</td>
</tr>
</tbody>
</table>

We use the training part to search the best value for SAX parameters w (number of SAX words) and a (size of the alphabet). For w, we search from 8 up to n/2 (n is the length of the time series). Each time we double the value of w. For a, we search each value between 4 and 8. If there is a tie, we use the smaller values. Empirically, w=32 and a=6 are the set of parameters that produces the best classification accuracy (recall). Then we classify the testing set based on the training set using one nearest neighbor classifier and report the results. Table 5.3 details the number of training and testing patterns in each category (direct, pacing, lapping, random) that were used in our experiment. The classification recall (%) and classification time (seconds) for each subject’s dataset are also reported. The classification recall is the true positive rate or sensitivity. The classification time is the time the classifier takes to completely classify the testing set of each subject. In general, SAX is better and more efficient than DTW in identifying travel patterns. The time and space efficiency of SAX results from its dimensionality reduction capability.
5.2.3 Improvised Representation of Orientation Time-Series Signals

Inspired by the PAA and SAX representation, we develop an improvised representation to detect travel patterns using orientation signals. We reverse the steps in SAX representation by performing the discretization transformation first and later reducing the dimensionality. The motivation for doing so is explained in the following examples in Fig. 5.3 and Fig. 5.4.

![Diagram](image)

**Figure 5.3: Example 1**

We observe that the orientation signals are likely to be of square wave forms. In reality, people usually walk a straight line for certain time (at least a few seconds) before they make a direction change. Rarely do humans change the travel direction every second during walking unless they exhibit lapping. The orientation signal during a straight walk is highly likely to be uniform since the orientation variance should be close to zero. The orientation variance is significant at the point in time where the person makes a direction change. Hence, if we view the travel path as the concatenation of multiple straight walking paths, the orientation signals of an entire travel episode (from the time the person starts walking till the time he/she stops walking) will tend to be of square wave forms. This is illustrated in Fig. 5.3b (the black line) using a sample walking path of a person from point A to point E in Fig. 5.3a. As the orientation signals tend to be uniform between the two consecutive direction changes, aggregating the signals using equal sized
“frames” before discretization is not useful most of the time. In fact, in the ideal situation whereby the durations of each straight walking episode are the same (i.e. if $t_B - t_A = t_C - t_B = t_D - t_C = t_E - t_D$), such aggregation is not necessary if the frame size happens to be equal to the duration times the sampling rate. In other cases, it could reduce the information regarding direction changes. In Fig. 5.3b, if the frame size is selected as shown, it could result in a situation whereby the same walking direction in a long straight sub-path (e.g. from C to D) in the original signal is represented by two different symbols in the SAX representation. It could also result in two different walking directions (A to B and B to C) being represented by the same symbol.

In Fig. 5.4, we illustrate the case when the person makes a change in direction of walking instantly (e.g. when the person laps around a place). In this case, the orientation signal tends to be linear. Hence, if the person laps in a small circle, aggregating the orientation signal using a large frame size could result in the whole episode of lapping to be represented by a single symbol.

5.2.3.1 Reverse-SAX representation of orientation time-series signals

Based on the above observations, we devise an improvised representation named reverse-SAX by first discretizing the orientation signal in order to maintain the information of travel direction. Unlike SAX, we
select the “breakpoints” on the amplitude axis to be of equal-distance. For example, if we want to represent the North, South, East, West directions (or 4 symbols), we could use 4 “breakpoints” whose values are $45^\circ, 135^\circ, 225^\circ, 315^\circ$ respectively. Orientation values belonging to $[45, 135)$, $[135, 225)$, $[225, 315)$ will correspond to the North, West, South directions. Values less than 45 or more than 315 will correspond to the East direction.

After discretization using “breakpoints” of equal-distance, we apply PAA on the discretized signal to reduce the dimensionality. However, we do not divide the signal into equal size “frames” like PAA. We divide the discretized signal into frames of different sizes by finding the points where there is amplitude change. We achieve this by first applying a low pass filter on the discretized signal and later doing differentiation on the filtered signal. The purpose of applying the low-pass filter is to remove the spikes in the discretized signal. Differentiation is applied because the differentiated values at the points of amplitude change will be non-zero. Using these non-zero crossing points, we can divide the discretized signal into frames of different sizes each of which has the same discretized value. Hence, by using the amplitude and the size of each frame, we can reduce the dimensionality of the original signal by representing it with a linear combination of pairs of discretized amplitude and frame size.

5.2.3.2 Experiment results of classification using reverse-SAX representation with k-NN

We apply reverse-SAX representation to the orientation signals of 14 subjects in Section 5.2.1.2. To compare the performance of reverse-SAX with SAX and DTW, we use the same testing set described in Section 5.2.2 and apply one nearest neighbor classifier to classify the patterns. We experiment reverse-SAX with a=4, a=6, and a=8 and report the results. Table 5.4 describes the “breakpoints” and discretized values used with alphabet size of 4, 6, and 8 respectively.

<table>
<thead>
<tr>
<th>Number of alphabets</th>
<th>“Breakpoints” values (in degree)</th>
<th>Discretized values</th>
</tr>
</thead>
<tbody>
<tr>
<td>a = 4</td>
<td>0, 90, 180, 270, 360</td>
<td>1, 2, 3, 4</td>
</tr>
</tbody>
</table>
The classification results are summarized in Table 5.5. In general, reverse-SAX outperforms both SAX and DTW in terms of classification accuracy and efficiency. On average, the best performance accuracy is obtained with a=6. The mean differences in performance recall of reverse-SAX and SAX and DTW are 13% and 18% respectively. In addition, reverse-SAX is almost 7 and 110 times faster than SAX and DTW in classifying the travel patterns. The results from Table 5.5 show that reverse-SAX is able to further reduce dimensionality and better represent the orientation signals compared to SAX and DTW.

In Table 5.5, we also present the results of experiment with Reverse-SAX when there is no dimensionality reduction and a = 360. This is a special case which is a close approximation of DTW even though it is not exactly the same as DTW because the orientation can take any real values from 0 to 360 degree. The results show improvement in classification recall as compared to the original DTW approach. As expected, the classification time is significantly increased as compared to reverse-SAX with dimensionality reduction. In terms of classification recall, reverse-SAX with dimensionality reduction (a=6) still outperforms the one without dimensionality reduction in general. In particular, the number of subjects or cases whereby reverse-SAX (a=6) outperforms, underperforms, and equally performs reverse-SAX (a=360) are 10, 2, and 2 respectively. Using a sign-test (n=12, number of successes =2) to test the hypothesis whether the difference in performance is significant, we can obtain the p-value = 0.016, i.e. the performance difference is significant. The above analysis once again affirms that reverse-SAX outperforms DTW in our experiments, especially in terms of classification time.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>SAX</th>
<th>DTW</th>
<th>Reverse-SAX</th>
<th>Reverse-SAX (no)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a = 6</td>
<td>0, 60, 120, 180, 240, 300, 360</td>
<td>1, 2, 3, 4, 5, 6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>a = 8</td>
<td>0, 45, 90, 135, 180, 225, 270, 315, 360</td>
<td>1, 2, 3, 4, 5, 6, 7, 8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3 Reverse-SAX Based Algorithm

Even though using reverse-SAX and one nearest neighbor classifier has improved the capability in classifying travel patterns, it is challenging to actualize it on a large number of user population because training data is required for traditional classifiers such as nearest neighbor. It is difficult to obtain the training data for each user especially PWD. In addition, there is a question on the amount of required training data in order to achieve satisfactory and reliable classification. Scalability is another challenge. Therefore, it is desirable to have a scalable classifier that requires virtually no training data but is able to capture the universal characteristics of travel patterns across different people. This Section presents the design of such algorithm and reports the performance of the algorithm on the collected datasets.
5.3.1 Reverse-SAX Based Algorithm (RSAX)

We harness the working principle of the deterministic tree-based algorithm presented in Chapter 4 and apply Reverse-SAX representation to design an algorithm that is able to capture travel patterns including wandering yet requires no training data. The algorithm details are explained as follows.

**Step 1:** We apply the reverse-SAX representation to the orientation signal. By applying reverse-SAX, the directions of travel (the discretized amplitudes or values) and the time spending in each direction (the window or frame size) are known. We use the reverse-SAX representation signal in the subsequent processing steps.

**Step 2:** We use the information of the time spending in each direction to determine the major travelled direction, which is defined as the direction in which the person spends at least 70% of traveling. If the major travelled direction exists, we ignore all other travelled directions and conclude that the pattern travelled is direct.

If no major direction is found, we will look at the distribution of all the travelled directions according to the window sizes. If they are uniformly or normally distributed, we will also consider this as a direct pattern. Or else, we will classify this pattern as non-direct and further process in the subsequent steps 3 and 4 in order to arrive at the concluding pattern. Detection of uniform distribution is done by using a simple chi square test or Kolmogorov Smirnov test. We used Kolmogorov Smirnov test because it looks at the whole distribution and non-parametric whereas chi square test is simple but depends on asymptotic distribution.

In steps 3 and 4, we determine if the pattern is pacing or lapping.

**Step 3:** For pacing patterns, the problem is to detect the paths where the person repeats walking in opposite directions (refer to the definition of pacing). Strictly speaking, if we plot the normalized (zero mean) orientation signal of an ideal pacing pattern where the person walks in opposite directions
repeatedly, we can see that it can be formally modelled by a square wave with 180° amplitude. To determine a pacing pattern, it is therefore to search the reverse-SAX representation signal for any 2 consecutive travelled directions of same frame sizes with a difference in orientation values of 180°. We use a simple fitting model to determine pacing. The model is similar to the function of a square-wave signal; but, the min and max values here are 0 and 180 instead of 0 and 1. The width of the each square wave represents the duration of straight walk before and after the 180° turn. Model fitting is done by applying least square regression method on the reverse-SAX representation signal to find the parameters representing the duration of the 180° if it is fitted. Coefficient of determination ($R^2$) was used to evaluate the quality of the model fit or basically to accept or reject the found fit. If accepted ($R^2 > 0.99$), it is determined as pacing. If not, we continue with Step 4 to check for lapping.

**Step 4:** For lapping patterns, the challenge lies in the polymorphisms of a circular lap (completed close path). Two laps made by two different persons or even within the same person will probably be of different shapes. Therefore, the challenge is to have a dynamic way of detecting lapping of different geographical circular shapes. This problem is completely solved by using orientation. No matter what kind of circular shapes a person may lap, the orientation values of a lapping pattern are either linearly increasing or decreasing from the original value of $\alpha^\circ$ to 360$^\circ$ or 0$^\circ$ and then back to $\alpha^\circ$. To detect these linear trends (or lapping), we use a linear approximation model to check for such trend ($\alpha^\circ$ to 360$^\circ$ or 0$^\circ$ and then back to $\alpha^\circ$). The boundary values of 0$^\circ$ and 360$^\circ$ are theoretical. In our algorithm, we use the range of [0$^\circ$-20$^\circ$] and [340$^\circ$-360$^\circ$] in case a person does not make a complete lap. If a lap is determined, we conclude accordingly.

If neither pacing nor lapping nor direct is found, we conclude the pattern as random.

---

**Algorithm 6** Reverse-SAX Based Classification Algorithm

**Inputs:**
- $O_1, O_2, ..., O_n (n \in \mathbb{N})$: orientation time-series signal

**Output:**
- pattern type (“direct”, “random”, “lapping”, or “pacing”)
1. apply reverse-SAX representation to $O_1, O_2, ..., O_n \ (n \in N)$
2. if major travelled direction exists or travelled time is uniformly distributed
3. label “direct”
4. else
5. if least square regression fitting of pacing model is found
6. label “pacing”
7. elseif linear model of lapping is found
8. label “lapping”
9. else
10. label “random”
11. endif
12. endif

5.3.2 Results of RSAX in the controlled study

We use the testing data of 14 subjects described in the previous Section of this Chapter and apply the reverse-SAX based algorithm to classify travel patterns. Table 5.6 reports the performance results of the proposed algorithm. $a$ is the number of alphabets used to discretize the orientation signals, which was described in Table 5.4. In general, $a=8$ yields the most dominant classification recall. But, $a=8$ takes the longest classification time. This is understandable because the data are represented in finer granularity when value of $a$ increases.

<table>
<thead>
<tr>
<th>Subjects</th>
<th>a=4</th>
<th>a=6</th>
<th>a=8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Time</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>80.36</td>
<td>0.18</td>
<td>82.14</td>
</tr>
<tr>
<td>2</td>
<td>69.09</td>
<td>0.11</td>
<td>67.27</td>
</tr>
<tr>
<td>3</td>
<td>84.91</td>
<td>0.11</td>
<td>88.68</td>
</tr>
<tr>
<td>4</td>
<td>69.35</td>
<td>0.19</td>
<td>74.19</td>
</tr>
<tr>
<td>5</td>
<td>66.67</td>
<td>0.04</td>
<td>73.33</td>
</tr>
<tr>
<td>6</td>
<td>87.76</td>
<td>0.07</td>
<td>97.96</td>
</tr>
<tr>
<td>7</td>
<td>58.00</td>
<td>0.06</td>
<td>70.00</td>
</tr>
<tr>
<td>8</td>
<td>63.46</td>
<td>0.10</td>
<td>80.77</td>
</tr>
<tr>
<td>9</td>
<td>70.59</td>
<td>0.09</td>
<td>92.16</td>
</tr>
<tr>
<td>10</td>
<td>73.08</td>
<td>0.10</td>
<td>82.69</td>
</tr>
<tr>
<td>11</td>
<td>100.00</td>
<td>0.03</td>
<td>100.00</td>
</tr>
<tr>
<td>12</td>
<td>79.00</td>
<td>0.24</td>
<td>87.00</td>
</tr>
<tr>
<td>13</td>
<td>82.00</td>
<td>0.20</td>
<td>90.00</td>
</tr>
<tr>
<td>14</td>
<td>77.27</td>
<td>0.06</td>
<td>81.82</td>
</tr>
<tr>
<td>Average</td>
<td>75.82</td>
<td>0.11</td>
<td>83.43</td>
</tr>
</tbody>
</table>
Table 5.7 compares the results produced by DTW using one nearest neighbor (1NN) classifier, SAX using 1NN classifier, reverse-SAX using 1NN classifier, and reverse-SAX using the reverse-SAX based algorithm (RSAX). The most prominent classification results of each classifier from Table 5.5 and Table 5.6 are reproduced in Table 5.7. The results show that RSAX outperforms other algorithms in terms of classification recall and classification time. The mean difference of classification recall between RSAX and other algorithms ranges from 6.55% to 25.78%. DTW takes the longest processing time and produces the lowest classification accuracy in general. RSAX is the most efficient classifier and on average it is exponentially faster than other classifiers. Specifically, it is almost 9 times, 51 times, and 739 times faster than DTW, SAX, and reverse-SAX with 1NN classifier. If we take the size of the testing set into account, RSAX takes around 2 milliseconds to classify a single travel pattern while DTW, SAX, and reverse-SAX 1NN classifiers take almost 2000 milliseconds, 1328 milliseconds, and 23 milliseconds respectively.

Table 5.7: Classifiers’ Performance

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Total</th>
<th>DTW_1NN</th>
<th>SAX_1NN</th>
<th>Reverse-SAX_1NN</th>
<th>Reverse_SAX_RSAX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Recall</td>
<td>Time</td>
<td>Recall</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>56</td>
<td>53.61</td>
<td>114.27</td>
<td>58.93</td>
<td>8.42</td>
</tr>
<tr>
<td>2</td>
<td>55</td>
<td>53.77</td>
<td>69.00</td>
<td>65.45</td>
<td>8.50</td>
</tr>
<tr>
<td>3</td>
<td>53</td>
<td>58.95</td>
<td>109.24</td>
<td>64.15</td>
<td>8.27</td>
</tr>
<tr>
<td>4</td>
<td>62</td>
<td>63.96</td>
<td>350.15</td>
<td>64.52</td>
<td>10.28</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>53.81</td>
<td>4.70</td>
<td>73.33</td>
<td>0.62</td>
</tr>
<tr>
<td>6</td>
<td>49</td>
<td>67.12</td>
<td>14.57</td>
<td>75.51</td>
<td>6.87</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>64.19</td>
<td>11.66</td>
<td>86.00</td>
<td>6.74</td>
</tr>
<tr>
<td>8</td>
<td>52</td>
<td>68.03</td>
<td>31.53</td>
<td>69.23</td>
<td>6.95</td>
</tr>
<tr>
<td>9</td>
<td>51</td>
<td>69.50</td>
<td>19.95</td>
<td>60.78</td>
<td>7.45</td>
</tr>
<tr>
<td>10</td>
<td>52</td>
<td>75.24</td>
<td>60.27</td>
<td>84.62</td>
<td>6.96</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
<td>57.58</td>
<td>3.31</td>
<td>50.00</td>
<td>0.22</td>
</tr>
<tr>
<td>12</td>
<td>100</td>
<td>54.15</td>
<td>485.18</td>
<td>57.00</td>
<td>27.81</td>
</tr>
<tr>
<td>13</td>
<td>50</td>
<td>45.81</td>
<td>230.59</td>
<td>50.00</td>
<td>6.70</td>
</tr>
<tr>
<td>14</td>
<td>22</td>
<td>41.88</td>
<td>47.37</td>
<td>54.55</td>
<td>1.37</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>59.11</td>
<td>110.84</td>
<td>65.29</td>
<td>7.66</td>
</tr>
</tbody>
</table>
To test whether RSAX has significantly improved the classification performance over SAX and Reverse-SAX with 1NN classifiers, we conduct the 10-fold cross validation on the 14 datasets. DTW is not included due to both of its slow processing capability and low sensitivity. Table 5.8 summarizes the average results of each dataset.

Table 5.8: Results from 10-fold cross validation experiments

<table>
<thead>
<tr>
<th>Subjects</th>
<th>SAX_1NN (w=32,a=6)</th>
<th>Reverse_SAX_1NN (a=6)</th>
<th>Reverse_SAX_RSAX (a=8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Time</td>
<td>Recall</td>
</tr>
<tr>
<td>1</td>
<td>57.74</td>
<td>19.656</td>
<td>73.40</td>
</tr>
<tr>
<td>2</td>
<td>65.82</td>
<td>19.497</td>
<td>70.16</td>
</tr>
<tr>
<td>3</td>
<td>60.72</td>
<td>16.538</td>
<td>79.94</td>
</tr>
<tr>
<td>4</td>
<td>66.20</td>
<td>23.683</td>
<td>86.95</td>
</tr>
<tr>
<td>5</td>
<td>70.71</td>
<td>1.316</td>
<td>74.14</td>
</tr>
<tr>
<td>6</td>
<td>70.91</td>
<td>16.165</td>
<td>79.65</td>
</tr>
<tr>
<td>7</td>
<td>74.67</td>
<td>15.346</td>
<td>82.59</td>
</tr>
<tr>
<td>8</td>
<td>65.70</td>
<td>15.898</td>
<td>73.91</td>
</tr>
<tr>
<td>9</td>
<td>67.28</td>
<td>17.115</td>
<td>72.50</td>
</tr>
<tr>
<td>10</td>
<td>80.07</td>
<td>16.074</td>
<td>79.43</td>
</tr>
<tr>
<td>11</td>
<td>60.19</td>
<td>0.500</td>
<td>70.56</td>
</tr>
<tr>
<td>12</td>
<td>60.80</td>
<td>62.657</td>
<td>76.40</td>
</tr>
<tr>
<td>13</td>
<td>53.70</td>
<td>15.568</td>
<td>74.86</td>
</tr>
<tr>
<td>14</td>
<td>48.01</td>
<td>3.016</td>
<td>65.96</td>
</tr>
<tr>
<td>Average</td>
<td>64.47</td>
<td>17.359</td>
<td>75.75</td>
</tr>
</tbody>
</table>

We use the Sign test to test the hypothesis that RSAX improves the classification recall compared to SAX and reverse-SAX with 1NN classifier. The Sign test is recommended for comparing two classifiers on a single domain [126]. We count the number of times that the first classifier outperforms the second classifier, and the number of times that the second classifier outperforms the first one. Ties (both perform equally) cases are excluded. The null hypothesis (stating that the two classifiers perform equally well) holds if the number of wins follows a binomial distribution. Specifically speaking, a classifier should perform better on at least N datasets to be considered statistically significantly better at the α significance level, where N is the critical value for the Sign test at the α significance level. At the one-tail probability of
0.05, all the p-values from Table 5.9, which summarizes the details of the Sign tests, suggest to reject the null hypothesis. There is sufficient evidence at 95% confidence level to conclude that RSAX outperforms other algorithms in terms of classification recall.

In conclusion, the experimental results show that RSAX is significantly better than other algorithms used in the comparison study in terms of classification recall and time. In reality, it is recommended to use RSAX to identify travel patterns due to its efficient processing capability and sensitivity.

<table>
<thead>
<tr>
<th></th>
<th>SAX_1NN</th>
<th>Reverse-SAX_1NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of datasets</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>excluding ties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of wins</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>p-value</td>
<td>6.10352E-05</td>
<td>0.00649727</td>
</tr>
</tbody>
</table>

5.4 Using RSAX in the Uncontrolled Study

This Section reports the results from our uncontrolled study in which we use RSAX to identify travel patterns of non-dementia and dementia persons.

5.4.1 Method

5.4.1.1 Subjects and Ethical considerations

In total, 21 non-dementia subjects and 2 PWD participated in the study. 14 non-dementia subjects are those who participated in the controlled study reported earlier. Additional 7 senior non-dementia subjects were recruited from the Clementi and Holland Village area in Singapore. Subjects with dementia were recruited from a dementia daycare centre in Singapore. The criterion for inclusion is the subject is capable of independent ambulation without exhibiting strongly antisocial behavior. For dementia subjects, another inclusion criterion is that he/she is at risk of wandering or exhibits wandering behavior. This study was approved by the Institutional Review Board (IRB) of NTU, and the management committee of the care centre. Management personnel at the care centre contacted the eligible subjects’ authorized proxies and
explained the purpose, research protocol, and ethical considerations when the proxies visited the care centre. The proxies then provided their written, informed consent. The ethical considerations were as follows: (1) participation in the study was voluntary, (2) any participant could withdraw from the study at any time, and (3) participation status would not affect the treatment or care of the subjects. The descriptive statistics of the 7 additional non-dementia subjects (numbered from 15 to 21) and 2 dementia subjects (numbered as 22 and 23) are presented in Table 5.10.

5.4.1.2 Apparatus

We used a wearable inertial monitor (Opal) from APDM (Inc.) [106] for data collection. We chose APDM monitor because it is among the few inertial sensors available in the market that allow users to access the raw orientation data and it has been used in numerous Parkinson’s and other movement disorders studies [106]. The monitor weighs 22 grams with battery and has dimensions of 48.5x36.6x13.5 mm with an internal storage of 8 GB (equivalent to 720 hours of recording). The monitor includes a full suite of triaxial sensors (accelerometer, gyroscope and magnetometer) that measure acceleration, rotational rate, magnetic field strength, temperature, and orientation. The data sampling rate can be 20-128Hz. We found that 20Hz is good enough because the walking direction of an elderly does not change every second.

5.4.1.3 Procedure

The monitor was attached to the subject around the waist during experiments and data collection (Fig. 5.5a). We also explored the feasibility of placing the monitor on the wrist or ankle. A subject was asked to wear the device on the 3 different parts of the body (Fig. 5.5a). For each placement of the device, the subject walked on the same straight path and the data were logged and plotted in Fig. 5.5b. While the data quality was not much affected by the device placement (Fig. 5.5b), non-dementia subjects told us that they felt more comfortable with the monitor belted around their waist. For dementia subjects, device placement seemed to make little difference as they soon forgot about the monitor. The care centre staff advised that putting the monitor around the waist is more secure. Following NTU IRB approval, recruits
were informed that the study would collect their movement using a small lightweight monitor. In this uncontrolled study, each non-dementia subject was free to walk (including pause and stop sometimes) in various patterns on their own in an open area of 15m x 10m for 10 minutes to an hour. For each dementia subject, data collection was done on one single separate morning. We helped the dementia subjects to put on the monitor after their medications and morning tea break and collected it before their afternoon nap. The subjects need to rest and take a nap after their lunch and are picked up by the family members around 3:00 PM; hence, we did not collect data in the afternoon. The total data collection time for each dementia subject was around 30-60 minutes.

To establish the ground truth, we closely followed, observed, and recorded the subjects’ movements. We also used voice recordings to record the movements such as walking straight, turn right, pacing, lapping etc. Each walking episode exhibited by the subjects is labelled into the corresponding travel pattern of direct, pacing, lapping, or random based on the subject’s movements. The travel patterns were coded according to a protocol guided by gerontologists [37]. This pattern coding procedure continued until the subject finished the experiment. After we loaded all the data into our computer, we used the voice recordings to double check and ensure that all patterns were correctly coded. These baseline results provide the ground truth estimation of the travel patterns which the recruited subjects exhibit. And they will be used to evaluate the accuracy of the developed algorithm subsequently.
5.4.2 Results and Discussion

5.4.2.1 Results

In this uncontrolled study, the subjects wore the APMD device until completion of experiments because there is no mechanism on the device allowing us to collect inertial data only when the subjects were moving. Therefore, the first step prior to classification is to segregate the data into episodes where the subject were walking. This is accomplished by checking if the translational acceleration exceeds an empirical threshold of $0.25 \text{ m/s}^2$ for at least 3 seconds. To exclude cases where the subject jumps up and down at the same spot, we check the Y-axis acceleration component. Once a walking movement is detected, the program will start tracking the movement orientation until it detects the subject has made a complete stop (acceleration falling below the threshold for some time).
Fig. 5.6-5.11 presents the segmentation results of each subject’s inertial data into episodes of walking. In these Figures, the horizontal axis represents the data length or the size of the data collected for each subject. By dividing these sampling points by the sampling frequency, we can have the time information. The top graph plots the orientation signal at each sampling point. The middle graph plots the linear acceleration collected and the bottom graph presents the segmented episodes where the values of 1 and 0 indicates the person is walking and not walking respectively. The end sampling point has a value of 2 to indicate the completion of experiment. Each continuous window of 1 in the bottom graph presents an episode of walking whereas each continuous window of 0 presents the subject is not moving.

Figure 5.6: Orientation, Acceleration, and Segmented Episodes of Subjects 1, 2, 3, and 4
Figure 5.7: Orientation, Acceleration, and Segmented Episodes of Subjects 5, 6, 7, and 8

Figure 5.8: Orientation, Acceleration, and Segmented Episodes of Subjects 9, 10, 11, and 12
Figure 5.9: Orientation, Acceleration, and Segmented Episodes of Subjects 13, 14, 15, and 16

Figure 5.10: Orientation, Acceleration, and Segmented Episodes of Subjects 17, 18, 19, 20
Once the episodes of walking for each subject are identified, we apply RSAX algorithm to the orientation signal in each episode to classify travel patterns. Table 5.10 presents the results of using RSAX to identify travel patterns of 23 recruited subjects. Subjects numbered 22 and 23 are dementia subjects. In Table 5.10, the classification results column lists both the ground truth (the top string in the cell) and the classified patterns (the bottom string in the cell) by RSAX. For example, subject 1 has 8 episodes of direct patterns. RSAX has identified correctly 7 direct patterns. Two direct pattern is misclassified as random. These 2 misclassified episodes by RSAX are underlined, italicized, and not bolded. Bold episodes indicate correct classification. In general, the classification recall is 88.5% and the mean classification time for each episode is 0.0074 seconds. For non-dementia subjects, RSAX is able to correctly identify the travel patterns for at least 75% of the episodes. Perfect classification is obtained for dementia subjects. The full datasets of all 23 subjects and the classification results are presented in the Appendix 2. In the next Section, we will discuss the misclassification results and lessons learnt.
<table>
<thead>
<tr>
<th>Subject</th>
<th>Male/ Female</th>
<th>Age</th>
<th>Classification Results</th>
<th>Number of Patterns Identified</th>
<th>Number of Incorrect Classification</th>
<th>Classification Recall (%)</th>
<th>Classification Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>26</td>
<td>'DDDDDDDD' 'DDDDDDDD'</td>
<td>8</td>
<td>2</td>
<td>75.0</td>
<td>0.0020</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>55</td>
<td>'PPPPRRRR' 'PPPPRRRR'</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td>0.0059</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>24</td>
<td>'LLLLLLLL' 'LLLLLLLL'</td>
<td>9</td>
<td>0</td>
<td>100.0</td>
<td>0.0065</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>54</td>
<td>'RRRRR' 'RRRRR'</td>
<td>5</td>
<td>1</td>
<td>80.0</td>
<td>0.0045</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>24</td>
<td>'RRRR' 'RRRR'</td>
<td>4</td>
<td>1</td>
<td>75.0</td>
<td>0.0066</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>24</td>
<td>'DDPLRR' 'DDPLRR'</td>
<td>8</td>
<td>4</td>
<td>50.0</td>
<td>0.0141</td>
</tr>
<tr>
<td>7</td>
<td>M</td>
<td>22</td>
<td>'DDPLRDR' 'DDPLRDR'</td>
<td>9</td>
<td>1</td>
<td>88.9</td>
<td>0.0052</td>
</tr>
<tr>
<td>8</td>
<td>M</td>
<td>59</td>
<td>'DDDDRRR' 'DDDDRRR'</td>
<td>9</td>
<td>1</td>
<td>88.9</td>
<td>0.0062</td>
</tr>
<tr>
<td>9</td>
<td>F</td>
<td>53</td>
<td>'DDPPLLL' 'DDPPLLL'</td>
<td>8</td>
<td>0</td>
<td>100.0</td>
<td>0.0071</td>
</tr>
<tr>
<td>10</td>
<td>M</td>
<td>24</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>0</td>
<td>100.0</td>
<td>0.0051</td>
</tr>
<tr>
<td>11</td>
<td>M</td>
<td>55</td>
<td>'DDDPPLRR' 'DDDPPLRR'</td>
<td>9</td>
<td>1</td>
<td>88.9</td>
<td>0.0044</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>30</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>1</td>
<td>87.5</td>
<td>0.0060</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>35</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>0</td>
<td>100.0</td>
<td>0.0053</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>54</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>2</td>
<td>75.0</td>
<td>0.0054</td>
</tr>
<tr>
<td>15</td>
<td>F</td>
<td>53</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>0</td>
<td>100.0</td>
<td>0.0054</td>
</tr>
<tr>
<td>16</td>
<td>F</td>
<td>62</td>
<td>'DPLLRR' 'DPLLRR'</td>
<td>8</td>
<td>0</td>
<td>100.0</td>
<td>0.0058</td>
</tr>
<tr>
<td>17</td>
<td>M</td>
<td>69</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>2</td>
<td>75.0</td>
<td>0.0081</td>
</tr>
<tr>
<td>18</td>
<td>M</td>
<td>74</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>1</td>
<td>87.5</td>
<td>0.0060</td>
</tr>
<tr>
<td>19</td>
<td>F</td>
<td>72</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>2</td>
<td>75.0</td>
<td>0.0060</td>
</tr>
<tr>
<td>20</td>
<td>F</td>
<td>63</td>
<td>'DDPPLRRD' 'DDPPLRRD'</td>
<td>9</td>
<td>1</td>
<td>88.9</td>
<td>0.0078</td>
</tr>
<tr>
<td>21</td>
<td>M</td>
<td>69</td>
<td>'DDPPLRR' 'DDPPLRR'</td>
<td>8</td>
<td>0</td>
<td>100.0</td>
<td>0.0087</td>
</tr>
<tr>
<td>22</td>
<td>M</td>
<td>68</td>
<td>'LRRRDR' 'LRRRDR'</td>
<td>7</td>
<td>0</td>
<td>100.0</td>
<td>0.0162</td>
</tr>
<tr>
<td>23</td>
<td>F</td>
<td>63</td>
<td>'RRRDRD' 'RRRDRD'</td>
<td>5</td>
<td>0</td>
<td>100.0</td>
<td>0.0215</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td>49.2 ± 18.4</td>
<td></td>
<td>88.5</td>
<td>0.0074</td>
</tr>
</tbody>
</table>
5.4.2.2 Discussion

Figures 5.12 and 5.13 present the misclassification cases in Table 5.10. In total, 5 direct patterns are misclassified as random. 5 pacing patterns are misclassified as lapping and random. 10 random patterns are misclassified as pacing and lapping. There is no misclassification for lapping patterns. In Figures 5.12 and 5.13, the original orientation signals are represented by red circles (o) and the quantized signals using reverse-SAX representation are marked with green cross (x) signs. The vertical axis represents the orientation values and the horizontal axis represents the data points in each episode. For each graph, the subject, the pattern number (the order of the pattern in the ground truth estimation which is reported in Table 5.10), the classified pattern by RSAX are summarized in the graph title.

**Figure 5.12: Misclassification of direct patterns**

Fig. 5.12 shows that RSAX failed to detect direct patterns in the first 4 cases (subjects 1 and 6) due to the boundary values. In these cases, it can be seen that the subjects were walking in the north direction close to 360° or 0°. RSAX is not able to recognize this special case and perceives that the person was walking in 2 different directions. Hence, RSAX identifies these as random. In the case of subject 14, the major travel direction condition is not satisfied (70% of the time), and there are 3 travel directions in which the time distribution is not uniform; therefore, this is not considered as direct by RSAX.
Figure 5.13: Misclassification of pacing patterns

Fig. 5.13 shows that RSAX algorithm cannot find a fitting model for those pacing patterns. The reason is similar to the misclassification of direct patterns in Fig. 5.12 due to boundary values. In these cases, we can notice that the subjects were traveling in the direction of 180° or the magnetic south direction. When the subjects made 180° turns, the azimuth values fluctuate around the boundary values of 0° and 360° which is the direction of magnetic north. In the cases of subjects 6, 17 (pattern numbered 3), 18, the subjects did not make a sharp 180° turn. Instead, they took some time to make the turns. Therefore, RSAX maps these patterns to random. In the cases of subjects 11 and 17 (pattern numbered 4), 2 consecutive 180° turns made by the subjects accidentally made it a full 360° turn (due to boundary values) and hence, the algorithm detects those cases as lapping.
Fig. 5.14 presents cases whereby random patterns were mapped to pacing and lapping. For subjects 4, 5, 6, 7, 19 (patterned number 8), RSAX found a fit for pacing as shown in the black dash circles in the graphs. However, the turns made in these cases are probably more than 180°. Therefore, practically these should not be labeled as pacing. Hence, the parameters of the fitting model for pacing need to be further fine-tuned. For subject 8, the pacing is not clearly seen from the graph. For subjects 12, 14, 19 (pattern numbered 7), 20, there exist some circular movements made by the subjects, which is shown by the some segments where the orientation linearly increases from 0° to 359° or decreases from 359° to 0°. Hence, the classifier straightly maps those as lapping.

Table 5.10 also presents the classification results of dementia subjects. Subject 22 has moderately severe dementia and subject 23 has moderate dementia. Subject 22 is a wanderer whereas subject 23 is not but has difficulty in traveling (e.g. disoriented while traveling from care centre back home and even get lost once) at times. Subject 22 likes to go outdoors. Therefore, his data were collected while he was walking outdoors under our close surveillance. On the contrary, subject 23 prefers doing indoor activities with other dementia subjects; hence, her data were collected indoors. The total data collection time for subject

![Figure 5.14: Misclassification of random patterns](image-url)
22 and subject 23 was 62 and 34 minutes respectively. However, the subjects spent majority of the time to participate in the activities at the care centre or sitting down to have coffee after a short walk. The RSAX algorithm was able to detect all the patterns correctly for both subjects. We have made 3 key observations. First, random patterns in an outdoor setting can cover large areas and are combinations of consecutive direct-pattern segments. In one particular episode, the subject walked randomly around a residential estate of 120m x 150m to look for his home. Second, pacing could be a form of good exercise that the subject is aware of. Subject 23 told us that she usually walks up and down to exercise because she believes it is good for her health. Third, both subjects wandered during mid-morning (9:45AM to 11:00AM) and especially before lunch time. During this period, the subjects are free to do things on their own if they do not engage in entertainment or group activities. In the early morning or during lunch time, the subjects will be eating, taking medicines, or doing routine rehabilitation exercises. These prescribed activities keep them busy and distract them from wandering.
Chapter 6  Summary and Conclusions

This chapter summarizes the work done and discusses directions for future works.

6.1  Summary

In the initial stages of our research, we first justify the need and motivation for managing wandering behavior of PWD. We then present the conceptual map of wandering science serving as a guideline and reference for technologists who are interested in building technologies for wandering management. In addition, we propose a systematic framework identifying future wandering management applications that can be developed or further enhanced. We perform an extensive literature survey of existing technological works that address these 4 domains in the 5Ws1H conceptual map: WHAT-WHERE-WHY-HOW. In particular, we explore sensors to geo-fence and prevent elopement, devices to track and locate PWD who wander, information services to assist caregivers, tools to measure dimensions of dementia-related wandering, and tools that analyze proximal factors as well as study background factors. Based on this review, we further discuss research and design issues, human factors, ethics, security and privacy that need to be considered when implementing applications for wandering management. This gives a clear view of the state of the art, and the direction for the focus of our research.

By assessing the need of gerontologists and researchers in dementia-related wandering, we have developed algorithms for automated classification of wandering patterns of PWD. The algorithms are formulated based on a psychologically justified conceptual Martino-Saltzman typology. We propose two automated approaches for classifying travel patterns of nursing home residents with various stages of dementia. In the machine learning approach, eight different classifiers NB, MLP, LB, C4.5, RF, BAG, k-NN, and SVM are employed. The methodology is evaluated on movement data produced by RFID tags placed on the subjects’ body. The subjects in this study are five PWD who have similar age distribution and suffer
from wandering. The travel patterns including wandering are manually labeled so as to have a ground truth of classification. The results are expressed in terms of sensitivity, specificity, precision, recall, F1-measure and latency. The sensitivity, specificity, precision, recall, F1-measure, and latency of the RF classification algorithm were 92.3%, 92.3%, 92.2%, 92.3%, 92.2%, 0.03s respectively. In the deterministic approach, we also introduce a predefined tree-based algorithm that improves the classification accuracy by 5.9% to 98.2% and significantly reduces the classification latency to 0.0003s. The deterministic algorithm offers several advantages: (1) it is not based on thresholds, (2) it is based on an operationalized (clearly distinguishable and measurable through empirical observations) definition of wandering, (3) the classification process is formed from a logically deduced state diagram depicting transformations of travel patterns which is agreeable with the empirical results achieved by classical machine learning algorithms, (4) the classification latency is very small, which enables the algorithm to be deployed in real-time and mobile applications aiming to detect wandering behavior of PWD as soon as it takes place. Additionally, we have also showcased a working prototype of the algorithm on a mobile device and demonstrated that the method could be feasibly developed into a practical service for dementia care.

Experience gained from deploying the mobile health application motivates us in using available inertial sensors on mobile devices to identify travel patterns so as to reduce the high cost incurred of localization systems. In the controlled study, we use orientation signals from a smart phone device to classify travel patterns of 14 non-dementia subjects. We introduce the reverse-SAX representation of time-series orientation signals. Using the same 1-NN classifier, the new representation has showed advantages in terms of classification recall and classification time. The average recall is significantly improved by 13.05% and 19.05% and the classification time is reduced from 6 times to 84 times as compared to SAX and DTW respectively. In addition, we present a new classifier (RSAX) which is based on reverse-SAX representation and the logic of the predefined tree-based algorithm. The RSAX classifier is superior to all algorithms being compared. It achieves an average classification recall of 84.89% which is 6.52%, 19.6% and 25.78% better
than reverse-SAX, SAX and DTW using 1-NN classifier. RSAX is significantly efficient in identifying travel patterns. On average, it takes 0.15 seconds to classify the whole test datasets, which is 9 times, 51 times and 739 times faster than reverse-SAX, SAX, and DTW 1-NN classifier.

We also carry out the uncontrolled study on total 23 subjects, 2 of whom is dementia. The RSAX classifier achieves 88.5% of classification recall on average. It achieves perfect classification results on dementia subjects and in identifying lapping patterns. And it takes approximately 7.4 milliseconds to classify a travel episode. This shows that RSAX is suitable for real-time applications aiming to detect wandering patterns of PWD as soon as it occurs.

6.2 Limitations

The predefined tree-based algorithm has several limitations: (1) it was tested on datasets of five PWD, (2) the movement data are confined by physical rooms and indoor settings. In reality, a subject can wander within a large area such as a function hall or wander outside the care environments, (3) the algorithm has some shortcomings in the recognition of travel patterns with complicated and varied geometrical forms. Contextual information and geographical information such as the map, layout or design of the monitored area can be incorporated to refine the classification algorithm.

The RSAX classifier shows disadvantages in classifying direct and pacing patterns when the subject is moving in the magnetic north direction or when the orientation values fluctuate around that direction. In addition, using temporal information and its distribution to detect direct patterns need to cater for cases when the threshold value does not meet. RSAX also shows its deficiency in detecting random patterns that combine a mix of lapping and pacing patterns. The parameters of the fitting model for pacing need to be fine-tuned to so that it could reduce the misclassification rate when the subjects make a long 180° turns or turn at a bigger or smaller angle than the 180°.
6.3 Suggestions and Recommendations for Future Research

Several directions are envisioned for future work with the developed algorithms and their applications to dementia wandering research. These prospective topics of research are detailed below.

6.3.1 Large scale evaluation of the predefined tree-based algorithms

In the future, more evaluation should be made to validate the performance of the predefined tree-based algorithms on large data samples. Actual wandering data from PWD is the best and clinically significant data. However, expensive resources and intensive manpower are required to collect this source of data. One suggestion is to recruit volunteers to act as wanderers so as to collect extra data for study. Though the data are not of actual PWD, it is probably the second best we can have in the near future. In addition, it is recommended to test the applicability of the proposed deterministic algorithm with finer location data resolution (e.g. 3-D space coordinates). In order for the proposed logic to work well with finer location data, we suggest to cluster nearby data points (coordinates) together and partition the coordinates location sequences (or trajectories) into sequences of coarse characteristic locations (e.g. areas of 2mx2m). Such tasks can be done by applying the minimum description length principle and density-based spatial clustering of line segments. Then we can apply the proposed logic in the deterministic algorithm to do the classification. We hope to achieve classification results as good as those reported in this pilot study. Another direction is to scale up the deterministic algorithm as the sample size increases by exploring relevant data mining methods geared specifically towards recognizing sequences whose length is not pre-fixed and that have sub-patterns embedded within them such as hidden Markov models or probabilistic suffix trees.

6.3.2 Enhancement of the RSAX algorithm and large scale evaluation

Additionally, there are a few suggestions to further enhance the performance of RSAX. First, RSAX uses a simple thresholding technique to detect the major travelled direction and it shows the deficiency when
the criteria do not meet. Exploration of other techniques such as Principal Component Analysis could result in better detection of the major travelled direction from the orientation signals. Second, situations where the person walks in the magnetic north direction should be carefully handled to avoid misclassification. Median filters could be used to handle the cases of the boundary values of 0° and 360°. By looking at the nearby neighbors’ values, we can determine whether or not the current value is representative of its surroundings and replace it with the median of those values. Third, the fitting model for pacing should be improved to handle cases where persons make asymmetric 180° turns in a pacing movement. Last, the current classifier simply considers an episode which is neither direct nor pacing nor lapping as random. We suggest to extend the current capability of RSAX in order to differentiate direct and random episodes that comprises a number of straight walks and to recognize random patterns in episodes that have a mix of patterns. Measures such as Fractal D, directed movement, straightness index, or entropy in information theory can be explored in future research. In order to apply these measures, we can transform the acceleration and orientation data to obtain the walking trajectories of the persons. This could be achieved by taking integrals over time based on the sampling rate information. Integration of acceleration will give velocity. Based on the sampling rate and velocity, the distance travelled between 2 points can be calculated. With the orientation information and the distance travelled, one can approximate the X-Y coordinates of the path. Fractal D [127] quantifies spatial variability of animal movements along a continuum from extremely random to highly goal-directed movements. High Fractal D values may occur when changes in path direction are necessary to circumnavigate environmental barriers. Therefore, using these measures could probably help in quantify random patterns and then differentiate it from direct and other patterns.

The developed algorithms were tested on actual PWD. However, the evaluation was limited to 2 dementia subjects. Further evaluation of the algorithms in a large scale study and settings (e.g. nursing homes,
homes of the PWD) should be conducted. In addition, feedbacks from caregivers and physicians should be collected so that the practicality of the algorithms can be assessed and improved.

6.3.3 **Domains of application**

The algorithms to automatically classify wandering patterns can be used for future studies and applications of dementia wandering. In general, the patterns classified by the algorithms provide clues for researchers and clinicians to construe important aspects of wandering, determine troubling types or amount of wandering, develop and test potentially fruitful interventions for each group of wanderers. Future applications and prospective studies of the automated algorithms are elaborated below.

6.3.3.1 **Application to automatically detect and document wandering patterns**

In clinical and long-term care settings, wandering is traditionally detected by having human observers to observe PWD and document the wandering patterns including pacing, lapping, and random. Such observational method requires labor and time, and lacks objectivity due to the unpredictable nature of the behavior and due to the fact that during short observation period (usually 20 minutes), PWD may appear very well and may not exhibit any wandering behavior. Another real issue with direct observation method is direct care staff are not professionally trained and too hard pressed for time to observe and document wandering patterns of PWD. Therefore, it is beneficial to both caregivers and dementia-related wandering researchers to apply the automated algorithms such as RSAX to detect and document wandering patterns in real time or offline. With the advancement of smart personal devices such as mobile phones, APDM monitors, Apple watches, it is cost-effective, scalable, and labor-free to install an application to capture orientation signals and analyze the patterns exhibited using the developed algorithms. This solution will help alleviate issues imposed by direct observation method.
6.3.3.2 Application to improve care to wanderers

Previous studies [70, 79] indicated that factors such as emotional, physical needs, pain, or hunger are pertinent to wandering and these can be predictors for pacing and lapping. In fact, pacing is usually triggered because the person is emotionally unsettled, not happy, or something bothering him/her. Thus, there is a clinical benefit to distinguish pacing so that care can be given to the underlying issues. In addition, if a person keeps turning around unnecessarily, it is important for a caregiver to know why so as to offer immediate assistance if needed. Nevertheless, these patterns tend to be short in distance and time and could be easily overlooked by caregivers due to their busy schedule. Therefore, the automated algorithms to identify pacing and lapping can be developed into a real time mobile application that triggers caregivers when PWD exhibit these patterns. Based on these alerts, care staff can pay more attention to the wanderers to find out triggers of their wandering so as to offer timely assistance. In addition, they can inform family caregivers and discover other possible triggers when the wanderers are being taken care of at home. Timely alerts will enable both family and professional caregivers to offer immediate interventions to tackle triggers of wandering and consequently improve the quality of care for PWD.

6.3.3.3 Application to classify types of wanderers

There are three types of wanderers: classic, moderate, and sub-clinical [97]. These types can be classified from 21 computable wandering parameters such as wandering duration, rate, and time of day. Therefore, by using the automated algorithms, it is possible to extract these parameters so as to identify the types of wanderers. A limitation from the previous study [97] is they were unable to collect wandering parameters during nighttime because they used direct observation method to extract wandering patterns and there were not enough labor to observe PWD during nighttime. This issue can be overcome by the proposed solution of using wearable devices to capture orientation signals to detect wandering patterns. Compared to non-wanderers, classic wanderers tend to be more cognitive impaired, have more severe heart problems, and have slightly less problems with gastrointestinal tract. For moderate wanderers, they
have better gastrointestinal health and better mobility than non-wanderers and a similar level of cognitive impairment. For sub-clinical wanderers, they have less cognitive impairment, better mobility, and poorer health than non-wanderers. Hence, in long term care settings, it would be good to identify these types of wanderers early because early recognition can lead to early intervention of underlying conditions (e.g. gastrointestinal health) each type of wanderers may have.

6.3.3.4 Application for long term care and research on dementia-related wandering

One of the long term care applications is to observe wandering patterns over long period of time to monitor cognitive progression in PWD. Previous studies [2, 23, 108] found that there is a correlation of wandering and cognitive impairment. In fact, increasing amounts of random-pattern wandering (the frequency and overall proportion of time spent) is clearly linked to increased levels of global cognitive impairment. Meanwhile, lapping patterns are less clearly associated with cognitive declination. However, frequent lapping may signify a deteriorating ability to way-finding in PWD [70]. Pacing is not associated with levels of cognitive impairment; however it is more indicative of agitation and anxiety. Therefore, in the long term care settings, the developed algorithms can be further developed to use as a software tool that can provide physicians and researchers the wandering patterns profile or summary of PWD or people with non-dementia. Long term observation of wandering profiles can be an additional and useful channel for physicians and researchers to early detect changes to the person’s cognition. Early detection of wandering will allow early treatment and potentially slow down the onset of dementia.

In addition, the developed algorithms may be used to assist gerontologists and researchers to uncover other dimensions of wandering. They can be used to answer the research question on whether lapping or pacing patterns correlate to the Mini Mental State Examination (MMSE) scores. Kearns et al. [127] uncovered the correlation between random movements and MMSE score and found that fractal dimension (a measure of randomness in 14 assisted living facility (ALF) residents' movement paths continuously recorded over 30 days using ultra-wideband sensors) was significantly higher in persons with
lower MMSE scores signifying cognitive impairment. In a subsequent study of 28 subjects [128] recorded over one month replicated the findings of Kearns [127] and found that the randomness of the paths taken by elderly ALF residents reliably differentiated PWD from those without the disorder.

Other empirical typologies [19-20, 76, 78, 79, 80, 83, 97] found that parametric characteristics of wandering behavior including variations in walking speed, the percentage of time involving locomotion, the number of changes in direction among successive movement paths, rate and duration of wandering episodes are useful indicators of a person’s changes in cognitive function. Therefore, the personalization of PWD’s intervention and close observation of the impact of every intervention to the patient’s clinical condition is a crucial step for planning a successful treatment strategy. We hope that advance in further research will result in an automated monitoring system that can measure wandering rates, durations and patterns in order to provide early detection of physical and mental changes of PWD. Such an automated system will enable caregivers to arrange better care distributions, treatments and timely interventions for PWD.
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Appendix A: Movement records of subjects A, B, C, D, E

Appendix A presents the movement records of subjects A, B, C, D, E used in experiments in Chapter 4, Section 2. In Figs. A.1-A.3, the location and time data are represented in the vertical and horizontal axis respectively. In Figs. A-1 and A-2, the black lines indicate the movements within an episode of walking. The green lines indicate the continuity of the movements of the subjects.

Figure A.1: Movement records of subjects A and B [70].
Figure A.2: Movement records of subjects C and D [69].
**Subject E**

Figure A.3: Movement records of subject E [69].
Appendix B: Classification results in uncontrolled study

Appendix B reports the classification results of all the subjects used in the uncontrolled study in Chapter 5, Section 4. In Figs. B.1-B.23, the orientation signals and the signals represented by reserve-SAX are drawn together. The title of each figure details the subject number, the series number of the pattern to be classified, and the class (direct, pacing, lapping, and random) classified by the proposed algorithm.

Figure B.1: Classification results of subject 1
Figure B.2: Classification results of subject 2

Figure B.3: Classification results of subject 3
Figure B.4: Classification results of subject 4

Figure B.5: Classification results of subject 5
Figure B.6: Classification results of subject 6

Figure B.7: Classification results of subject 7
Figure B.8: Classification results of subject 8

Figure B.9: Classification results of subject 9
Figure B.10: Classification results of subject 10

Figure B.11: Classification results of subject 11
Figure B.12: Classification results of subject 12

Figure B.13: Classification results of subject 13
Figure B.14: Classification results of subject 14

Figure B.15: Classification results of subject 15
Figure B.16: Classification results of subject 16

Figure B.17: Classification results of subject 17
Figure B.18: Classification results of subject 18

Figure B.19: Classification results of subject 19
Figure B.20: Classification results of subject 20

Figure B.21: Classification results of subject 21
Figure B.22: Classification results of subject 22

Figure B.23: Classification results of subject 23