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New Lower Bounds and Constructions for Binary Codes
Correcting Asymmetric Errors

Fang-Wei Fu, San Ling, and Chaoping Xing

Abstract—In this correspondence, we study binary asymmetric error-
correcting codes. A general construction for binary asymmetric error-cor-
recting codes is presented. We show that some previously known lower
bounds for binary asymmetric error-correcting codes can be obtained
from this general construction. Furthermore, some new lower bounds for
binary asymmetric error-correcting codes are obtained from this general
construction. These new lower bounds improve the existing ones.

Index Terms—Asymmetric error-correcting codes, code construction,
lower bounds, polynomials.

I. INTRODUCTION

Binary error-correcting codes are usually designed for communica-
tion systems modeled by the binary-symmetric channel. However, in
certain communication systems, such as optical communications and
some computer memory systems, the error probability from1 to 0 is
significantly higher than the error probability from0 to 1. These com-
munication systems are modeled by the binary asymmetric channel (the
Z-channel). Error-correcting codes for the binary asymmetric channel
have been studied since the 1950s. There are a number of papers dedi-
cated to the construction of good codes and the derivation of lower and
upper bounds for the asymmetric error-correcting codes, see [1]–[33],
[35], and references therein. Kløve [19] gave a unified account of error-
correcting codes for the binary asymmetric channel.

For two binaryn-tuples

xxx = (x1; x2; . . . ; xn) and yyy = (y1; y2; . . . ; yn)

the asymmetric distance betweenxxx andyyy is defined as

da(xxx; yyy) = maxfN(xxx; yyy); N(yyy; xxx)g

where

N(xxx; yyy) =j fi : xi = 0 andyi = 1g j :

For a binary codeC � f0; 1gn, the minimum asymmetric distance of
C is defined as

�(C) = minfda(xxx; yyy) : xxx; yyy 2 C andxxx 6= yyyg:
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It was shown in [24] that a binary codeC can correctt or fewer asym-
metric errors (1-errors) if and only if�(C) � t + 1. A binary code
of lengthn and minimum asymmetric distance� is called a binary
(n;�) asymmetric code. Let�(n;�) denote the maximum number
of codewords in a binary code of lengthn and minimum asymmetric
distance�. One of the fundamental research problems in the theory
of asymmetric error-correcting codes is to determine�(n;�) or give
good lower and upper bounds.

In this correspondence, we give a general construction and some
new lower bounds for binary asymmetric error-correcting codes. This
correspondence is organized as follows. In Section II, we present a
general construction for binary asymmetric error-correcting codes by
modifying Xing’s construction of binary constant-weight codes (see
[34]). In Section III, we first give a general lower bound on the sizes of
the binary asymmetric error-correcting codes constructed in Section II.
Then, we show that some previously known lower bounds for binary
asymmetric error-correcting codes can be obtained from this general
construction. Furthermore, some new lower bounds for binary asym-
metric error-correcting codes are obtained from this general construc-
tion. These new lower bounds improve the existing ones.

II. A GENERAL CONSTRUCTION

Xing [34] gave a construction of binary constant-weight codes. By
modifying his method, we present a general construction for binary
asymmetric error-correcting codes.

LetFFF q be a finite field ofq elements, whereq is a prime power. For
a monic polynomialf(x) 2 FFF q[x], consider the residue class ring

R = FFF q[x]=(f(x)):

Actually, in the isomorphic meaning, here we can consider the residue
class ringR as

R = fg(x) 2 FFF q[x] : deg(g(x)) < deg(f(x))g:

The addition and multiplication operations overR are the polynomial
addition and multiplication modulof(x).

Let f(x) have the factorization

f(x) =

k

i=1

pei (x)

wherep1(x); . . . ; pk(x) are distinct monic irreducible polynomials in
FFF q[x] ande1; . . . ; ek are positive integers. It is known that all invertible
polynomials of the ringR form a multiplicative group, denoted by

R� = (FFF q[x]=(f(x)))
�:

It is a finite Abelian group and consists of all polynomials inR which
are co-prime tof(x), that is,

R� = fg(x) 2 FFF q[x] : deg(g(x)) < deg(f(x))

and(g(x); f(x))=1g: (1)

The multiplication operation overR� is the polynomial multiplica-
tion modulof(x). Hence, this group contains exactly

�(f(x))

k

i=1

(qd � 1)qd (e �1)
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elements, wheredi is the degree ofpi(x). It is obvious that the setFFF �

q

of all nonzero elements ofFFF q is a subgroup ofR�. The quotient group

G = R�=FFF �

q

is a finite Abelian group with

�� (f(x))
1

(q � 1)
� (f(x)) =

1

(q � 1)

k

i=1

(qd � 1)qd (e �1)

elements. Actually, in the isomorphic meaning, here we can consider
G as the set of all monic polynomials ofR�, that is,

G = fg(x) 2 FFF q[x] : deg(g(x)) < deg(f(x)); g(x) is monic;

and(g(x); f(x))=1g: (2)

The multiplication operation overG is given by

a(x) b(x) = M a(x) b(x)

where

M(h(x)) = h�1m h(x)

for

h(x) = hmx
m + hm�1x

m�1 + � � �+ h1x+ h0 2 FFF q[x]:

Herehm 6= 0 is the leading coefficient ofh(x).
In the following, we use the quotient groupG to construct binary

asymmetric error-correcting codes. For simplicity, we assume that the
finite Abelian groups(R�; ) and(G; ) are given by (1) and (2),
respectively.

Construction: Letn andd be two positive integers satisfyingn � q
and2 � d < n. Let f(x) 2 FFF q[x] be a monic polynomial of degree
d such that there existn distinct elements�1; �2; . . . ; �n 2 FFF q with
f(�i) 6= 0 for all i = 1; 2; . . . ; n. Then(x� �i) is co-prime tof(x)
for i = 1; 2; . . . ; n. Hence,

(x� �i) 2 G; i = 1; 2; . . . ; n:

Consider the map


 : f0; 1gn ! G

(c1; c2; . . . ; cn) 7!
n

i=1

(x� �i)
c 2 G:

For everyg(x) 2 G, denote

Cg = 
�1(g(x)):

For everyg 2 G, if Cg 6= ;, thenCg is a binary(n;� � d) asym-
metric code.

Proof of the Construction:For everyg 2 G, if Cg 6= ;, we want
to show that

da(uuu; vvv) � d; uuu; vvv 2 Cg anduuu 6= vvv:

Let uuu = (u1; u2; . . . ; un) andvvv = (v1; v2; . . . ; vn). Then


(uuu) = 
(vvv) = g(x) 2 G:

Hence, the element
(uuu)=
(vvv) is the identity inG. This implies that
in the groupR�, the element


(uuu)


(vvv)
=

n

i=1

(x� �i)
u

n

i=1

(x� �i)v

is equal to a nonzero element� of FFF �q . Denote

S = fi : ui = 0 andvi = 1g

and

T = fi : ui = 1 andvi = 0g:

ThenS T = ;, and eitherS 6= ; orT 6= ; sinceuuu 6= vvv. Furthermore

j S j= N(uuu; vvv); j T j= N(vvv; uuu):

It is easy to see that


(uuu)


(vvv)
=

i2T

(x� �i)

j2S

(x� �j)
= �

in the groupR�. This is equivalent to the fact thatf(x) divides the
polynomial

A(x)
i2T

(x� �i)� �
i2S

(x� �i) 2 FFF q[x]:

The roots of the polynomial
i2T

(x��i) are�i; i 2 T , and the roots
of the polynomial�

i2S
(x� �i) are�i; i 2 S. Since

f�i : i 2 Sg f�i : i 2 Tg = ;

and eitherS 6= ; or T 6= ;, we have

i2T

(x� �i) 6= �
i2S

(x� �i):

Hence,A(x) 6= 0 and the degree ofA(x) is at most

maxfj S j; j T jg = da(uuu; vvv):

Therefore,

da(uuu; vvv) � deg(f(x)) = d:

This completes the proof.

For everyg 2 G, if Cg 6= ;,Cg is a binary(n;� � d) asymmetric
code. Hence,Cg can correctd � 1 or fewer asymmetric errors (1-er-
rors). Next we design a decoding method for the asymmetric error-cor-
recting codeCg.

Decoding Algorithm: Assume that the received vector is

yyy = (y1; y2; . . . ; yn) 2 f0; 1gn:

Calculate

Ryyy(x) =

n

i=1

(x� �i)
y 2 G

and

E(x) =
g(x)

Ryyy(x)
2 G (sinceg 2 G):

To find the polynomialE(x), we can use the Euclidean algorithm.
Denotel = deg(E(x)).

i) If l = 0, that is,E(x) = 1, then decodeyyy into yyy.
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ii) If 0 < l � d�1 andE(x) hasl distinct roots�i ; �i ; . . . ; �i ,
then decodeyyy into ccc = (c1; c2; . . . ; cn) where

cj =
yj ; j 6= i1; i2; . . . ; il
yj � 1; j = i1; i2; . . . ; il:

iii) Otherwise, we declare that the decoding has failed.

Proof of the Decoding Algorithm:Suppose the codewordccc =
(c1; c2; . . . ; cn) is transmitted. Assume that errors occur in positions
i1; i2; . . . ; il where0 � l � d� 1 and1 � i1 < i2 < � � � < il � n.
Then the received vectoryyy is given byyyy = ccc for l = 0 andyyy =
(y1; y2; . . . ; yn) for 1 � l � d � 1 where

yj = cj ; for j 6= i1; i2; . . . ; il

yj = 0 andcj = 1; for j = i1; i2; . . . ; il:

Hence, ifl = 0, then

Ryyy(x) = Rccc(x) =

n

j=1

(x� �j)
c = g(x) 2 G

andE(x) = 1.
If 1 � l � d� 1, by the fact thatcj = 1 for j = i1; i2; . . . ; il, we

have

Ryyy(x) =

n

j=1

(x� �j)
y =

j 6=i ;i ;...;i

(x� �j)
c

and

E(x) =
g(x)

Ryyy(x)
= (x� �i )(x� �i ) � � � (x� �i ):

Hence,E(x) hasl distinct roots�i ; �i ; . . . ; �i . Therefore, we de-
codeyyy into ccc. This completes the proof.

III. N EW LOWER BOUNDS

From the general construction in Section II, we know thatCg; g 2
G form a partition off0; 1gn. Sincej G j= �� (f(x)), we can find
one element�(x) 2 G such that

j C� j �
2n

�� (f(x))
:

Hence, we obtain the following result.

Theorem 1: Let FFF q be a finite field ofq elements, whereq is a
prime power. Letn andd be two positive integers satisfyingn � q

and2 � d < n. Let f(x) 2 FFF q[x] be a monic polynomial of degree
d such that there existn distinct elements�1; �2; . . . ; �n 2 FFF q with
f(�i) 6= 0 for all i = 1; 2; . . . ; n. Then there exists a binary(n;� �
d) asymmetric codeC with size

j C j �
2n

�� (f(x))
: (3)

From the general construction in Section II, it is easy to see the fol-
lowing.

Corollary 1: With notations as in Section II, we have

�(n;�) � maxg2G j Cg j : (4)

Bound (4) is in general stronger than bound (3), but it is less explicit
and requires more computation to determine.

Several lower bounds for binary asymmetric error-correcting codes
were obtained by a discussion of Varshamov’s constructions and their
generalizations (see [17, Theorem 6.1] and [11], [12], [17], [29], and
[31]). In this section, we first show that these previously known lower
bounds for binary asymmetric error-correcting codes can also be

obtained from our general construction and Theorem 1. Furthermore,
some new lower bounds for binary asymmetric error-correcting codes
are obtained from Theorem 1. These new lower bounds improve on
the existing ones.

Theorem 2: (see [19, Theorem 6.1])

i) If n is a prime power, then ford � 2

�(n; d) �
2n

nd�1 + nd�2 + � � �+ n+ 1
: (5)

ii) If n + 1 is a prime power, then ford � 3

�(n; d) �
2n

(n+ 1)d�1 � 1
: (6)

iii) If q is the least prime power satisfyingq � n+2, then ford � 3

�(n; d) �
2n

qd�1 � qd�2
: (7)

Proof:

i) Let q = n in Theorem 1 sincen is a prime power. Let

FFF q = f�1; �2; . . . ; �qg

and letf(x) 2 FFF q[x] be a monic irreducible polynomial of
degreed (d � 2). Then

�(f(x)) = q
d � 1

and

�� (f(x)) =
qd � 1

q � 1
= n

d�1 + n
d�2 + � � �+ n+ 1:

It is easy to see thatf(�i) 6= 0 for all i = 1; 2; . . . ; n since
f(x) is a monic irreducible polynomial of degreed (d � 2).
Hence, (5) follows from Theorem 1.

ii) Let q = n+ 1 in Theorem 1 sincen+ 1 is a prime power. Let

FFF q = f0; �1; �2; . . . ; �ng

and letf(x) = xf1(x) wheref1(x) 2 FFF q[x] is a monic irre-
ducible polynomial of degreed� 1. Then

� (f(x)) = (q � 1)(qd�1 � 1)

and

�� (f(x)) = q
d�1 � 1 = (n+ 1)d�1 � 1:

It is easy to see thatf(�i) 6= 0 for all i = 1; 2; . . . ; n since
�i 2 FFF

�
q andf1(x) is a monic irreducible polynomial with de-

greed� 1 � 2. Hence, (6) follows from Theorem 1.

iii) Since q is the least prime power satisfyingq � n + 2, we can
assume in Theorem 1 that

FFF q = f0; 1; �1; �2; . . . ; �n; . . .g:

Let f(x) = x(x � 1)d�1. Then

�(f(x)) = (q � 1)2qd�2

and

�� (f(x)) = (q � 1)qd�2 = q
d�1 � q

d�2
:

It is easy to see thatf(�i) 6= 0 for all i = 1; 2; . . . ; n. Hence,
(7) follows from Theorem 1.
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Remark 1: As pointed out by one referee, Bose and Cunningham [9]
presented a construction of binary asymmetric error-correcting codes
if n+1 is a prime power. This construction yields the following lower
bound:

�(n; d) �
2n

(n+ 1)d�1
: (8)

Note that bound (8) is slightly worse than bound (6). The referee ob-
served that after redescribing the construction of Bose and Cunningham
[9] in polynomial form it is somewhat similar to our construction here.
We note that the construction of Bose and Cunningham is actually a
special case of our general construction by takingf(x) = xd in the
proof of Theorem 2 ii). Bound (8) follows from Theorem 1 by noting
that�(xd) = (q � 1)qd�1 and��(xd) = qd�1 = (n+ 1)d�1.

In the following theorem, we show that the lower bounds given by
Theorem 2 can be generalized and improved by using Theorem 1. Note
that the number of monic quadratic irreducible polynomials inFFF q[x]
is q(q � 1)=2.

Theorem 3:

i) If n is a prime power and2 � d � n, then

�(n; d) �
(n� 1)2n

(n2 � 1)r(n3 � 1)s
(9)

wherer ands are the two unique nonnegative integers satisfying
d = 2r + 3s ands 2 f0; 1g.

ii) If n is not a prime power, denotem as the least positive integer
such thatq = n+m is a prime power. If2 � d � m, then

�(n; d) �
2n

(q � 1)d�1
: (10)

If d > m, then

�(n; d) �
2n

(q � 1)m�1qs (q2 � 1)r
(11)

wherer0 ands0 are the two unique nonnegative integers satisfying
d �m = 2r0 + s0 ands0 2 f0; 1g.

Proof:

i) Let q = n in Theorem 1 sincen is a prime power. Let

FFF q = f�1; �2; . . . ; �qg:

Since

r �
d

2
�

n

2
=

q

2
�

q(q � 1)

2

we can choose distinct monic quadratic irreducible polynomials

p1(x); p2(x); . . . ; pr(x)

in FFF q[x] and a monic cubic irreducible polynomialsp(x) in
FFF q[x]. Let

f(x) = ps(x)

r

i=1

pi(x):

Thendeg(f(x)) = d and

�(f(x)) = (q2 � 1)r(q3 � 1)s

�� (f(x)) =
(q2 � 1)r(q3 � 1)s

q � 1
=

(n2 � 1)r(n3 � 1)s

n� 1
:

It is easy to see thatf(�i) 6= 0 for all i = 1; 2; . . . ; n. Hence, by
Theorem 1

�(n; d) �
(n� 1)2n

(n2 � 1)r(n3 � 1)s
:

ii) In Theorem 1, let

FFF q = f�1; �2; . . . ; �m; �1; �2; . . . ; �ng:

If 2 � d � m, let

f(x) = (x� �1)(x� �2) � � � (x� �d):

Then

�(f(x)) = (q � 1)d; �� (f(x)) = (q � 1)d�1:

If d > m, by the fact thatd�m = 2r0 + s0, we have

r0 �
d

2
�

n

2
�

q

2
�

q(q � 1)

2
:

Hence, we can choose distinct monic quadratic irreducible
polynomials

p1(x); p2(x); . . . ; pr (x)

in FFF q[x]. Let

f(x) = (x� �1)
1+s (x� �2) � � � (x� �m)

r

i=1

pi(x):

Thendeg(f(x)) = d and

�(f(x)) = (q � 1)mqs (q2 � 1)r

�� (f(x)) = (q � 1)m�1qs (q2 � 1)r :

It is easy to see thatf(�i) 6= 0 for all i = 1; 2; . . . ; n. Hence,
by Theorem 1, we obtain (10) and (11).

The lower bound (9) in Theorem 3 is better than the lower bound (5)
in Theorem 2. Note that ford � 2

(n2 � 1)r(n3 � 1)s � n2r+3s � 1 = nd � 1

and the equality holds if and only ifd = 2 or 3. Hence, ford � 2

(n2 � 1)r(n3 � 1)s

n� 1
� nd�1 + nd�2 + � � �+ n+ 1

and the equality holds if and only ifd = 2 or 3.
The lower bound (9) in Theorem 3 can be rewritten in the following

form. If n is a prime power, then

�(n; d) �
(n� 1)2n

(n2 � 1)
; d even andd � 2 (12)

�(n; d) �
(n� 1)2n

(n2 � 1) (n3 � 1)
; d odd andd � 3: (13)

For two sequencesfg(n)g1n=1 andfh(n)g1n=1, we say

g(n) = O(h(n)); if lim
n!1

g(n)

h(n)
= 1:

By direct computation, it is not hard to see that

Bound (12)� Bound (5)=O
d2n�1

nd+1
; d even andd � 4

Bound (13)� Bound (5)=O
(d� 3)2n�1

nd+1
; d odd andd � 5:

Letm = 1 in Theorem 3 ii), then we obtain the following.

Corollary 2: If n + 1 is a prime power, then ford � 2

�(n; d) �
2n

(n+ 1)s[(n+ 1)2 � 1]r
(14)
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wherer ands are the two unique nonnegative integers satisfyingd �
1 = 2r + s ands 2 f0; 1g.

The lower bound (14) in Corollary 2 is better than the lower bound
(6) in Theorem 2. Note that ford � 3

(n+ 1)s[(n+ 1)2 � 1]r � (n+ 1)2r+s � 1 = (n+ 1)d�1 � 1

and the equality holds if and only ifd = 3.
The lower bound (14) in Corollary 2 can be rewritten in the following

form. If n + 1 is a prime power, then

�(n; d) �
2n

(n+ 1)[(n+ 1)2 � 1]
; d even andd � 2 (15)

�(n; d) �
2n

[(n+ 1)2 � 1]
; d odd andd � 3: (16)

By direct computation, it is not hard to see that

Bound (15)� Bound (6)=O
(d� 2)2n�1

nd+1
;

d even andd � 4

Bound (16)� Bound (6)=O
(d� 1)2n�1

nd+1
;

d odd andd � 5:

Letm = 2 in Theorem 3 ii), then we obtain the following.

Corollary 3: If n + 2 is a prime power, then ford � 3

�(n; d) �
2n

(n+ 1)(n+ 2)s[(n+ 2)2 � 1]r
(17)

wherer ands are the two unique nonnegative integers satisfyingd �
2 = 2r + s ands 2 f0; 1g.

The lower bound (17) in Corollary 3 is better than the lower bound
(7) in Theorem 2. Note that ford � 3 andq = n + 2

q
s(q2 � 1)r � q

2r+s = q
d�2

and the equality holds if and only ifd = 3. Hence, ford � 3

(q � 1)qs(q2 � 1)r � q
d�1 � q

d�2

and the equality holds if and only ifd = 3.
The lower bound (17) in Corollary 3 can be rewritten in the following

form. If n + 2 is a prime power, then for evend andd � 4

�(n; d) �
2n

(n+ 1)[(n+ 2)2 � 1]
(18)

and for oddd andd � 3,

�(n; d) �
2n

(n+ 1)(n+ 2)[(n+ 2)2 � 1]
: (19)

Note that ifn+ 2 is a prime power, the lower bound (7) in Theorem 2
is given by

�(n; d) �
2n

(n+ 1)(n+ 2)d�2
; d � 3: (20)

By direct computation, it is not hard to see that for evend andd � 4

Bound (18)� Bound (20)= O
(d� 2)2n�1

nd+1

and for oddd andd � 5

Bound (19)� Bound (20)= O
(d� 3)2n�1

nd+1
:
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Divisibility Properties for Covering Radius of Certain
Cyclic Codes

Oscar Moreno, Fellow, IEEE,and Francis N. Castro

Abstract—We are presenting a new method to obtain the covering
radius of codes and in particular to prove quasi-perfection in codes. Our
techniques combine divisibility results of Ax–Katz and Moreno–Moreno
as well as coding theoretic methods. We answer a problem posed
by Cohen–Honkala–Litsyn–Lobstein in the book covering radius for
Bose–Chaudhuri–Hocquenghem (BCH) codes. We also obtain the covering
radius for many new classes of codes.

Index Terms—Covering radius, cyclic codes, finite fields, quasi-perfect
codes, solutions of system of polynomial equations.

I. INTRODUCTION

In this correspondence, we will compute the covering radius of cer-
tain cyclic codes. This solves a question posed in the bookCovering Ra-
diusby Cohen, Honkala, Litsyn, and Lobstein. The question is to give a
direct proof of the computation of the covering radius forBCH(3)(see
[6, pp. 282]). Recall that the covering radius of a codeC is the smallest
� such that the spheresB�(c) = fc0 2 Cjd(c; c0) � �g with c 2 C
coverFFFn

q (n is the length of the code).
In the first part of Section III we give a new method to obtain the cov-

ering radius of codes with zeros� and�2 +1 overFFF 2 (see Theorems
6 and 7). This result provides a new elementary proof thatBCH(2)has
covering radius3. Note that the dual of the codeC with zeros� and
�2 +1 overFFFn

2
for f odd has three nonzero weights (see [11], [12])

and using a result of Delsarte (see [3], [6]) gives that the covering ra-
dius is3. For the case whenf is even, the result of Delsarte implies that
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the covering radius ofC is at most5 (see [15] and [16, pp. 452–453]
and see Remark 3.). Consequently, we are ready to concede that the
odd case is known but the even case is new.

In the second part of Section III we prove that the code with zeros
�, �2 +1, and�2 +1 overFFF q has covering radius5 whenever their
minimum distance is7. This result provides an elementary proof for
BCH(3), as well as the non-BCH triple-error-correcting codes of in [16,
Sec. 9.11] and also any other codes of the above type. Notice that the
computation of the covering radius of BCH(3) required three papers
(see [2], [8], and [19]). The first paper by van der Horst and Berger
is elementary; the second paper by Assmus and Mattson used Del-
sarte’s bound, and the final paper by Helleseth invokes the Weil–Car-
litz–Uchiyama bound and is for some people nonelementary. On the
other hand, we only require Theorem 5 of Section II, where we include
an elementary proof of this result. Therefore, we provide an elemen-
tary proof of the BCH(3) result as well as direct proof posed by Cohen,
Honkala, Litsyn, and Lobstein as well as give an elementary method to
compute covering radius, and this covers many codes whose covering
radius was previously unknown.

II. ON THE DIVISIBILITY OF NUMBER OFSOLUTIONS OF ASYSTEM OF

POLYNOMIAL EQUATIONS

In Section II, we give a brief exposition of the present-day methods to
obtain divisibility properties of a system of polynomial equations. We
also give an elementary proof of the Moreno–Moreno theorem for finite
fields of characteristic2 using the covering method and the reduction to
ground field method. The covering method is a combinatorial technique
that gives divisibility estimates for exponential sums overFFF 2. Our main
result is the applications of the results on divisibility to compute the
covering radius of certain codes.

In 1935, Chevalley proved a conjecture by Artin (see [5]).

Theorem 1 (Chevalley):LetF (x1; . . . ; xn) be a polynomial over a
finite field FFF q havingq = pf elements and suppose that

1) F (0; . . . ; 0) = 0;
2) n > d = deg(F ).

ThenF has at least two zeros.

Ax obtained an improvement of Chevalley’s theorem(see [1]).

Theorem 2 (Ax):With the notation of Theorem 1. If� is equal to
dn=de � 1, wheredae is the smallest integer larger or equal toa, then
the number of zeros ofF is divisible byq�.

In 1971, Katz improved Ax’s theorem (see [13]) as follows.

Theorem 3 (Katz):Let F1; . . . ; Ft be polynomials inn variables
with coefficients inFq of total degreesd1; . . . ; dt. Let � be the least
integer that satisfies

� �

n�
t

i=1

di

maxidi
:

Thenq� dividesN(F1; . . . ; Ft), whereN(F1; . . . ; Ft) is the number
of simultaneous solutions ofF1 = 0; . . . ; Ft = 0.

Before we state Moreno–Moreno result, it is necessary to give a def-
inition.

Definition 4: For each integern with p-expansion

n = a0 + a1p � � �+ asp
s; where0 � ai < p
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