
This document is downloaded from DR‑NTU (https://dr.ntu.edu.sg)
Nanyang Technological University, Singapore.

The multiple Davydov D2 Ansatz and its
applications

Huang, Zhongkai

2018

Huang, Z. (2018). The multiple Davydov D2 Ansatz and its applications. Doctoral thesis,
Nanyang Technological University, Singapore.

https://hdl.handle.net/10356/89649

https://doi.org/10.32657/10220/47718

Downloaded on 13 Mar 2024 16:45:47 SGT



THE MULTIPLE DAVYDOV D2 ANSATZ AND ITS
APPLICATIONS

HUANG ZHONGKAI

SCHOOL OF MATERIALS SCIENCE AND ENGINEERING

2018



2



*



4



THE MULTIPLE DAVYDOV D2 ANSATZ AND ITS
APPLICATIONS

HUANG ZHONGKAI

SCHOOL OF MATERIALS SCIENCE AND ENGINEERING

A thesis submitted to the Nanyang Technological University
in partial fulfilment of the requirement for the degree of

Doctor of Philosophy

2018





Statement of Originality

I hereby certify that the work embodied in this thesis is the result of

original research and has not been submitted for a higher degree to any

other University or Institution.

2018/7/4

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Date Huang Zhongkai





Supervisor Declaration Statement

I have reviewed the content and presentation style of this thesis and declare

it is free of plagiarism and of sufficient grammatical clarity to be examined.

To the best of my knowledge, the research and writing are those of the

candidate except as acknowledged in the Author Attribution Statement. I

confirm that the investigations were conducted in accord with the ethics

policies and integrity standards of Nanyang Technological University and

that the research data are presented honestly and without prejudice.

2018/7/4

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Date Zhao Yang





Authorship Attribution Statement

This thesis contains material from papers published in the following peer-reviewed

journals where I was the first author.

Chapter 4 is published as Z. Huang, L. Wang, C. Wu, L. Chen, F. Grossmann, and

Y. Zhao, Polaron dynamics with off-diagonal coupling: beyond the Ehrenfest

approximation. Physical Chemistry Chemical Physics, 19, 1655 (2017). DOI:

10.1039/C6CP07107D.

The contributions of the co-authors are as follows:

• I provided results from the multi-D2 anstaz and wrote the draft of the manuscript.

• Dr. Lu Wang developed the importance sampling method to treat the finite

temperature effects.

• Prof. Changqin Wu figured out the equivalence between the Ehrenfest method and

the Dira-Frenkel time-dependent variational method with the single D2 ansatz.

• Dr. Lipeng Chen conducted simulations of temperature effects in the Holstein model

from the hierarchical equations of motion method.

• Prof. Frank Grossmann contributed to the results of temperature effects in the spin-

boson model using the method of averaged Hamiltonian with the Davydov D1 ansatz.

• Prof. Yang Zhao supervised the whole project.

Chapter 5 is published as Z. Huang, L. Chen, N. Zhou, and Y. Zhao, Transient dynamics

of a one-dimensional Holstein polaron under the influence of an external electric field.

Annalen der Physik (Berlin), 529, 1600367 (2017). DOI: 10.1002/andp.201600367.

The contributions of the co-authors are as follows:

• I produced results from the multi-D2 anstaz and wrote the draft of the manuscript.

• Dr. Lipeng Chen gave results from the hierarchical equations of motion method.

• Prof. Nengji Zhou contributed to discussions.



• Prof. Yang Zhao supervised the whole project.

Chapter 6 is published as Z. Huang, Y. Fujihashi, and Y. Zhao, Effect of off-diagonal

exciton-phonon coupling on intramolecular singlet fission. The Journal of Physical

Chemistry Letters, 8, 3306 (2017). DOI: 10.1021/acs.jpclett.7b01247.

The contributions of the co-authors are as follows:

• I calculated results from the multi-D2 anstaz and wrote the draft of the manuscript.

• Dr. Yuta Fujihashi made a contribution to building a dimer model of singlet fission

dynamics and produced results from the master equation method.

• Prof. Yang Zhao supervised the whole project.

Chapter 7 is published as Z. Huang and Y. Zhao, Dynamics of dissipative Landau-Zener

transitions. Physical Review A, 54, 4636 (2015). DOI: 10.1021/ic502747p.

The contributions of the co-authors are as follows:

• I performed calculations and wrote the draft of the manuscript.

• Prof. Yang Zhao supervised the whole project.

2018/7/4

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Date Huang Zhongkai



Abstract

Abstract

In order to accurately characterize dynamics of the Holstein polaron with

simultaneous diagonal and off-diagonal exciton-phonon coupling, a series of multiple

Davydov trial states, i.e., the multiple Davydov D1, D1.5, D2, and D̃ ansätze, are

formulated as superpositions of the correspondingly single Davydov D1, D1.5, D2, and D̃

ansätze. In this thesis, the multiple Davydov D2 ansatz, also known as the multi-D2

ansatz, is demonstrated to enable numerically exact dynamics for various open quantum

systems with off-diagonal coupling and is applied to study complicated dynamical

quantum behaviours, such as the exciton transport in conducting polymers, Bloch

oscillations dynamics in semiconductor superlattices and organic materials, singlet fission

processes, and the Landau-Zener transitions in circuit quantum electrodynamics devices.

We first use the Dirac-Frenkel time-dependent variational principle combined with the

multi-D2 ansatz to fully quantum mechanically investigate dynamics of a one-dimensional

molecular crystal model with off-diagonal exciton-phonon coupling, which is treated

traditionally by the Ehrenfest approximation for the description of the exciton transport in

the conducting polymers. It is shown that the Ehrenfest method is equivalent to our

variational method with the single D2 ansatz, and with the multi-D2 ansatz, the accuracy

of our simulated dynamics is significantly enhanced in comparison with the semi-classical

Ehrenfest dynamics. The multi-D2 ansatz is able to capture numerically accurate exciton

momentum probability and help clarify the relation between the exciton momentum

redistribution and the exciton energy relaxation. The results demonstrate that the exciton

momentum distributions in the steady state are determined by a combination of the

transfer integral and the off-diagonal coupling strength, independent of the excitonic

initial conditions. We also probe the effect of the transfer integral and the off-diagonal

coupling on exciton transport in both real and reciprocal space representations. Finally,

the variational method with importance sampling is employed to investigate temperature

effects on the exciton transport using the multi-D2 ansatz, and it is demonstrated that the

variational approach is valid in both low and high temperature regimes.
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Abstract

Next, the multi-D2 ansatz is employed to study transient dynamics of a

one-dimensional Holstein polaron with diagonal and off-diagonal carrier-phonon coupling

in an external electric field, aiming to help better understand Bloch oscillations dynamics

in the semiconductor superlattices and the organic materials. Resultant polaron dynamics

has significantly enhanced accuracy, and is in perfect agreement with that derived from the

hierarchy equations of motion method. Starting from an initial broad wave packet, the

charge carrier undergoes typical Bloch oscillations. Adding weak carrier-phonon coupling

leads to a broadened carrier wave packet and a reduced current amplitude. Using a narrow

wave packet as the initial state, the bare carrier oscillates in a symmetric breathing mode,

but the symmetry is easily broken by weak coupling to phonons, resulting in a non-zero

carrier current. For both scenarios, temporal periodicity is unchanged by carrier-phonon

coupling. In particular, at variance with the case of an infinite linear chain, no steady state

is found in a finite-sized ring within the anti-adiabatic regime. For strong diagonal

coupling, the multi-D2 anstaz is found to be highly accurate, and the phonon confinement

gives rise to carrier localization and decay of the Bloch oscillations.

Furthermore, we adopt the multi-D2 ansatz to explore dynamics of a newly formulated

microscopic model of intramolecular singlet fission with simultaneous diagonal and off-

diagonal coupling to high-frequency modes. It is shown that both diagonal and off-diagonal

coupling can aid efficient singlet fission if excitonic coupling is weak, and fission is only

facilitated by diagonal coupling if excitonic coupling is strong. In the presence of off-

diagonal coupling, it is found that high frequency modes create additional fission channels

for rapid iSF.

Finally, the multi-D2 ansatz is employed to examine dynamics of the Landau-Zener

model with both diagonal and off-diagonal qubit-bath coupling. It is shown that

steady-state transition probabilities agree with analytical predictions at long times.

Landau-Zener dynamics at intermediate times is little affected by diagonal coupling, and

is found to be determined by off-diagonal coupling and tunneling between two diabatic

states. We investigate effects of bath spectral densities, coupling strengths and interaction
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angles on Laudau-Zener dynamics. Thanks to the multiple Davydov trial states, detailed

boson dynamics can also be analyzed in Landau-Zener transitions.

To summarize, in this thesis we adopt a time-dependent variational approach utilizing

the multi-D2 ansatz, to accurately investigate dynamics of four open quantum systems

with electronic and bosonic degrees of freedom. Calculations in this thesis help illustrate

the effects of the transfer integral and the off-diagonal coupling on the exciton transport in

off-diagonal Holstein polaron model representing the conducting polymers, and the

influences of the external electric field on transient dynamics of the one-dimensional

Holstein polaron modeling the semiconductor superlattices and organic materials. Results

presented in the thesis may help provide guiding principles for design of efficient singlet

fission materials by directly tuning singlet-triplet interstate coupling, and to manipulate

the Laudau-Zener transitions in circuit quantum electrodynamics architectures by tuning

off-diagonal coupling and tunneling strength. It is also our hope that the multi-D2 ansatz

can be applied to more exciton-phonon coupled systems.
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Lay Summary

Lay Summary

In any physical realization, a quantum many-body system will be affected by its

environment, which may alter effective interactions between energy levels of the system.

In order to accurately describe the state of a quantum system, it is thus necessary to

consider environmental influences, which play an important role in the dynamical

behavior of the system.

The environment is typically modelled as a bath coupled to the target system. Due to

the complexity of system-bath interactions, it is difficult to devise exact analytical

solutions for the dynamics of most open quantum systems. In general, methods for the

study of open quantum systems can be classified into two categories: wave function based

methods that operate in the Hilbert space and density matrix based approaches in the

Liouville space of the system. These methods have proven their validities in fields such as

quantum measurement theory, quantum statistical mechanics, and quantum

thermodynamics.

However, methodologies used to investigate dynamics of the open quantum system

can differ greatly depending on target systems and desired objectives. Moreover, each

method developed for the open quantum systems has its limitations. For instance, methods

such as quasi-adiabatic propagator path integral and hierarchical equations of motion are

considered exact but computationally expensive. Perturbative methods such as the master

equation method are able to provide efficient calculations but can become inaccurate in

certain parameter regimes. In particular, accurate modeling of polaron dynamics have not

received much-deserved attention over the last six decades.

In this thesis, we develop the multiple Davydov D2 ansatz , also known as the mutli-

D2 ansatz, to accurately address the dynamics of certain open quantum systems containing

electronic and bosonic degrees of freedom. The investigated systems include Holstein

molecular crystal model with and without an external electric field, novel singlet fission
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materials with intramolecular singlet fission mechanisms, and the quantum qubit in the

quantum electrodynamics devices.

The outcomes are of great significance to the simulation of dynamics of open quantum

systems. Firstly, when investigating dynamics of a one-dimensional molecular crystal

model with off-diagonal exciton-phonon coupling, the Ehrenfest method is shown to be

equivalent to the Dirac-Frenkel time-dependent variational principle with the single D2

ansatz. The accuracy of the simulated dynamics with the multi-D2 ansatz is significantly

enhanced in comparison with the semi-classical Ehrenfest dynamics. Secondly, the

multi-D2 ansatz enables an accurate description of the polaron dynamics in the presence

of an external electric field. The addition of carrier-phonon coupling is found to change

the movement patterns of bare carrier under the external field. Thirdly, the singlet fission

dynamics is accurately treated by the multi-D2 ansatz using a microscopic model of

intramolecular singlet fission with simultaneous diagonal and off-diagonal coupling to

high-frequency modes. Finally, the multi-D2 ansatz is successfully applied to explore the

dissipative Landau-Zener dynamics at intermediate times in circuit quantum

electrodynamics architectures.
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Figure Captions
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on a log-log scale and the dashed line represents a power-law fit. · · · · · · · · · · 71

Figure 4.2 MSD (t) of the exciton for the case of J = 7.4 and φ = 2.0 is obtained
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Figure 4.4 Time evolution of the exciton momentum probability Pex(t, k) for J =
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from each exciton momentum are shown in (e) and (f). · · · · · · · · · · · · · · 76
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Chapter 1

Introduction

In this chapter, a brief introduction of the research background is firstly

given in Section 1.1. Then the objectives and scope of applications of the

Davydov ansätze are discussed in Section 1.2. In Section 1.3, the structure of

main text is presented. Finally, Section 1.4 lists the significance and novelty

of the research.
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1.1 Background

Simulation of quantum dynamics plays an essential role in a huge variety of fields, such as

atomic and molecular physics [1–3], quantum optics [4], solid state physics [5], chemical

physics [6], and quantum information science [7]. Since a realistic system in general

cannot be completely isolated from its surroundings, to accurately describe the state of a

quantum system, it is necessary to consider environmental influences that have been

demonstrated to play a vital role in its dynamical behavior. For instance, the interaction

between the two energy levels of a quantum two-state system may be altered by its

environment [8], exciton transport in superlattice semiconductors and organic materials

can be modulated by an external electric field [9], and manipulation of quantum qubits

undergoes unavoidable interferences due to the device-environment interactions [10].

After decades of development, impressive progress has been achieved in controlling

coherent dynamics of target electronic systems, by creation and manipulation of

entanglement and system-environment interactions in various physical systems ranging

from light-harvesting aggregates [11] to quantum computers [12].

Since the advent of ultrafast laser spectroscopy, much attention has been devoted to

relaxation, transport, and dissipation of photoexcited entities induced by the environment

effects. Emerging technological capabilities to control femtosecond pulse durations and

down-to-one-hertz bandwidth resolutions provide novel probes on vibrational dynamics

and excitation relaxation, which were elusive in the past. Recently, developments in

ultrafast laser physics and technologies allow for studies of nonequilibrium carrier/exciton

dynamics that was previously inaccessible to traditional linear optical spectroscopy. In

2007, Fleming’s group studied the energy transfer in the Fenna-Matthews-Olson (FMO)

complex [13]. The energy levels and coupling between them were mapped by

two-dimensional (2D) Fourier transform electronic spectroscopy. In the cross peak of

measured 2D spectra, the oscillations were found to last for more than 660 fs at 77 K and

300 fs at 277 K. The oscillatory signals were initially interpreted as quantum coherence

between electronic states, and the quantum coherence was used to explain the extreme
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efficiency of the energy transfer in FMO. While the origin and functionalities of the

quantum coherence are still under debate [14–17], the long-lived oscillations were

recently argued to result from the coherence of vibrational levels instead of an electronic

origin [18, 19]. The quantum coherence was demonstrated by some authors to be

unessential for efficient excitation energy transfer [15, 20]. These findings triggered

sustained efforts to understand fundamentally exciton transfer in light harvesting systems.

In photosynthetic aggregates, it is found that exciton transfer can be modeled by motion of

excitons coupled to phonon baths, which represent the lattice vibrations and surrounding

noises [21]. If the system-bath coupling is weak, the perturbation method, such as the

Redfield theory, is valid to tackle coherent energy transfer. However, since the excitonic

coupling is comparable to the bath reorganization energy, an accurate description of

exciton transfer in light harvesting systems is nontrivial [18], thus necessitating

numerically efficient, fully quantum mechanical treatments.

Via natural photosynthesis, solar energy, as an available, clean, and safe source of

energy, can be converted into chemical energy in plants. While there is plenty light

energy, harvesting it efficiently in an artificial way has been a challenge for a long time.

The Shockley-Queisser limit which gives a maximum efficiency puts a constrain on all

photovoltaics [22]. One of the ways to go around the limit is to increase the quantum yield

by generating more than one exciton per photon. This has been demonstrated in materials

capable of singlet fission (SF) by Hanna et al. [23]. SF is a spin-allowed conversion

process in molecules and molecular aggregates, in which a spin-singlet exciton generated

by irradiation splits into two spin-triplet excitons [22]. Singh et al., in 1965, first used the

SF process to explain the unusual photophysics in anthracene crystals [24]. In this

process, S0, the electronic ground state and S1, the lowest singlet excited state follow the

kinetic model S0 + S1 → TT→ T + T, where T is the molecular triplet state and TT is a

doubly excited pair of spin-correlated triplets which has an overall singlet spin. The TT

state is called a correlated triplet pair state and is considered as a dark state because it

cannot be optically populated from the ground state.
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SF has received a great deal of attention again in 2013 since an external quantum

efficiency above 100 % has been realized in a SF-based organic photovoltaic cell by

Congreve et al. [25]. In order to devise rational design of photovoltaic systems, many

experimental [26–28] and theoretical [29, 30] efforts have been devoted to gain further

understanding of the SF process at the molecular level. The SF process has been found to

be influenced by various factors and molecular vibrations were predicted to significantly

affect the SF efficiency because the exciton-phonon coupling served as the origin of the

exciton relaxation [31]. However, the current limited understanding of SF mechanisms

hinders the design of versatile SF materials. It is thus essential to explicitly explore the

impacts of the vibrationally induced fluctuations on the fission dynamics through quantum

dynamics calculations.

In the community of quantum computation and quantum information, the cavity and

circuit quantum electrodynamics (QED) attracts great interest for its importance to

implementing quantum qubits. Since conceived in 2004, circuit QED architectures have

been designed and fabricated as research platforms in quantum computation and quantum

information [32]. Due to high flexibility and tunability, circuit QED devices offer the

possibility to simulate light-matter interactions in quantum systems with an integrated

circuit. However, in experimental realizations, fabricated QED systems suffer from

ineluctable dissipation stemming from the device-environment interactions [10]. Most of

theoretical studies are conducted by adopting master equations to capture the photon and

the qubit dynamics of the QED systems, where environmental effects are considered in a

phenomenological manner [33]. However, the interplay between the QED devices and

their surroundings is too complex to be modelled by a few dissipative parameters in the

methods based on the Markovian Lindblad master equation. In addition to being affected

by bath induced dissipation, the operation of QED devices can benefit from interactions

with their surroundings. For instance, Hohenester et al. observed phonon-assisted

scattering rate from quantum dot excitons to photons in nanocavity [34]. Therefore,

proper quantum mechanical treatments of the system-bath interactions are desired for the

realistic manipulation of quantum qubits.
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1.2 Objectives and Scope

The environment is typically modelled as a bath coupled to the target system. Due to the

complexity of system-bath interactions, it is difficult to devise exact analytical solutions for

the dynamics of most open quantum systems. A variety of techniques has been developed

in the context of open quantum systems, such as the multiconfiguration time-dependent

Hartree method (MCTDH) [35] and the density matrix renormalization group approach

(DMRG) [36]. In general, methods for the study of open quantum systems can be classified

into two categories: wave function based methods that operate in the Hilbert space [37, 38]

and density matrix based approaches that operate in the Liouville space of the system [39,

41]. These methods have proven their validities in fields such as quantum measurement

theory [44], quantum statistical mechanics [45], and quantum thermodynamics [46].

However, methodologies used to investigate dynamics of the open quantum system

differ greatly depending on target systems and desired objectives. For example,

approaches used for chemical physics [47] have different approximations from those in

quantum optics [48]. But, each method developed for open quantum systems has its

limitations. For instance, methods such as quasi-adiabatic propagator path integral

(QUAPI) [39, 40] and hierarchical equations of motion (HEOM) [41–43] are considered

numerically exact, but computationally expensive. In detail, QUAPI is based on a

symmetric Trotter splitting of the short-time propagator for the full Hamiltonian into one

part depending on the electronic Hamiltonian and another part involving the environment

and the coupling term. The splitting is by construction exact in the limit δt → 0, but

introduces a finite Trotter error for a finite time increment. The error has to be eliminated

by careful testing and choosing δt sufficiently small such that convergence is achieved

[40]. As for HEOM, Tanimura et al. derived the stochastic Liouville equation for density

matrices of a system with the aid of path integral formalism, and then cast the equation

into a hierarchy of equations which can be solved analytically or computationally in a

nonperturbative manner. Because the HEOM approach is computationally intensive, much

efforts were devoted to improve the algorithm to deal with dissipative dynamics in
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realistic situations [41–43]. In contrast, perturbative approaches such as the master

equation method are able to provide efficient calculations but become inaccurate in certain

parameter regimes [49]. In particular, modeling of polaron dynamics have not received

much-deserved attention over the last six decades.

In the aforementioned reduced density matrix approaches, coupled quantum dynamics

of electronic and bosonic degrees of freedom (DOFs) is obtained explicitly only for

electronic systems, whereas the bath DOFs are traced out in constructing the reduced

density matrix. Because of this treatment, all explicit information of the bath dynamics is

lost, and the interplay between the system and the bath is only reflected in system

observables such as optical spectra and electronic populations. The purpose of this thesis

is to develop a class of the Davydov ansätze, and employ the proper trial states, especially

the multiple D2 ansatz, to accurately investigate dynamical properties of certain open

quantum systems with both electronic and bosonic DOFs, including Holstein molecular

crystal model with and without external electric fields, light harvesting systems with SF

mechanisms, and the quantum qubit in the QED devices.

As a typical open quantum system, the Holstein molecular crystal model has been

extensively used to study properties of polarons in molecular crystals and biological

systems [50]. Two kinds of exciton-phonon interactions can be included in the Holstein

model, namely, the diagonal coupling as a nontrivial dependence of the exciton site

energies on the lattice coordinates and the off-diagonal coupling as a nontrivial

dependence of the exciton transfer integral on the lattice coordinates [51]. Simultaneous

presence of diagonal and off-diagonal coupling seems crucial to characterize solid-state

excimers, where a variety of experimental and theoretical considerations imply a strong

dependence of electronic tunneling upon certain coordinated distortions of neighboring

molecules in the formation of bound excited states [52, 53]. However, in the literature,

little attention has been paid to the Hamiltonians containing the off-diagonal

exciton-phonon coupling due to inherent difficulties to obtain reliable solutions [54],

especially for the polaron dynamics [55]. Early treatments of off-diagonal coupling
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include the Munn-Silbey theory which is based upon a perturbative approach with added

constraints on canonical transformation coefficients determined by a self-consistency

equation [56, 57]. The global-local ansatz, also known as the D-tilde state, formulated by

Zhao et al. in the early 1990s, was later employed in combination with the dynamic

coherent potential approximation (with the Hartree approximation) to arrive at a

state-of-the-art ground-state wave function as well as higher eigenstates [58].

In the absence of an exact solution to the Schrödinger equation, various numerical

approaches were developed in the past few decades, including the exact diagonalization

(ED) [59], quantum Monte Carlo (QMC) simulation [60], variational method [61],

DMRG [36], the variational exact diagonalization (VED) [62], and the method of relevant

coherent states [63]. Most of these approaches were designed to probe the ground-state

properties. For excited-state properties and dynamics of polaronic systems, however, few

of them provide a satisfactory resolution. For example, a time-dependent variant of

DMRG, i.e., t-DMRG [64], was developed to elucidate the polaron dynamics. Yet, it

cannot accurately simulate the system dynamics from an arbitrary initial state, since

high-lying excited states cannot be adequately described by DMRG. Fortunately,

variational approaches are still effective in dealing with polaron dynamics so long as a

proper trial wave function is chosen. Previously, static properties of the Holstein polaron

have been examined using a series of trial wave functions based upon phonon coherent

states, such as the Toyozawa ansatz [65–67], the global-local ansatz [65, 67–69], and a

delocalized form of the Davydov D1 ansatz [70]. By using these ansätze, the ground state

band and the self-trapping phenomenon were adequately addressed. To simulate the time

evolution of the Holstein polaron, at least two Davydov ansätze, namely, the D1 and D2

ansätze [71–73], were used following the Dirac-Frenkel variation scheme [74], a powerful

apparatus to reveal accurate dynamics of quantum many-body systems. Time-dependent

variational parameters which specify the trial state are obtained from solving a set of

coupled differential equations generated by the Lagrangian formalism of the

Dirac-Frenkel variation. Validity of this approach is carefully checked by quantifying how

faithfully the trial state follows the Schrödinger equation [55, 75]. Numerical results show
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that the D1 ansatz is effective and accurate in studying the Holstein polaron dynamics with

diagonal coupling, but fails to describe cases with off-diagonal coupling. Despite being a

simplified version of the D1 trial state, the D2 ansatz instead can deal with the off-diagonal

coupling case, albeit with non-negligible deviation from the exact solution to the

Schrödinger dynamics [55]. One purpose of this thesis is to test the feasibility of using a

superposition of the Davydov D2 trial states to study the dynamics of the Holstein model

with simultaneous diagonal and off-diagonal couplings.

In particular, the Holstein model with only off-diagonal coupling can be demonstrated

to be equivalent to the Su-Schrieffer-Heeger (SSH) model at half filling, by using the

quantum mechanical creation and annihilation operators to describe the displacement of

the phonon bath in the SSH model [76]. As is known, the carrier or exciton transport in

conducting polymers (CPs) is commonly described by the SSH model in which the

electrons are treated in a tight-binding approximation and these electrons are assumed to

move adiabatically with the nuclei [77]. Thus full quantum descriptions of exciton

transport in CPs will be presented in this thesis by applying the appropriate Davydov

ansätze to the off-diagonal Holstein polaron. In addition, the Holstein polaron under an

external electric field can be employed to model the semiconductor superlattices and

organic materials. Bloch oscillations (BOs) phenomena take place under this condition

[9], and the corresponding dynamics can be probed by variational approach with the

multiple Davydov D2 ansatz.

Another aim of this thesis is to employ the multiple Davydov D2 ansatz to study SF

mechanisms. In the SF materials, there exist two types of exciton-phonon coupling, i.e.,

diagonal coupling and off-diagonal coupling. The diagonal coupling term represents

fluctuations of the energy gap between the optically-allowed state S1 and forbidden state

TT induced by intramolecular vibrations. The off-diagonal coupling term describes the

fluctuations in excitonic coupling induced by intramolecular and intermolecular

vibrations. In covalent tetracene dimers it was uncovered using quantum chemical

calculations that high-frequency intramolecular vibrations give rise to strong diagonal and
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off-diagonal coupling [78]. The two types of coupling have also been found to be tunable

in novel SF materials by changing linkers and by engineering the dihedral angle between

the chromophore units and the linker [79–81]. However, there is a lack of discussion in

the literature on detailed SF mechanisms under the influence of simultaneous diagonal and

off-diagonal exciton-phonon coupling. A unified treatment of phonon effects in the SF

process needs to be formulated. The multiple Davydov D2 ansatz can then be used to

describe the fission dynamics of the constructed SF model.

Finally, the applications of the multiple Davydov D2 ansatz can be expanded to the

quantum computation and quantum information fields. In particular, the manipulations of

the quantum qubit in QED devices facilitate the exploration of the transition of qubit states,

such as the Landau-Zener (LZ) transitions, due to their potential scalability and tunable

parameters over a broad range. When the energy difference between two diabatic states is

swept through an avoided level crossing, the LZ transition comes into play [82, 83]. The LZ

transition is one of the most fundamental phenomena in quantum physics, and is applied

to a growing list of physical systems, such as a superconducting flux qubit coupled to a

quantum interference device [10] and a nitrogen-vacancy center spin in isotopically purified

diamond [84]. The dissipative LZ transitions have been studied by various methods, such as

time-dependent perturbation theory, [85], the master equation method [49], QUAPI and the

non-equilibrium Bloch equations [39]. However, dissipative LZ dynamics at intermediate

times is still not well-understood. This thesis will use the time-dependent variation with

the multiple Davydov D2 ansatz to address the dynamics of dissipative LZ transitions in

the QED architectures.

1.3 Dissertation Overview

This thesis addresses the Davydov D2 ansätze and their applications in various open

quantum systems with electronic and bosonic DOFs. It is shown that our newly developed

multiple Davydov ansätze can accurately describe fully quantum dynamical correlations

between the electronic and bosonic subsystems. Since the two subsystems are treated by

9



Introduction Chapter 1

the Davydov ansätze on the equal footing, the effects of bosonic modes on the electronic

energy transfer can be emphasized in a nonperturbative manner. In particular, the multi-D2

ansatz is demonstrated to be sufficiently powerful to capture dynamics of the open

quantum systems with off-diagonal coupling to boson modes. In this thesis, the multi-D2

ansatz is widely used to study several complicated quantum behaviours, such as the

exciton transport in the CPs, BOs dynamics in semiconductor superlattices and organic

materials, the SF processes, and the LZ transitions in circuit QED devices. The

Dirac-Frenkel time-dependent variational principle is utilized to obtain the equations of

motions for the time-dependent variational parameters of the Davydov ansätze. Thanks to

the multiple Davydov ansätze, detailed boson dynamics can be analyzed to shed light on

the interplay between the electronic and bosonic DOFs. Insights gained from the thesis

facilitate our understanding of the aforementioned quantum behaviors, and provide

guiding principles for the design of efficient SF materials by directly tuning singlet-triplet

interstate coupling. The remainder of the thesis is structured as follows.

Chapter 1 presents a short introduction to the research background and illuminates

motivations for the project with the main objectives of the thesis listed.

Chapter 2 reviews the literature concerning dynamics of open quantum systems. This

chapter illustrates developments and challenges regarding the accurate theoretical

description of four different quantum behaviours, including the exciton transport in CPs,

BOs dynamics in semiconductor superlattices and organic materials, SF processes, and LZ

transitions in the QED devices.

Chapter 3 gives a detailed explanation of the Davydov ansätze, including the novel

multi-D2 ansatz, which is a linear combination of the usual Davydov D2 trial states. This

chapter introduces the description of Dirac-Frenkel time-dependent variational method

with various trial states. At last, four models for applications of the multi-D2 ansatz are

formulated: the Holstein polaron model, the Holstein model under an external electric

field, a microscopic model of intramolecular SF with simultaneous diagonal and

10
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off-diagonal coupling to high-frequency modes, and the LZ model with both diagonal and

off-diagonal qubit-bath coupling.

Chapter 4 offers an accurate description of polaron dynamics of a one-dimensional

molecular crystal model with off-diagonal exciton-phonon coupling. The accuracy of the

Ehrenfest dynamics in the SSH model is examined and compared to that of the

Dirac-Frenkel time-dependent variational method using the single D2 ansatz and the

multi-D2 ansatz. The underlying physics is revealed in the real and reciprocal space

representations, including the exciton transport, the exciton momentum redistribution and

the exciton energy dissipation. At the end of the chapter, it is shown that the fully

quantum mechanical method using our multiple Davydov trial states is also applicable at

finite temperatures.

Chapter 5 elaborates transient dynamics of a one-dimensional Holstein polaron under

the influence of an external electric field. By employing the multi-D2 ansatz, the roles

played by the phonons on the carrier transport are explicitly examined given initial broad

and narrow exciton wave packets.

Chapter 6 formulates a microscopic model of intramolecular singlet fission with

simultaneous diagonal and off-diagonal coupling to high-frequency modes. The fission

dynamics is studied using the multi-D2 ansatz, and a comprehensive study is performed to

reveal the dependence of efficient singlet fission on the phonon modes.

Chapter 7 centres on the LZ model with both diagonal and off-diagonal qubit-bath

coupling. The multi-D2 ansatz is implemented to describe the dissipative LZ dynamics at

the intermediate times. Detailed boson dynamics is analyzed to address the role of bath

spectral densities, diagonal and off-diagonal qubit-bath coupling, coupling strengths and

interaction angles on LZ dynamics.

Chapter 8 draws conclusions of this thesis.

11
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Chapter 9 lists the future study.

1.4 Findings and Outcomes/Originality

This work includes various novel findings.

1. When investigating dynamics of a one-dimensional molecular crystal model with off-

diagonal exciton-phonon coupling, the Ehrenfest method is shown to be equivalent to the

Dirac-Frenkel time-dependent variational method with the single D2 ansatz. The accuracy

of our simulated dynamics with the multi-D2 ansatz is significantly enhanced in comparison

with the semi-classical Ehrenfest dynamics.

2. The multi-D2 ansatz enables an accurate description of the polaron dynamics in the

presence of an external electric field. The addition of carrier-phonon coupling is found to

change the movement patterns of the bare carrier under the external field.

3. The singlet fission dynamics is accurately treated by the multi-D2 ansatz using a

microscopic model of intramolecular singlet fission with simultaneous diagonal and off-

diagonal coupling to high-frequency modes. It is found that both diagonal and off-diagonal

coupling can aid efficient singlet fission if excitonic coupling is weak, and fission is only

facilitated by diagonal coupling if excitonic coupling is strong.

4. The multi-D2 ansatz is successfully applied to explore the dissipative LZ dynamics

at intermediate times. It is found that LZ dynamics at intermediate times is little affected

by diagonal qubit-bath coupling, and is determined by off-diagonal coupling and tunneling

between two diabatic states.

12
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Chapter 2

Literature Review

This chapter presents the overview of the Davydov ansätze in Section 2.1.

Section 2.2 reviews potential applications of the multiple Davydov ansätze,

and introduces experimental and theoretical progresses in four specified open

quantum systems.
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2.1 Overview of the Davydov ansätze

In 1973, Davydov initiated a quantum theory for the muscle contraction of α−helical

protein molecules when they are excited during the transformation process from

adenosine triphosphate (ATP) to adenosine diphosphate (ADP) and phosphate [1]. A

series of continued studies were performed to investigate the collectively excited states in

the molecular systems that contain exciton-phonon coupling. The collective excitons were

named after particle-like excitations, solitary excitons, or Davydov solitons [2–5].

Together with the accompanied phonon cloud, the excitons were also known as polarons

and quasiparticles in periodic crystals [6].

The Davydov soliton was originally proposed as a spatially localized state to help

understand the energy transport in α−helix. The soliton solution was given by Davydov in

the 1970s as a product ansatz of exciton and phonon part, i.e., the original Davydov ansatz

or Davydov’s ansatz [1, 5].

|Ψsol〉 = |exciton〉 |phonon〉 ,

|exciton〉 =
∑
n

ψnâ
†
n |0〉ex ,

|phonon〉 = exp

{
− i
~
∑
m

[Xmpm − Pmum]

}
|0〉ph , (2.1)

where |0〉ex and |0〉ph are the vacuum-state wave functions for the exciton and phonon,

respectively. The exciton amplitudes, ψn, follow the normalization condition for the wave

function,
∑

n |ψn|
2 = 1. The function, |ψn|2, denotes the population of exciton of the

n−th site in the molecular chain, and â†n represents the creation operator of the

corresponding exciton. The phonon part is the so-called coherent state. p̂m and ûm are the

momentum and displacement operators of the phonon at the site m. The functions

Xm = 〈Ψsol| ûm |Ψsol〉, and Pm = 〈Ψsol| p̂m |Ψsol〉 characterize the expectation values of

displacement and momentum of the phonon, respectively.

The Davydov’s ansatz was a classical object, and was demonstrated to be valid only
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for the limiting case of a classical lattice. Bolterauer et al. used a stationary state based

on the Davydov’s ansatz and calculated the soliton bandwidth to get information on the

quantum lifetime of the Davydov soliton using the uncertainty principle, ∆E∆τ > ~/2 [7].

Kerr et al. derived the equations of motion for the Davydov solitons by assuming that the

Davydov’s ansatz satisfies the Schrödinger’s equations [8]. Škrinjar et al. later developed

a more self-consistent treatment based on Lagrangian formalism [7], and Wolfgang Förner

numerically estimated the errors introduced by the Davydov’s ansatz comparing with the

exact solutions [9].

Due to the great flexibility of the Davydov soliton in analyzing properties of the

molecular chains, a class of the trial states was developed based on the Davydov’s ansatz

and named after Davydov, including the Davydov D1 ansatz, the Davydov D1.5 ansatz, the

Davydov D2 ansatz, the Davydov D̃ ansatz, and recently developed multiple Davydov trial

states [10–12]. In addition, it is essential here to mention the Merrifield ansatz, Toyozawa

ansatz, the global-local ansatz, and the delocalized D1 ansatz since they serve as effective

trial states to describe the coupled exciton-phonon systems as well [13–17].

The modern forms of the D1, D1.5, D2, and D̃ ansätze can be written as

|D1(t)〉 =
∑
n

ψn(t)â†n|0〉ex exp

{∑
q

[λnq(t)b̂
†
q − H.c.]

}
|0〉ph, (2.2)

|D1.5 (t)〉 =
∑
n

ψn(t)â†n|0〉ex exp

{∑
q

[(λq(t)− Cq) b̂†q − H.c.]

}
|0〉ph, (2.3)

|D2(t)〉 =
∑
n

ψn(t)â†n|0〉ex exp

{∑
q

[λq(t)b̂
†
q − H.c.]

}
|0〉ph, (2.4)

∣∣∣D̃ (t)
〉

=
∑
n

ψn(t)â†n|0〉ex

× exp

{∑
q 6=0

[
(
λq(t) + eiqnγq(t)

)
b̂†q − H.c.] + [λ0(t)b̂†0 − H.c.]

}
|0〉ph,

(2.5)
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where H.c. stands for the Hermitian conjugate. b̂†q is the creation operator of a phonon with

momentum q and frequency ωq. λnq(t) represent the variational parameters for phonon

displacements of the D1 ansatz, while λq(t) for the D1.5 and the D2 ansätze. In the D1.5

ansatz, Cq(t) = λq(t)/(2~ωq) and ~ is the reduced Plank constant. In the D̃ ansatz, the

phonon displacements are λq 6=0(t) and γq 6=0(t) for q 6= 0, and λq=0(t) for q = 0.

In the D1 ansatz, the phonon amplitudes are excite-site dependent. In the D2 ansatz, the

phonon amplitudes are independent of the exciton sites for all n. The D2 ansatz indicates

the quantum state of each phonon mode by a single coherent state, and thus has a strongly

classical character. In the D2 ansatz, the phonon distribution of λq is typically pulse-shaped

and denotes a lattice deformation fixed in the frame of the lattice. Thus a pulse-shaped

distribution is conformed in the exciton amplitudes ψn correspondingly. In the D1.5 ansatz,

the phonon wave distribution is modulated by Cq. For the D̃ ansatz, its complexities are

between those of the D2 ansatz and the D1 ansatz. In recent years, Zhao et al. demonstrated

that all these states can be extended to their corresponding multiple Davydov states by

superimposing expandable replicas of the single Davydov state [12]. Expressions of the

multiple D1, D1.5, D2, and D̃ ansätze are referred to in Section 3.2 of Chapter 3.

The D1, D2, and D̃ ansätze were employed to probe the dynamics of a

one-dimensional Holstein polaron [10]. The variational outputs were examined via speeds

of exciton-induced phonon wave packets, linear optical absorption, and polaron energy

compositions. These ansätze were found to fail to provide adequate descriptions in the

weak-coupling regime. By incorporating the Davydov ansätze theory into the nonlinear

response function formalism, Zhao’s group developed a new approach to compute the

two-dimensional photon-echo spectroscopy of molecular rings [18]. The Davydov ansätze

are further applied to the dynamics of the spin-boson model, and a coherent-incoherent

transition was found at a certain critical coupling strength [19]. In 2015, a multitude of

Davydov D2 trial states was reported to enable numerical exact calculations for the

Holstein polaron with simultaneous diagonal and off-diagonal exciton-phonon coupling

[12]. Later on, the multiple Davydov ansätze were demonstrated to be suitable for the
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spin-boson model, and photosynthesis systems. Even temperature effects were well

incorporated in the framework of the multiple Davydov trial states [20].

The D1, D2, and D̃ ansätze are localized states from the soliton theory, and they are

referred to as trial states in their own right without considering a form factor of a delocalized

state. Even for translationally invariant polaron systems, the product forms of the ansätze

(Eq. (2.2) - Eq. (2.5)) predispose them to the formation of permanently localized solutions.

Each localized structure contains a singly localized exciton accompanied by a phonon cloud

of a single coherent state. In order to change the correlations between the exciton and

phonon parts and make these ansätze explicitly translationally invariant trial states, replicas

of single Davydov trial states can be superposed with appropriate weights. The polaron

states have been analyzed with the delocalized D1, Toyozawa, and global-local ansätze, all

of which are Bloch states with the designated crystal momentum. In detail, the D1, D2, and

D̃ ansätze can be delocalized into the delocalized D1, Toyozawa, and global-local ansätze

via a projection operator P̂κ

P̂κ = N−1
∑
n

ei(κ−P̂ )n = δ(κ− P̂ ), (2.6)

where the joint crystal momentum is indicated by the Greek κ, and

P̂ =
∑
k

kâ†kâk +
∑
q

qb̂†q b̂q. (2.7)

The operator (2.6) yields a sum over n of localized structures displaced from the origin by

n lattice spacings, and weighted by eiκn.

For the Holstein polaron, the bare exciton band is E(κ) = −2J cosκ, and the band

structure can be altered by the exciton-phonon coupling. In the weak exciton-phonon

coupling limit, the simple coherent state phonon structure in the single Davydov’s ansatz

has an inherent deficiency. Denoting the Einstein phonon frequency as ω, the energy of

the one-phonon line is E = −1. The bare exciton band penetrates the one-phonon

continuum at certain finite crystal momentum κo. A quasi-continuum of states above the

one-phonon line exists for a non-interacting exciton-phonon system and can be explained
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by level-crossing arguments. As the volume becomes infinite, this quasi-continuum of

states turns into a true continuum. When the exciton-phonon coupling goes to zero, the

ground state is expected to contain only the bare exciton with momentum κ and the

phonon vacuum for κ < |κo|, and one exciton with zero momentum and one phonon with

momentum κ for κ > |κo|. Therefore, the localized ansätze are rather inadequate in this

limit, as the single coherent states in equations from Eq. (2.2) to Eq. (2.5) provide poor

approximations to a one-phonon number state.

The delocalized D1 ansatz is then obtained after the delocalization onto the usual D1

ansatz,

|Ψ1(κ)〉 = |κ〉〈κ|κ〉−1/2,

|κ〉 =
∑
n

eiκn
∑
n1

ακn1−nâ
†
n1

exp[−
∑
n2

(βκn1−n,n2−nb̂
†
n2

)− H.c.]|0〉, (2.8)

where |0〉 is the product of the exciton and phonon vacuum states, ακn1−n is the exciton

amplitude, and the phonon displacement βκn1−n,n2−n depends on n1 and n2, respectively,

the sites at which an electronic excitation and a phonon are generated. b̂n2
† (b̂n2) is the

phonon creation (annihilation) operator for the n2-th site.

After the delocalization onto the usual D2 ansatz, the Toyozawa ansatz is given by

|Ψ2(κ′)〉 = |κ′〉〈κ′|κ′〉−1/2,

|κ′〉 =
∑
n

eiκ
′n
∑
n1

ψκ
′

n1−nâ
†
n1

exp[−
∑
n2

(λκ
′

n2−nb̂
†
n2

)− H.c.]|0〉, (2.9)

where ψκ′n1−n is the exciton amplitude analogous to ακn1−n in the delocalized D1 ansatz,

and λκ′n2−n is the phonon displacement. Actually, λκ′n2−n is just one column of the phonon

displacement matrix βκn1−n,n2−n in the delocalized D1 ansatz. If the ansätze are used to

describe the Holstein molecular crystal with N = 16 sites, the Toyozawa ansatz is actually

16 replicas of the single Davydov D2 ansatz with additional weights, and recognized as

another version of the multiple Davydov D2 ansatz with multiplicity M = 16 as shown in

Eq. (3.5).
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After the delocalization onto the D̃ ansatz, the global-local ansatz is formulated as

|ΨGL(κ′′)〉 = |κ′′〉〈κ′′|κ′′〉−1/2

|κ′′〉 =
∑
n

eiκ
′′n
∑
n1

ψκ
′′

n1−nâ
†
n1

exp[−
∑
n2

(λκ
′′

n2−n − γ
κ′′

n2−n1
)b̂†n2
− H.c.]|0〉,

(2.10)

by substituting the general phonon displacement in the delocalized D1 ansatz, βκn1−n,n2−n,

into λκ′′n2−n − γ
κ′′
n2−n1

.

The Davydov anätze can also be used to study polaron ground-state energy band,

computed as

E(κ) = 〈Ψ(κ)|Ĥ|Ψ(κ)〉, (2.11)

where|Ψ(κ)〉 is an appropriately normalized, delocalized trial state, and Ĥ is the system

Hamiltonian. It should be noted that the crystal momentum operator commutes with the

system Hamiltonian, and energy eigenstates are also eigenfunctions of the crystal

momentum. Therefore, variations for distinct κ are independent. The set of E(κ)

constitutes a variational estimate (an upper bound) for the polaron energy band. The

relaxation iteration technique, viewed as an efficient method for identifying energy

minima of a complex variational system, is adopted in this work to obtain numerical

solutions to a set of self-consistency equations derived from the variational principle. To

achieve efficient and stable iterations toward the variational ground state, one may take

advantage of the continuity of the ground state with respect to small changes in system

parameters over most of the phase diagram and may initialize the iteration using a reliable

ground state already determined at some nearby points in parameter space. Starting from

those limits where exact solutions can be obtained analytically and executing a sequence

of variations along well-chosen paths through the parameter space using solutions from

one step to initialize the next, the whole parameter space can be explored.

Zhao et al. used mainly the Merrifield ansatz, the Toyozawa ansatz, and the

global-local ansatz in early 1990s to study the ground-state energy band of the Holstein
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molecular crystal model with simultaneous diagonal and off-diagonal exciton-phonon

coupling [13–17]. The Merrifield ansatz is a small polaron ansatz, and was proposed by

Merrifield in the 1964 [21]. The Toyozawa ansatz, requires only limited computational

resources, and can deal with large clusters with the number of sites greater than 1000 [13].

However, its accuracy in the weak coupling regime at the Brillouin zone boundary has

room for improvements due to the excessive simplification of exciton-phonon

correlations. For the global-local ansatz, it is difficult to achieve iterative convergence in

the weak coupling regime [15]. In 2013, Zhao and his coworkers developed the

delocalized D1 ansatz [17]. It can lower the ground-state energies at the Brillouin zone

boundary significantly compared with the Toyozawa and global-local ansätze in the weak

coupling regime, while considerable improvement can be achieved over the entire

Brillouin zone in the strong coupling regime. In 2014, Zhao’s group used the newly

developed multi-D1 ansatz to calculate the ground state properties of the spin-boson

model with simultaneous diagonal and off-diagonal coupling [22]. The multi-D1 ansatz

can provide results that are consistent with those from exact diagonalization and density

matrix renormalization group approaches for the cases involving two oscillators and two

baths described by a continuous spectral density function.

In general, progresses in the Davydov ansätze are impressive. The newly developed

multiple Davydov trials states can offer accurate dynamics using the Dirac-Frenkel time-

dependent variational principle, and give exact ground state properties after careful energy

iterations.

2.2 Potential applications of the multiple Davydov D2 ansatz

Using the newly developed multiple Davydov trial states, especially the multi-D2 ansatz, it

is promising to provide numerically exact dynamics for various open quantum systems. The

following subsections review the experimental and theoretical progresses in four specified

open quantum systems, which are featured on exciton transport, BOs, SF dynamics, and

LZ transitions correspondingly.
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2.2.1 Exciton transport in conducting polymers

CPs are a special class of organic materials with electronic and ionic conductivity,

advanced processability and extraordinary wettability [23, 24]. In 1977, Heeger et

al. reported oxidized iodine-doped polyacetylene as a forerunner of CPs [25, 26]. Various

experimental strategies have been developed to produce CPs by techniques such as

monomer oxidation using chemical oxidative polymerization in solution [27],

electrochemical polymerization on conductive substrates [28], and vapor-phase

polymerization [29]. Electrical properties of CPs can be tuned by oxidation and reduction,

giving rise to rapid growth of applications. Based on their good charge transport property

and high quantum efficiency of the luminescence, important utilizations of CPs are found

in the large scale organic light-emitting diodes [30] and electronic devices such as

field-effect transistors [31]. CPs have also been used as an electrode material for

supercapacitors [32, 33]. As a logical alternative to conventional inorganic electrode

materials, a composite architecture of various CPs have been developed as a cathode for

ultrafast rechargeable batteries [34]. In comparison with non-conducting polymers, there

are many advantages of CPs with regard to their electronic properties. CPs have also been

used for other purposes [35]. For example, because of easy processibility in microsturing

processes [36], CPs have been considered for a wide range of biomedical and

bioengineering applications: artificial muscles [37], controlled drug release [38], and

neural recording [39, 40]. Surface wettability based on CPs can switch between

superhydrophilicity and superoleophobicity by surface morphology control at nanoscale

[27], implying usage of CPs in intelligent orthopedic and dental implants [41].

In the aforementioned applications, the efficiency of charge carrier transport and

exciton transport significantly impacts the overall device performance [35]. The carrier or

exciton transport in CPs is well described by the SSH model in which the π electrons are

treated in a tight-binding approximation and the σ electrons are assumed to move

adiabatically with the nuclei [42]. Su et al. convincingly demonstrated that solitons play a

critical role in the carrier transport doping mechanism [43]. Troisi et al. applied the SSH
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model to investigate charge carrier dynamics in crystalline organic semiconductors by

solving the time-dependent Schrödinger equation for the charge wave function and using

the Ehrenfest theorem for classical accelerations of nuclear positions [44, 45].

Improvements on this semi-classical method has been made to study charge transport in

organic materials in recent years [46–48]. Temperature dependent charge carrier mobility

has also been considered [44, 48]. It is believed that for short times (comparable to the

phonon period) the evolution of the system is dominated by semi-classical dynamics. The

traditional Ehrenfest dynamics did not well treat the decoherence effect, which is

incorporated by an instantaneous decoherence correction (IDC) approach in the

framework of semi-classical method [48, 49].

Even though the semi-classical dynamics in the SSH model can capture certain

features of charge transport, enormous challenges still remain to accurately describe fully

quantum dynamical correlations between the electronic and vibrational subsystems [50].

In realistic polymer chains, charge transport processes occur on the nano scale and the

carriers interact with the environment including the dominant phononic DOFs [51]. The

SSH model includes off-diagonal exciton-phonon coupling as a nontrivial dependence of

the exciton transfer integral on lattice coordinates [43, 52]. Due to inherent difficulties, the

off-diagonal coupling is often inadequately treated in theoretical studies. Early treatments

of the off-diagonal coupling include the Munn-Silbey theory [53]. Recently, the Davydov

D2 ansatz [11] and the multiple Davydov trial states [54] have been developed to study

polaron dynamics in the presence of the off-diagonal coupling. However, much awaits to

be studied on the rich polaron dynamics with off-diagonal coupling with regard to exciton

momentum redistribution and energy relaxations [55].
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2.2.2 Bloch oscillations dynamics in semiconductor superlattices and organic

materials

Early evidence of time-domain BOs in superlattices was revealed by transient degenerate

four-wave mixing (DFWM) [56, 57], yielding results in agreement with the work of Esaki

and Tsu [58]. BOs emerge when an electron subject to a perfectly periodic lattice potential

executes periodic motion in the presence of an external electric field [59–65]. In recent

decades, BOs were found in various physical systems. For example, with the progress

of laser cooling and manipulation, cold atoms in an optical lattice were found to exhibit

BOs and Wannier-Stark ladders [66, 67], in accordance with theoretical predictions [68–

70]. Further experimental evidence of BOs was found in atomic Bose-Einstein condensates

(BEC) in optical lattices [71–73], in a semiconductor waveguide [74], and in a thermo-

optic polymer array subjected to a temperature gradient [75]. It was also suggested that

waveguide arrays with a changeable effective index of the individual guides would be an

optimal system to detect optical BOs in the space domain [76]. In addition, BOs have

received much attention in the past decades for its potential application in THz generation

and negative differential conductance [58]. Investigations of BOs have been carried out in

THz emission [77], electro-optic detection [78], and DFWM experiments [56]. Recently, a

new mesoscopic amplifier by the name of Bloch Oscillating Transistor has been proposed

based on BOs [79].

Following the remarkable experimental progress, recent theoretical work explores the

presence of BOs in a variety of contexts. For example, formation of photonic BOs was

investigated in an exponentially chirped one-dimensional Bragg grating using Hamiltonian

optics, where paths of geometrical rays are determined from Hamilton’s equations [80].

BOs were also theoretically predicted to exist in magnetic systems, such as soliton-like

domain walls in anisotropic spin 1/2 chains under magnetic fields [81]. Furthermore, BOs

in interacting quantum few body systems have been modeled with the Bose-Hubbard model

[82].
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One important issue for BOs dynamics is the effect of carrier-phonon interactions,

which is of essential importance for systems such as semiconductor superlattices [83, 84],

organic materials [85–91] and quantum dots [92, 93]. The phonon bath is treated

classically and the associated carrier-phonon coupling semi-classically in the SSH model

for polymers [85–88] and in the Peyrard-Bishop-Holstein model for DNA [89, 90]. More

than forty years ago, Thornber and Feynman studied the motion of an electron in a polar

crystal in a strong electric field using Fröhlich’s model of polaron, and found that the

electron acquires a constant velocity due to the emission of phonons [94]. Much

theoretical work based on the rate equations or the Boltzmann equation later focused on

calculating transition rate probabilities, rather than complex quantum amplitudes [95, 96].

However, full quantum coherence was revealed to be retained in an inelastic quantum

transport process and a steady state was found to be reached subject to an infinite lattice,

leaving the dispersionless optical phonon absorbing the excess energy from the external

field [97, 98].

Despite dedicated studies of BOs dynamics, the effect of complex interplay between

the electron and its accompanying phonon cloud in a one-dimensional lattice remains an

open question [99, 100]. Spatial dynamics influenced by carrier-phonon coupling is also

inadequately studied given initial broad and narrow carrier wave packets [101, 102].

Moreover, a unified treatment on various types of carrier-phonon coupling remains

elusive.

The intramolecular (diagonal) and intermolecular (off-diagonal) carrier-phonon

coupling has been demonstrated to coexist in organic materials [103], and it is shown that

off-diagonal coupling plays a crucial role in polaronic diffusion [104]. In the presence of

an external electric field, polaron motion with off-diagonal coupling in polymer chains has

been simulated with a semi-classical method [91, 105], neglecting the quantum nature of

phonons and carrier-phonon coupling. Fully quantum mechanical treatments are few in

the literature with little attention paid to Hamiltonians with off-diagonal carrier-phonon

coupling and an external field due to inherent difficulties to obtain reliable solutions [98].
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Based on the Holstein molecular crystal model, which describes the motion of an carrier

enveloped by a cloud of phonons [106], both diagonal and off-diagonal carrier-phonon

coupling can be investigated. Despite apparent simplicity of its Hamiltonian, the Holstein

model never ceases to surprise us with rich physics related to carrier-phonon correlations.

Our multiple Davydov trial states have been developed to accurately treat the dynamics of

the Holstein model with simultaneous diagonal and off-diagonal coupling [107, 108]. This

method can be applied to polaron dynamics in an external field.

2.2.3 Singlet fission processes

SF is a multielectron process in which a singlet exciton generated by light irradiation is

converted to two triplet excitons [109–111]. In 1965, SF was first coined to explain

photophysics in anthracene crystals [112]. In recent years, interest in SF has been renewed

because of its potential to increase maximum efficiency of organic solar cells [113–115].

As a result, SF has been studied in various organic materials of polyacenes [116],

polyenes [117], and other chromophores, such as perylenediimide and

tert-butyl-substituted terrylenes [118, 119].

To date, most efforts have been dedicated to understanding intermolecular singlet

fission (xSF), in which a singlet state on one molecule couples with the ground-state of

neighboring molecules to form an intermolecular correlated triplet pair. The xSF mainly

involves conventional SF materials, such as crystalline solids of pentacene [120, 121],

tetracene [122, 123], and other organic materials [118, 124]. Mechanisms of xSF have

been the focus of many ultrafast spectroscopic measurements [111, 120–123] and

extensive theoretical studies based on dynamics simualtions [125–134] and electronic

structures calculations [135–139]. However, due to intermolecular nature of xSF, the

efficiency of this process is highly sensitive to geometric stacking, crystal environment,

side-group, and other factors [132, 140–142]. Devices based on xSF which manipulate

crystal packing are limited by the lack of high throughput processing strategies of

developing highly ordered molecular structures. Difficulties in engineering molecular

31



Literature Review Chapter 2

packing morphology have promoted the development of intramolecular singlet fission

(iSF), in which the two long-lived triplets are located on the same molecule [143].

Achieved in 2015 [144], iSF materials offer great advantages in terms of tunable

molecular and electronic structures, and have included a series of chromophore dimers

with a conjugated linker [145–149, 149], such as covalently coupled pentacenes

[150, 151], and a covalent tetracene dimer [145]. Recent transient absorption

measurements for diphenyl-dicyano-oligoene groups (DPDCn) molecules have shown that

xSF occurs in DPDCn in acetonitrile solution, while in DPDCn solid films, iSF dominates

[152]. Based on these findings, Trinh et al. suggested that efficient SF can be achieved by

independent tuning of singlet-triplet pair coupling and triplet pair splitting [152].

However, a limited understanding of detailed xSF and iSF mechanisms hinders the design

of versatile SF materials. In particular, a unified treatment of phonon effects remains

elusive [20, 127, 128, 148, 150].

In organic crystals, fluctuations in electronic energies are induced by intramolecular

vibrations [127, 128]. (Note that this type of exciton-phonon coupling is often called

diagonal coupling.) Recently, ultrafast spectroscopic measurements in the xSF materials

have shown that phonon modes coupled to electronic excitations play a crucial role in the

xSF process [153–155]. In particular, high-frequency modes of pentacene derivatives

[20, 156, 157] and crystalline tetracene [158, 159] are found to facilitate efficient fission

by resonances between vibrational modes and energy splittings of electronic states. On the

other hand, intermolecular vibrations of the crystals induce off-diagonal exciton-phonon

coupling which modulates the electronic coupling between the singlet and triplet pair

state. Berckelbach et. al have considered the off-diagonal coupling in acene crystals and

demonstrated that it plays a minor role because frequencies of the intermolecular

vibrations are significantly lower than the energy difference between the singlet and the

triplet pair state [128]. Effects of those forms of exciton-phonon coupling on xSF are

usually restricted to particular materials such as perlenediimide crystals [160]. In contrast,

in the context of iSF, the transition between the singlet state and triplet pair state occurs

within a covalently linked dimer, and thus intramolecular vibrations of the linker part may
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induce fluctuations in the electronic coupling. Indeed, quantum chemical calculations of

the covalent tetracene dimer demonstrated that high frequency intramolecular vibrations

induce nonnegligible off-diagonal coupling as well as diagonal coupling [145]. The two

kinds of coupling have been found to be tunable in a typical iSF molecule by changing

linker types and by engineering dihedral angles between the chromophore units and the

linker [146, 150, 151]. The corresponding iSF dynamics has been obtained by treating the

exciton states quantum mechanically and phonons classically, indicating that SF time

scales vary with the linker types [148, 149]. Those investigations on exciton-phonon

coupling are believed to have helped understand fast iSF observed in a broad range of

organic molecules. However, detailed iSF mechanisms under the influence of

simultaneous diagonal and off-diagonal exciton-phonon coupling remain ill understood,

and thus a full quantum dynamical investigation, such as the variational method with the

multiple Davydov ansätze, is required for the elucidation of this issue.

2.2.4 Landau-Zener transitions in the circuit quantum electrodynamics devices

The LZ transition comes into play when the energy difference between two diabatic states

is swept through an avoided level crossing. Its final transition probability was calculated

by Landau and Zener in 1932 [161, 162]. As one of the most fundamental phenomena in

quantum dynamics, the LZ transition plays an important role in a variety of fields,

including atomic and molecular physics [163–165], quantum optics [166], solid state

physics [167], chemical physics [168], and quantum information science [169]. The list of

physical systems dominated by the LZ transition grows and interest in the LZ transition

has been renewed recently due to its various new applications [170, 171], such as a

nitrogen-vacancy center spin in isotopically purified diamond [172], a microwave driven

superconducting qubit coupled to a two level system, [173] and a spin-orbit-coupled

Bose-Einstein condensate [174].

In particular, advances in circuit QED devices make them promising candidates for

exploration of the LZ transitions due to their potential scalability and tunable parameters
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over a broad range [175–177]. Circuit QED is the realization of cavity QED in

superconducting quantum circuits. A superconducting flux qubit coupled to a quantum

interference device [178] has been fabricated by Chiorescu et al., and a charge qubit

coupled to a transmission line resonator by Wallraff et al. [179]. These developments have

paved the way to study the LZ transitions because the energy difference between the two

diabatic states has been allowed to be tuned by external fields [180]. Recent measurements

of the LZ transitions have been reported on an individual flux qubit within a multiqubit

superconducting chip, in which qubits are set up in the compound Josephson-junction

radio-frequency superconducting quantum interference device (SQUID) [181].

In any physical realization, a quantum two-state system will be affected by its

environment, which may alter the effective interaction between the two energy levels of

the system. For a realistic study of a qubit manipulation via the LZ transitions, the

influence of its environment is an important issue because a qubit is never completely

isolated. Effects of dissipation have been studied in 1989 by Ao et al., using

time-dependent perturbation theory, yielding only the LZ transition probabilities at long

times in the fast and slow sweeping limit [182]. Hänggi and coworkers have studied the

LZ transitions and dynamics in a qubit coupled to a bath at zero temperature [183].

Temperature effects on the LZ transitions have been explored in a dissipative environment

using the quasiadiabatic propagator path integral method and the non-equilibrium Bloch

equations, by which dependence of the transition probability on sweeping velocities is

obtained at long times [184–187]. Nalbach et al. have further studied the influence of

thermal environment on a harmonically driven quantum two-state system through avoided

crossings and proposed a novel rocking ratchet based on electronic double quantum dots

[188]. So far most attention has been paid to the transition probabilities in the steady

states, where the energy difference of the two diabatic states is much larger than the

bandwidth of the bosonic bath [189]. However, understanding of LZ dynamics at

intermediate times is needed. This is a time range in which the transitions have not fully

taken place and the energy difference of the two diabatic states is still within the bath’s

bandwidth [190]. Specifically, dependence of LZ dynamics on the bath frequency and the
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types of bath spectral densities is still not well-understood.

Recently, high-quality fabrication techniques and physically large shunt capacitors

have been developed to reduce densities and electric participation of defects at various

metal and substrate interfaces, leading to rapid progresses in performance and

manipulation of the flux qubit and its environment [191]. An Ohmic type spectral density

can be used to describe the qubit-bath coupling in various devices like a superconducting

circuit consisting of a transmon qubit suspended on top of a microwave guide [192], a

superconducting qubit interacting with an array of coupled transmission line resonators

[193], and a fabricated circuit QED architecture that contains a capacitively shunted flux

qubit coupled capacitively to a planar transmission line resonator [194]. Egger et

al. showed that a sub-Ohmic type spectral density can characterize the qubit-bath coupling

in a multimode circuit QED setup with hybrid metamaterial transmission lines [195].

Super-Ohmic type spectral densities have been applied to characterize the flux noise on

multiple flux qubits, especially when scaling up to large numbers of qubits, as was stated

by Storcz et al. [196, 197]. Nalbach et al. have uncovered that super-Ohmic fluctuations

are the main relaxation channel for a detuned double quantum dot which is driven by

external voltage pulses [198]. When a superconducting persistent-current qubit is exposed

to an underdamped SQUIDs environment, Lorentzian spectral densities have usually been

found [199, 200].

Dynamics of the LZ transitions at the intermediate times is influenced by the

dissipative environment. Roles of the environment include fluctuations of energies of

diabatic states, denoted by diagonal coupling, and environment-induced transitions

between diabatic states, expressed by off-diagonal coupling. In the presence of only

diagonal coupling, dynamics of the LZ transitions have been studied by Orth et al., using

a stochastic Schrödinger equation [190, 201]. Off-diagonal coupling has been

demonstrated to exist in a number of experiments, such as in a superconducting charge

qubit coupled to an on-chip microwave resonator in the strong coupling regime [179], in a

three-dimensional circuit QED architecture [191], a circuit QED device with seven qubits
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[202], and in a circuit QED implementation with a time-dependent transverse magnetic

field [203]. However, effects of off-diagonal coupling on LZ dynamics have not been well

investigated and can be studied by the Davydov ansätze.
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Lett., 1993, 70, 3319.

[78] M. Först, G. Segschneider, T. Dekorsy, H. Kurz, and K. Köhler, Phys. Rev. B, 2000,
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Chapter 3

Overview of Theoretical Methodologies

In this chapter, we present theoretical methodologies to be employed in

the coming chapters. In Section 3.1, we give a brief overview of the Dirac-

Frenkel time-dependent variational principle. In Section 3.2, we introduce

a series of multiple Davydov trial states to achieve accurate descriptions of

polaron dynamics. Finally, theoretical models for potential applications of

the multiple Davydov D2 ansatz are presented in Section 3.3.
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3.1 The Dirac-Frenkel Time-dependent Variational Principle

In order to bridge the gap between the time-dependent Schrödinger equation in quantum

mechanics and Newton’s law of motion in classical mechanics, various models and

approximations have been developed, such as the Davydov ansätze and the MCTDH

method. Most of these bridging methods depend on a time-dependent variational

approach, originated by Dirac and Frenkel in the 1930s [1, 2]. It has been found that the

fundamental role played by the Dirac-Frenkel time-dependent variational principle in

solving the time-dependent Schrödinger equation is similar to that played by the

Rayleigh-Ritz variational principle in solving the time-independent Schrödinger

eigenvalue problem [3].

In the absence of analytical solutions, the Rayleigh-Ritz approximation method was

independently formulated by Ritz and Rayleigh in 1909 to find numerical solutions to the

eigenvalue problems. When treating the time-independent Schrödinger eigenvalue

problems, this method is specifically called Rayleigh-Ritz variational principle, with

which the ground state energy of the target Hamiltonian can then be well estimated by

minimizing the expectation value of the Hamiltonian obtained using a test wave function.

The Rayleigh-Ritz variational principle has been used in the Hohenberg-Kohn-Sham

theory [4, 5], and in obtaining the minimum expectation values of quantum-mechanical

operators [6].

In contrast, the interest in the Dirac-Frenkel variational principle faded until

McLachlan took it up again in 1964 to calculate the susceptibility of a system in an

oscillating field [7]. From then on, it is also known as the Dirac-Frenkel-McLachlan

time-dependent variational principle. Heller used this approach to explore the

semi-classical dynamics in 1976, and initiated the construction of the family tree of the

MCTDH method [8, 9]. In the framework of the MCTDH method, Gaussian wave packets

are adopted as the trial functions to describe the states of the target systems [10, 11]. In

recent decades, the Dirac-Frenkel variational principle has been frequently utilized with a
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class of trial states, the Davydov ansätze, to study population dynamics of open quantum

systems [12]. Great successes of the Dirac-Frenkel time-dependent variational principle

have been achieved that led to numerically exact solutions in combination with the

multiple Davydov trial states [13–16].

In numerics, the time-dependent variational parameters of the Davydov ansätze can be

determined by the Dirac-Frenkel variational principle as follows [1, 2]. The Lagrangian L

can be first formulated as

L = 〈Ψ(t)|i~
2

(

−→
∂

∂t
−
←−
∂

∂t
)− Ĥ|Ψ(t)〉. (3.1)

where Ĥ is the corresponding Hamiltonian and |Ψ(t)〉 is the adopted trial state. Derivations

of the equations of motion for the time-dependent variational parameters ui(t) of the trial

wave packets |Ψ(t)〉 can be given by

d

dt
(
∂L

∂u̇∗i
)− ∂L

∂u∗i
= 0 (3.2)

where ui represents the exction amplitudes and the bosonic displacements of the Davydov

ansätze, u∗i is the complex conjugate of ui, and u̇∗i is the first order derivative of u∗i with

respect to time t.

The equations of motion are solved numerically by means of the fourth-order Runge-

Kutta method, leading to a complete description of the time evolution of the Davydov

ansätze. One can therefore have the explicit structure of the ansätze with relevant excitonic

and bosonic information. Rich physics regarding the dynamics of open quantum systems

can then be extracted from those variational outcomes. Physical observables of interest can

be evaluated when the excitonic and bosonic DOFs are included as the Davydov ansätze

have treated both DOFs on the equal footing [1, 2, 17–19].

3.2 The Davydov ansätze

The D1, D2, and D̃ ansätze were employed to probe the dynamics of a one-dimensional

Holstein polaron [17]. But these ansätze fail to adequately treat the weak diagonal
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exciton-phonon coupling regime. The D1 ansatz is suitable to simulate the dynamical

processes in which only the diagonal exciton-phonon coupling is considered, but it fails to

describe the case with the off-diagonal coupling. Although the D2 ansatz can be seen as a

simplified version of the D1 ansatz, it has the capability to deal with the off-diagonal

coupling case, albeit with non-negligible deviation from the exact solution to the

Schrödinger dynamics [18]. The variational method with the single D2 ansatz is

demonstrated to be equivalent to the semi-classical Ehrenfest method, which treats the

electronic DOFs quantum mechanically and the vibrational DOFs classically [13].

In order to more accurately describe dynamics for the Holstein polaron with

simultaneous diagonal and off-diagonal exciton-phonon coupling, a series of multiple

Davydov trial states, i.e., the multiple Davydov D1, D1.5, D2, and D̃ ansätze, can be

adopted for the simulation. Superposition of the D1, D1.5, D2, and D̃ ansätze offers

significant improvements over the single Davydov states in the flexibility of the trial state,

thus yielding more accurate polaron dynamics.

Denoting the number of the single Davydov ansatz included as the multiplicity M ,

multiple D1, D1.5, D2, and D̃ ansätze can be expressed as

|DM
1 (t)〉 =

M∑
i

N∑
n

ψin(t)â†n|0〉ex exp

{∑
q

[λinq(t)b̂
†
q − H.c.]

}
|0〉ph, (3.3)

∣∣DM
1.5 (t)

〉
=

M∑
i

N∑
n

ψin(t)â†n|0〉ex exp

{∑
q

[(λiq(t)− Ciq) b̂†q − H.c.]

}
|0〉ph,

(3.4)

|DM
2 (t)〉 =

M∑
i

N∑
n

ψin(t)â†n|0〉ex exp

{∑
q

[λiq(t)b̂
†
q − H.c.]

}
|0〉ph, (3.5)
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∣∣∣D̃M (t)
〉

=
M∑
i

N∑
n

ψin(t)â†n|0〉ex

× exp

{∑
q 6=0

[
(
λiq(t) + eiqnγiq(t)

)
b̂†q − H.c.] + [λi0(t)b̂†i0 − H.c.]

}
|0〉ph,

(3.6)

where N stands for the total number of sites in the ring. Moreover, n and i represent the

site number in the molecular ring and the index of the coherent superposition state,

respectively. ψin(t) are the time-dependent variational parameters for the exciton

amplitudes. λiq(t) (λinq(t)) represent the variational parameters for phonon displacements

of the multi-D2 and the multi-D1.5 ansätze (the multi-D1 ansatz). In the multi-D1.5 ansatz,

Ciq(t) = λiq(t)/(2~ωq), where ~ is the reduced Plank constant. In the multi-D̃ ansatz, the

phonon displacements are λiq 6=0(t) and γi,q 6=0(t) for q 6= 0, and λi,q=0(t) for q = 0.

Equations of motion for those variational parameters can be derived by using the

time-dependent Dirac-Frenkel variational principle.

The form of the multiple Davydov ansätze needs little adjustments for studied systems.

For example, the multi-D2 ansatz for the spin-boson model system is shown as follows

∣∣DM
2 (t)

〉
=

M∑
i=1

{
Ai(t) |+〉 exp

[
N∑
q=1

fiq(t)b̂
†
q −H.c.

]
|0〉

}

+
M∑
i=1

{
Bi(t) |−〉 exp

[
N∑
q=1

fiq(t)b̂
†
q −H.c.

]
|0〉

}
, (3.7)

where |0〉 is the vacuum state of the bosonic bath. Ai andBi are time-dependent variational

parameter for the amplitudes in spin-up state |+〉 and spin-down state |−〉, respectively.

fiq(t) are the bosonic displacements, where i and q label the i-th coherent superposition

state and q-th effective bath mode, respectively. If M = 1, the multi-D2 ansatz is restored

to the usual Davydov D2 trial state.

The validities of the Davydov ansätze can be examined by quantifying how faithfully

the trial states follow the Schrödinger equation. Here taking the multi-D2 anstz as an

example, a deviation vector ~δ(t) is defined to quantify the accuracy of the variational
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dynamics based on the multiple Davydov trial states,

~δ(t) = ~χ(t)− ~γ(t)

=
∂

∂t
|Ψ(t)〉 − ∂

∂t
|DM

2 (t)〉, (3.8)

where the vectors ~χ(t) and ~γ(t) obey the Schrödinger equation ~χ(t) = ∂|Ψ(t)〉/∂t =

−iĤ|Ψ(t)〉 and the Dirac-Frenkel variational dynamics ~γ(t) = ∂|DM
2 〉/∂t, respectively.

The deviation vector ~δ(t) can be calculated as

~δ(t) = −iĤ|DM
2 (t)〉 − ∂

∂t
|DM

2 (t)〉. (3.9)

Thus, the accuracy of the trial state is captured by the amplitude of the deviation vector

∆(t) = ||~δ(t)||. In order to better characterize the ansatz accuracies in the parameter space,

a dimensionless relative deviation σ is calculated as

σ =
max{∆(t)}

mean{Nerr(t)}
, t ∈ [0, tmax]. (3.10)

where Nerr(t) = ||~χ(t)|| is the amplitude of the time derivative of the wave function,

Nerr(t) =

√
−〈 ∂
∂t

Ψ(t)| ∂
∂t

Ψ(t)〉

=

√
〈DM

2 (t)|Ĥ2|DM
2 (t)〉. (3.11)

With sufficiently high multiplicities, numerically exact solutions have been achieved

using the multi-D1 and the multi-D2 ansätze for various dynamical processes, such as the

dynamics of the Holstein polaron and the spin-boson model [13–15], and the qubit-photon

dynamics in circuit QED system [16]. Since the multi-D2 ansatz shows better

performance in the presence of off-diagonal coupling cases, the adoption of the multi-D2

ansatz is preferred in this thesis.

3.3 Models for applications of the multiple Davydov D2 ansatz

The applications of the multiple Davydov D2 ansatz are promising and wide-ranging. We

give a few examples for potential applications. In these models, there exist two DOFs:

56



Overview of Theoretical Methodologies Chapter 3

excitonic and phononic DOFs in Subsec. 3.3.1, electronic and phononic DOFs in

Subsec. 3.3.2 and Subsec. 3.3.3, and electronic and bosonic DOFs in Subsec. 3.3.4. In

each model, wave packets of the two DOFs mix and form a polaron, which can then be

elaborated by our multiple Davydov D2 ansatz. The excitonic or electronic DOFs are

treated in their excited states and serve as the first part of the multiple Davydov D2 ansatz,

while the phononic or bosonic wavepackets are described by superposition of coherent

states and act as the second part of the ansatz. Details of the models are listed as follows.

3.3.1 A one-dimensional Holstein molecular crystal model with off-diagonal exciton-

phonon coupling

In presence of off-diagonal coupling only, the Hamiltonian of the one-dimensional Holstein

molecular crystal model takes the form

Ĥ = Ĥex + Ĥph + Ĥo.d.
ex−ph, (3.12)

where Ĥex, Ĥph and Ĥo.d.
ex−ph denote the exciton Hamiltonian, the bath (phonon)

Hamiltonian, and the off-diagonal exciton-phonon coupling Hamiltonian, respectively. In

the site representation,

Ĥex = −J
∑
n

a†n (an+1 + an−1) ,

Ĥph = ω0

∑
n

b†nbn,

Ĥo.d
ex−ph =

1

2
φω0

∑
n,l

[
a†nan+1

(
bl + b†l

)
(δn+1,l − δn,l)

+ a†nan−1

(
bl + b†l

)
(δn,l − δn−1,l)

]
, (3.13)

where â†n (ân) and b̂†n (b̂n) are the exciton and phonon creation (annihilation) operators

for the n-th site, respectively. The parameters J and φ represent the transfer integral and

the off-diagonal coupling strength, respectively. ω0 denotes the phonon frequency. In this

study, only the anti-symmetric exciton-phonon coupling is considered in Eq. (3.13). In the
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phonon momentum space, Ĥph and Ĥo.d.
ex−ph can be written as,

Ĥph =
∑
q

ωq b̂
†
q b̂q,

Ĥo.d.
ex−ph =

1

2
N−1/2φ

∑
n,q

ωq{â†nân+1[eiqn(eiq − 1)b̂q + H.c.]

+â†nân−1[eiqn(1− e−iq)b̂q + H.c.]}, (3.14)

where ωq is the phonon frequency of phonon momentum q, and b̂†q (b̂q) is the creation

(annihilation) operator of a phonon with momentum q,

b̂†q = N−1/2
∑
n

eiqnb̂†n, b̂†n = N−1/2
∑
q

e−iqnb̂†q. (3.15)

A linear phonon dispersion can be assumed,

ωq = ω0

[
1 + (

2 |q|
π
− 1)W

]
, (3.16)

where W is a constant between 0 and 1, the bandwidth of the phonon frequency is 2Wω0,

and q = 2πl/N represents the momentum index with l = −N
2

+1, . . . , N
2

. ω0 is set to unity

as the energy unit in this model, and a dispersionless optical phonon band with W = 0

is used. For this problem, the multi-D2 ansatz used is in the form of Eq. (3.5). Detailed

derivations of the equations of motion for the variational parameters are given in Appendix

A.3, together with discussions on initial conditions and numerical details.

With the wave function |DM
2 (t)〉 obtained, the total energy is defined as

Etotal = Eex + Eph + Eex−ph,

where

Eex = 〈DM
2 (t)|Ĥex|DM

2 (t)〉,

Eph = 〈DM
2 (t)|Ĥph|DM

2 (t)〉,

Eex−ph = 〈DM
2 (t)|Ĥo.d.

ex−ph|DM
2 (t)〉.

Additionally, the exciton probability in the site space Pex(t, n) and the exciton probability

in the momentum space Pex(t, k) can also be calculated as

Pex(t, n) = 〈DM
2 (t)|â†nân|DM

2 (t)〉,

Pex(t, k) = 〈DM
2 (t)|â†kâk|D

M
2 (t)〉, (3.17)
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where â†k (âk) is the creation (annihilation) operator of the exciton with momentum k,

â†k = N−1/2
∑
n

e−iknâ†n, â†n = N−1/2
∑
k

eiknâ†k. (3.18)

One can also evaluate the mean square displacement MSD (t) of the exciton probability in

the site space Pex(t, n) as a function of time t,

c(t) =
N∑
n

nPex(t, n),

MSD (t) =
N∑
n

[n− c(t)]2 Pex(t, n), (3.19)

where c(t) describes the centroid motion of the exciton probability in the site space. In

the exciton momentum representation, the counterpart, MSDk (t) denotes the degree of

deviation of the state at the time t from the initial state, as shown in the following,

ck(t) =
π∑

k=−π

kPex(t, k),

MSDk (t) =
π∑

k=−π

[k − ck(t)]2 Pex(t, k), (3.20)

where ck(t) illustrates the centroid motion of the exciton probability in the momentum

space.

3.3.2 A one-dimensional Holstein polaron in an external electric field

The Hamiltonian of the one-dimensional Holstein polaron reads

Ĥ = Ĥca + Ĥph + Ĥdiag
ca−ph + Ĥo.d.

ca−ph (3.21)

where Ĥca, Ĥph,Ĥdiag
ca−ph and Ĥo.d.

ca−ph denote the charge charrier Hamiltonian, the bath

(phonon) Hamiltonian, the diagonal and off-diagonal carrier-phonon coupling

Hamiltonian, respectively. An extra term F
∑

n na
†
nan is added to represent the scalar

potential induced by a constant external electric field F . After bending a linear chain of

atoms into a ring, however, potential of the field would become discontinuous at end
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points, leaving questionable the use of periodic boundary conditions [20]. A later

treatment [21] using a gauge transformed vector potential [22] circumvents this problem

and is thus suitable for ring systems. The gauge transformed Hamiltonian will be used for

the ring system under a constant electric field (see Appendix B.1), which can be defined as

Ĥca = −J
∑
n

a†n
(
e−iF tan+1 + eiF tan−1

)
,

Ĥph = ω0

∑
n

b†nbn,

Ĥdiag
ca−ph = −gω0

∑
n

a†nan
(
bn + b†n

)
,

Ĥo.d.
ca−ph =

1

2
φω0

∑
n,l

[
a†nan+1

(
bl + b†l

)
(δn+1,l − δn,l)

+ a†nan−1

(
bl + b†l

)
(δn,l − δn−1,l)

]
. (3.22)

Written in the phonon momentum space,

Ĥph =
∑
q

ωq b̂
†
q b̂q, (3.23)

Ĥdiag
ca−ph = −N−1/2g

∑
n,q

ωqâ
†
nân

(
eiqnb̂q + e−iqnb̂†q

)
,

Ĥo.d.
ca−ph =

1

2
N−1/2φ

∑
n,q

ωq{â†nân+1[eiqn(eiq − 1)b̂q + H.c.]

+â†nân−1[eiqn(1− e−iq)b̂q + H.c.]}.

where the parameter g represents the diagonal coupling strength. The symbols J , φ, and q

in this subsection have the same meaning with those in Subsec. 3.3.1. Here,

ωq = ω0 |sin (q/2)| is taken as the dispersion relation for acoustic phonons; in the case of

optical phonons, the Einstein dispersionless model is considered, i.e., ωq = ω0. For

simplicity, the Debye frequency is taken to be equal to the Einstein frequency ω0, which is

set to unity as the energy unit. The multi-D2 ansatz used here is still in the form of

Eq. (3.5), except that the vacuum state of the exciton, |0〉ex, in Eq. (3.5) needs to be

changed to the vacuum state of the charge carrier, |0〉ca. Detailed derivations of the

equations of motion for the variational parameters are given in Appendix B.2.
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With the wave function |DM
2 (t)〉 available, the total energy is calculated as follows

Etotal = Eca + Eph + Ediag + Eoff , (3.24)

where

Eca = 〈DM
2 |Ĥca|DM

2 〉,

Eph = 〈DM
2 |Ĥph|DM

2 〉,

Ediag = 〈DM
2 |Ĥ

diag
ca−ph|D

M
2 〉,

Eoff = 〈DM
2 |Ĥo.d.

ca−ph|DM
2 〉.

Additionally, time evolution of the phonon displacement Xph(t, n) is also calculated

Xph(t, n) = 〈DM
2 |b̂n + b̂†n|DM

2 〉. (3.25)

This thesis further uses a standard deviation σ(t) to characterize the motion of the carrier

wave, which is defined as follows

σ(t)2 =
N∑
i

(n− c(t))2 Pca(t, n) (3.26)

where the standard deviation is used to measure how far the carrier wave spreads out from

its mean position. It is noted that the standard deviation σ(t) and the mean value c(t) are

sensitive to the initial standard deviation σ0 of the carrier wave packet.

3.3.3 A dimer model of intramolecualr singlet fission dynamics

Our focus here is on a dimer model of the iSF dynamics on the basis of the four-electron

four-orbital basis [23, 24]. A simple scheme is considered for the iSF process,

|g〉 → |S1〉 → |TT〉, where |g〉 denotes the electronic ground state, |S1〉 is the singlet state,

and |TT〉 represents the correlated triplet pair state. In some organic materials, the iSF

and xSF processes may be accelerated by a mediated pathway, in which the singlet state

converts to a triplet pair state via the charge transfer (CT) state. Quantum chemistry

calculations of acene derivatives have demonstrated that the energy of the CT state is
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significantly higher than that of the singlet excited states [25, 26], and CT states have been

found not to participate in xSF process as actual intermediates between S1 and TT

[27–32]. Moreover, using electronic structures calculations and transient absorption

spectroscopy, iSF has been demonstrated to occur via a direct coupling mechanism that is

independent of the CT states in the covalent pentacene dimer [33] and tetracene dimer

[34]. Therefore, in this thesis we assume that the sole effect of the CT states is to

effectively couple the S1 and TT states. A system-bath Hamiltonian is employed

describing the both diagonal and off-diagonal coupling,

Ĥ = Ĥsys + Ĥbath + Ĥsys−bath. (3.27)

First term of Ĥ is the system Hamiltonian, and is chosen to be that of an electronically

diabatic Hamiltonian for |g〉, |S1〉 and |TT〉

Ĥsys =
∑

n=S1,TT

εng|n〉〈n|+
∑

m=S1,TT

∑
n6=m

Jmn|m〉〈n|, (3.28)

where εng is the Franck-Condon energy associated with electronic transition from |g〉 to |n〉,

and JS1,TT is strength of the interstate coupling between S1 and TT. JS1,TT includes the

contribution of the direct coupling between S1 and TT based on the two electron integrals

[24, 27] as well as that of the effective coupling created by quantum mixing of CT and

electronic states. The second term of Ĥ represents the bath Hamiltonian Ĥbath, and is

given by

Ĥbath =
∑
q

~ωq b̂†q b̂q, (3.29)

where ωq indicates the frequency of the q-th mode of the bath with creation operator, b̂†q,

and annihilation operator, b̂q. The assumption of harmonic oscillators is used to treat the

effects of vibrational degrees of freedom, because the molecular dimer has been taken in

the vicinity of the potential minima where the potentials are harmonic, and nuclear motion

can be understood as a superposition of independent harmonic vibrations around the

equilibrium configurations [30, 35, 36]. Third term of Ĥ represents the system-bath
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coupling, Ĥsys−bath, and is given by

Ĥsys−bath =
∑

n=S1,TT

|n〉〈n|
√
λn,g · Êx

+
∑

m=S1,TT

∑
n6=m

|m〉〈n|
√
λo.d.

S1,TT · Êy, (3.30)

where operators are defined as Êx = ~ωqgq(b̂†q + b̂q) and Êy = ~ωqcq(b̂†q + b̂q). Here gq and

cq are the diagonal and off-diagonal exciton-phonon coupling strength between the system

and q-th mode, respectively, λmn represents the reorganization energy associated with the

transition from |m〉 to |n〉, and λo.d.
mn is the amplitude of fluctuations in interstate coupling

between |m〉 and |n〉. Details of both types of coupling can be found in Ref. [15]. The

diagonal coupling describes fluctuations in the electronic energies induced by

intramolecular vibrations, whereas the off-diagonal coupling attributes to the fluctuations

in electronic coupling induced by intramolecular and intermolecular vibrations, as

mentioned above. The spectral density Jα(ω) (α = x, y) is a useful measure for

characterizing various forms of exciton-phonon coupling, and can be evaluated in terms of

gq (cq) as

Jx(ω) =
π

2

∑
q

~ω2
qg

2
qδ(ω − ωq), (3.31)

Jy(ω) =
π

2

∑
q

~ω2
qc

2
qδ(ω − ωq). (3.32)

In this study, the diagonal coupling spectral densities are modeled using underdamped

Brownian oscillators with Huang-Rhys factor, Sm = λmg/(~ωdiag), such that

Jx(ω) =
4γdiagω

2
diagω

(ω2 − ω2
diag)2 + 4γ2

diagω
2
, (3.33)

where ωdiag is the vibrational frequency and γdiag is the vibrational relaxation rate. In the

iSF materials, the dominant contributions to off-diagonal coupling are from the

intramolecular vibrations. Similarly, the off-diagonal coupling spectral densities can be

modeled as

Jy(ω) =
4γo.d.ω

2
o.d.ω

(ω2 − ω2
o.d.)

2 + 4γ2
o.d.ω

2
, (3.34)

63



Overview of Theoretical Methodologies Chapter 3

where ωo.d. is the vibrational frequency and γo.d. is the vibrational relaxation rate.

To obtain numerical solutions to the equations of motion for the variational parameters

after application of the multi-D2 ansatz, the continuum spectral densities Jx(ω) and Jy(ω)

need to be discretized. In this model, the method of linear discretization is employed. The

displacement gq for each ωq is given by g2
q = 2Jx (ωq) ∆ω/(π~ω2

q ). With respect to off-

diagonal coupling, the displacement cq for each ωq is given by c2
q = 2Jy (ωq) ∆ω/(π~ω2

q ).

For simplicity, the multi-D2 ansatz for the SF model system is described in the following

form

∣∣DM
2 (t)

〉
=

M∑
i=1

∑
n=S1,TT

{
cin(t) |n〉 exp

[∑
q=1

fiq(t)b̂
†
q −H.c.

]
|0〉vib

}
, (3.35)

where |0〉vib is the vacuum state of the bosonic bath. cin(t) is the time-dependent variational

parameter for the amplitudes in state |n〉, and fiq(t) denotes the bosonic displacements,

where i and q label the i-th coherent superposition state and q-th effective bath mode,

respectively. Details of the Lagrangian and equations of motion are given in Ref. [15].

3.3.4 Dissipative Landau-Zener model

The entire Hamiltonian of a driven two-level system interacting with a bosonic bath can be

given by

Ĥ = ĤS + ĤB + ĤSB (3.36)

where the system Hamiltonian is the standard LZ Hamiltonian for an isolated two-level

system, i.e, ĤS = ĤLZ, with

ĤLZ =
vt

2
σz +

∆

2
σx (3.37)

Here σz = |↑〉 〈↑| − |↓〉 〈↓| and σx = |↑〉 〈↓|+ |↓〉 〈↑| are the Pauli matrices. The states, |↑〉

and |↓〉, are eigenstates of the qubit Hamiltonian vt
2
σz. The energy difference between the

diabatic states, vt, varies linearly with time (with level-crossing speed v > 0). Tunneling
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strength ∆ represents intrinsic interactions between the two diabatic states, and induces the

transitions.

In order to consider the Landan-Zener transition in the presence of an environment, this

study models a bosonic bath of N quantum harmonic oscillators by Hamiltonian ĤB and

the qubit-bath coupling by Hamiltonian ĤSB [37],

ĤB =
N∑
q=1

~ωq b̂†q b̂q

ĤSB =
N∑
q=1

γq
2

(cos θqσz + sin θqσx) (b̂†q + b̂q) (3.38)

where ~ = 1 is assumed throughout, ωq indicates the frequency of the q-th mode of the bath

with creation (annihilation) operator b̂†q(b̂q). γi and θi are the qubit-oscillator coupling and

the interaction angle, respectively. The effect of the bosonic bath is to change the energies

of the qubit via the diagonal coupling (σz) and to induce transitions between the levels of

the qubit via the off-diagonal coupling (σx)

The environment and its coupling to the system are characterized by a spectral density

function,

J (ω) =
∑
q

γ2
q δ (ω − ωq) = 2αω1−s

c ωse−ω/ωc (3.39)

where α is the dimensionless coupling strength, ωc denotes the cutoff frequency, and s

determines the dependence of J (ω) on the bath frequency ω. The bosonic Ohmic bath is

specified by s = 1, and s < 1(s > 1) denotes the sub-Ohmic (super-Ohmic) bath [38].

Spectral densities of the sub-Ohmic bath are computed using logarithmic discretization.

Linear discretization is used for Ohmic and super-Ohmic bath, and cutoff frequency in the

discretization is given by ωc = 10
√
v/~.

For convenience, the multi-D2 ansatz for the dissipative Landau-Zener model is shown
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as follows ∣∣DM
2 (t)

〉
=

M∑
i=1

{
Ai(t) |↑〉 exp

[
N∑
q=1

fiq(t)b̂
†
q −H.c.

]
|0〉

}

+
M∑
i=1

{
Bi(t) |↓〉 exp

[
N∑
q=1

fiq(t)b̂
†
q −H.c.

]
|0〉

}
, (3.40)

where Ai and Bi are time-dependent variational parameter for the amplitudes in states |↑〉

and |↓〉, respectively. Other parameters in Eq. (3.40) have the same meaning as in Eq. (3.7).

Details of the Lagrangian, equations of motion, and initial conditions are given in Appendix

C.1.

With the wave function |DM
2 (t)〉 available, below we give the time evolution of the

transition probability that the qubit flipped from the initial state |↑〉 to |↓〉 at the time t,

P↑→↓ (t) = 1− P↑→↑ (t) ,

P↑→↑ (t) =
M∑
i,j

A∗j (t)Sji (t)Ai (t) ,

where Ai are the time-dependent variational parameters for the amplitude in state |↑〉, and

Debye-Waller factor is

Sji (t) = exp
∑
q

{
−
(
|fjq (t)|2 + |fiq (t)|2

)
/2 + f ∗jq (t) fiq (t)

}
.
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Chapter 4∗

Polaron dynamics with off-diagonal coupling

Treated traditionally by the Ehrenfest approximation, dynamics of a

one-dimensional molecular crystal model with off-diagonal exciton-phonon

coupling is investigated in this chapter using the Dirac-Frenkel

time-dependent variational principle with the multi-D2 ansatz. The effect of

the transfer integral and the off-diagonal coupling on exciton transport are

probed in both real and reciprocal space representations. Finally, the

variational method with importance sampling is employed to investigate

temperature effects on exciton transport using the multi-D2 ansatz, and it is

demonstrated that the variational approach is valid in both low and high

temperature regimes.

∗ This chapter published substantially as Z. Huang, L. Wang, C. Wu, L. Chen, F. Grossmann, and Y. Zhao,

Phys. Chem. Chem. Phys., 19, 1655 (2017).

69



Polaron dynamics with off-diagonal coupling Chapter 4

4.1 Introduction

Exciton transport in CPs is commonly described by the SSH model [1] and treated by the

semi-classical method based on Ehrenfest approximation [2]. Ehrenfest theorem provides

a bridge between quantum and classical mechanics, and is the quantum mechanical

equivalent of Newton’s second law of motion in the classical limit that wave function is

highly concentrated around a point. In 1927, Ehrenfest related the time derivative of the

expectation values of the position and momentum operators to the expectation value of the

force on a massive particle moving in a scalar potential, and implied that the expected

position and expected momentum will approximately follow the classical trajectories [3].

In order to give a natural extension of the usual Ehrenfest average used in the classical

path method [4, 5], a self-consistent mean-field formalism based on the Ehrenfest theorm

was developed in 1983 by Billing [6]. His developed method dealt with systems where the

wave function of the quantum part depends upon classically treated nuclear coordinates

and momenta, and inspired various varitions of the Ehrenfest method. For example, Troisi

et al. constructed a conventional treatment of carrier dynamics of the SSH model to solve

the time-dependent Schrödinger equation for the charge wave function and use the

Ehrenfest theorem for classical accelerations of nuclear positions [7]. In realistic polymer

chains, charge transport processes occur on the nano scale and the carriers interact with

the environment including the dominant phononic DOFs [8]. Even though the

semi-classical dynamics in the SSH model can capture certain features of charge

transport, enormous challenges still remain to accurately describe fully quantum

dynamical correlations between the electronic and vibrational subsystems [9].

In this chapter, in order to offer an accurate description of polaron dynamics including

off-diagonal coupling, the Dirac-Frenkel time-dependent variational approach with the

multiple Davydov trial states will be employed. The Hamiltonian of the Holstein polaron

model is given in Subec. 3.3.1 of Chapter 3. The reminder of the chapter is structured as

follows. In Sec. 4.2, the accuracy of the variational method using the multi-D2 Ansatz is

examined by the ansatz deviation, which quantifies how faithfully the trial state follows
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Figure 4.1 The relative deviation σ of the multi-D2 ansatz is displayed as a function of 1/M

for a commonly used set of parameters with off-diagonal coupling φ = 2.0 and large transfer

integral J = 7.4. In the inset, the relationship σ ∼ Mµ is displayed on a log-log scale and the

dashed line represents a power-law fit.

the Schrödinger equation, and it is shown that large enhancement over that of the

semi-classical method have been achieved. Numerical results of polaron dynamics by the

variational method using the multi-D2 Ansatz are discussed in Sec. 4.3. Impacts of the

transfer integral and the off-diagonal coupling on the exciton transport are studied in

Sec. 4.4. Effects of temperature on polaron dynamics is investigated in Sec. 4.5.

4.2 The multi-D2 Davydov ansatz

In this section, dynamics of Hamiltonian (3.12) is described fully quantum mechanically

using the multi-D2 ansatz with sufficiently large multiplicity M , yielding numerically

accurate quantum dynamics at zero temperature [10].

The accuracy of the multi-D2 ansatz is firstly tested with parameters extracted from

Refs. [7] (this parameter set was extensively used to study realistic models of pentacene

molecules). As shown in Fig. 4.1, the relative deviation σ goes to zero as the multiplicityM

approaches infinity. A log-log plot of (σ, 1/M ) (inset) indicates a power-law relationship

with an exponent of µ = 0.29(1), further inferring a numerically exact solution in the

limit of M → ∞. The largest relative deviation σ is found for the single D2 ansatz. As
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Figure 4.2 MSD (t) of the exciton for the case of J = 7.4 and φ = 2.0 is obtained from the

single DM=1
2 , the DM=8

2 , the DM=16
2 , and the DM=22

2 ansatz, respectively.

presented in Appendix A.1, the SSH Hamiltonian is equivalent to the Holstein Hamiltonian

with off-diagonal coupling. The equivalence between the semi-classical method and the

variational method using the single D2 ansatz is shown in Appendix A.2. Therefore, this

implies that the accuracy of the semi-classical Ehrenfest dynamics can be quantified by

the relative deviation of the single D2 ansatz. The variational method with sufficiently

large M fully takes into account the quantum effects, yielding a much more accurate result

than that with the single D2 ansatz, which is equivalent to the semi-classical method. For

example, σ of the DM=16
2 ansatz in Fig. 4.1 is smaller than 0.1, thus the multiplicity ofM =

16 is employed to explore polaron dynamics in following subsections, unless otherwise

specified.

In order to further compare the performance of the variational method using the

multi-D2 ansatz and that of the semi-classical method, the exciton movement is studied by

calculating the mean square displacement MSD (t). As shown in Fig. 4.2, the amplitudes

of MSD (t) from the fully quantum variational method using the DM=8
2 , the DM=16

2 , and

the DM=22
2 ansatz are smaller than that from the semi-classical Ehrenfest method

(equivalent to the single D2 ansatz), and MSD (t) shows apparent convergence as the

multiplicity M exceeds 16. This result is in agreement with that by the IDC approach,

which the carrier is found to be less mobile in comparison with that of original Ehrenfest

method [11, 12]. In this case, the transfer integral is much larger than the exciton-phonon

coupling and makes more contribution to the movement of the wave front in the carrier
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propagation. Consequently, the exciton-phonon coupling leads to localization of the wave

front. The Ehrenfest method treats the phonons semi-classically and underestimate the

confinement effect of the exciton-phonon coupling on the wave function. Therefore the

reduction of the mobility is attributed to the quantum mechanical description of the

phonons and the electron-phonon coupling. It should be noted, however, the change of

MSD (t) depends on parameter regimes. In some other cases (e.g., J = 0 and φ = 1.0),

phonon assisted transport dominates the exciton movement as discussed in Ref. [10].

4.3 Polaron dynamics in exciton momentum representation

In this section, impacts of off-diagonal coupling on the exciton movement are explored in

the exciton momentum representation by using the multi-D2 ansatz. Without the exciton-

phonon coupling, the Hamiltonian of the bare exciton can be described by the first term

of Hamiltonian (3.12), Ĥex, and the energy band is E(k) = −2J cos(k). The exciton

energy and the exciton momentum are constants of motion. However, in the presence of

the exciton-phonon coupling, the exciton momentum may move away from initial values

and the exciton energy would be dissipated.

The left and the right columns of Figs. 4.3(a)-(d) present the time evolution of the

exciton momentum probability Pex(t, k), starting from initial conditions Pex(0, k) = 1 at

k = 0 and π, respectively. Pex(t, k) redistributes toward a quasi stationary state, where no

net energy transfer takes place between the exciton and the phonons, as shown in

Figs. 4.3(e) and (f). Notwithstanding the difference of initial excitonic conditions,

Pex(t, k) in the case of Figs. 4.3(a) and (b) still relaxes to the same stationary regime,

where final Pex(t, k) is centered around k = 0. As for J = −0.6, Pex(t, k) is centered

around k = ±π, as shown in Figs. 4.3(c) and (d). Moreover, the exciton momentum

pattern in Fig. 4.3(a) is shifted by π comparing to that in Fig. 4.3(d) because the Brillouin

zone of the former is π shifted from that of the latter, and the shift also occurs for Pex(t, k)

in Figs. 4.3(b) and (c).
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Figure 4.3 (a)-(d) Time evolution of the exciton momentum probability Pex(t, k) displayed in

two columns is obtained using excitonic initial conditions: Pex(0, k = 0) = 1 (left column) and

Pex(0, k = π) = 1 (right column). Two transfer integrals, J = 0.6 and −0.6, are used together

with the same off-diagonal coupling strength of φ = 1, respectively. Energies for the case of

J = 0.6 and φ = 1 are plotted for (e) Pex(0, k = 0) = 1 and (f) Pex(0, k = π) = 1. Energies

of the exciton and the exciton-phonon coupling are displayed for each exciton momentum k

using the initial condition of (g) Pex(0, k = 0) = 1 and (h) Pex(0, k = π) = 1. The number of

sites N = 8 is fixed in these calculations.
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The energy relaxation process is known to be accompanied with a redistribution of the

exciton momentum probability [13]. With regard to the Holstein model with diagonal

coupling, the exciton kinetic energy is transferred into the phonons, ending up with a

constant value of Eex + Eex−ph [14]. However, energy relaxation in the Holstein model

with off-diagonal coupling is still not well understood. In order to clarify this issue, time

evolution of the exciton and the phonon energy is considered carefully. Figs. 4.3(e) and (f)

show the time evolution of energies in the case of J = 0.6 and φ = 1 for

Pex(0, k = 0) = 1 and Pex(0, k = π) = 1, respectively. Under this parameter set, the

initial exciton energy of Pex(0, k = 0) = 1 is the lowest, that of Pex(0, k = π) = 1 is the

highest, and those of other initial conditions fall in between. After the transfer integral is

changed to J = −0.6, due to a phase shift of the Brillouin zone in the exciton momentum

space, the initial exciton energy of Pex(0, k = 0) = 1 becomes the maximal while that of

Pex(0, k = π) = 1 turns into the minimal for all initial excitonic conditions. As a result,

identical energy relaxation processes occur despite that transfer integrals have opposite

signs. Thus, only the case of J = 0.6 and φ = 1 is displayed for simplicity. At t = 0, the

phonons are in their vacuum states. Later, the incident exciton wave fronts generate

phonons via the exciton-phonon coupling. As a consequence, the exciton energy is

transferred to the phonon degrees of freedom. After a fast relaxation process, both the

energies of the exciton and the phonons reach steady values. Eex + Eex−ph in the steady

state settles around −2|J |, which corresponds to the energy minimum of the exciton in the

absence of the exciton-phonon coupling. In order to identify the energy contribution of

each exciton momentum, Eex + Eex−ph is also investigated in the exciton momentum

representation. As plotted in Figs. 4.3(g) and (h), the initial Eex + Eex−ph is −1.2 and 1.2,

respectively. After relaxation, the momentum of k = 0 becomes the main contributor of

Eex + Eex−ph for both cases, and also determines the locations of the quasi stationary

regime after the exciton momentum redistribution.

Fig. 4.4 presents the time evolution of the exciton momentum probability in the absence

of the transfer integral. The initial excitonic conditions are set as Pex(0, k) = 1 of k = 0 and

π in the left ((a),(c) and (e)) and the right ((b),(d) and (f)) column of Fig. 4.4, respectively.
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Figure 4.4 Time evolution of the exciton momentum probability Pex(t, k) for J = 0 and

φ = 1 is obtained using two initial conditions: (a) Pex(0, k = 0) = 1 (left column) and (b)

Pex(0, k = π) = 1 (right column). Corresponding energies are displayed in (c) and (d). The

contribution to the exciton-phonon interaction energy from each exciton momentum are shown

in (e) and (f).
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Akin to the cases of J = 0.6 and φ = 1 in Fig. 4.3, by comparing Pex(t, k) with two

types of initial conditions, it is found that the exciton momentum probabilities redistribute

and become centered around the same regimes, as shown in Figs. 4.4(a) and (b). Even in

the absence of the transfer integral, the exciton can still be transported by the off-diagonal

coupling. Figs. 4.4(c) and (d) plot the time evolution of the phonon energy and the exciton-

phonon interaction energy. As also shown in Figs. 4.4(c) and (d), for 0 < t 6 t0, the

amplitudes of both Eph and Eex−ph reach their peaks and fluctuate until the exciton and

the phonons cease to exchange energy at t = 10t0. The energy relaxation process only

involves Eex−ph because Eex is always zero. As presented in Fig. 4.4(e), Eex−ph of each

exciton momentum undergoes three stages during the energy relaxation process. During

0 < t 6 t0, they all show strong oscillations with largest amplitudes. At the intermediate

stage of t0 < t 6 10t0, the energies of k = ±π/2 compete with that of k = 0. For

t > 10t0, the contribution of the energy of k = 0 to Eex−ph reduces to almost zero, leaving

the energy of k = ±π/2 to be the dominant energy contributor. As for the case of the initial

condition Pex(0, k = π) = 1 as shown in Fig. 4.4(f), the competition at the second stage of

t0 < t 6 10t0 occurs between the energies of k = ±π and ±π/2 instead, and the energy

of k = ±π/2 also turns out to be the prominent contributor to Eex−ph. Consequently, the

exciton momentum probability finally becomes centered around k = ±π/2 as shown in

Figs. 4.4(a) and (b).

4.4 Effect of transfer integral and off-diagonal coupling on exciton transport

In this section, the influence of the transfer integral and the off-diagonal coupling on the

exciton transport of Hamiltonian (3.12) is investigated.

By tuning the transfer integral, contributions of the transfer integral and the off-diagonal

coupling on the exciton movement are examined, as shown in Fig. 4.5. It can be shown

in the site representation that the off-diagonal exciton-phonon coupling plays a crucial

role in polaron transport [15, 16]. As shown in Fig. 4.5(b), the off-diagonal coupling is

the only agent for exciton movement in the absence of the transfer integral, also known
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Figure 4.5 Time evolution of the exciton probability in the site space Pex(t, n) for the case

of the off-diagonal coupling (φ = 1.0) is obtained with transfer integrals (a) J = 0.5, (b)

0, and (c) −0.5; Related time evolution of the exciton probability in the momentum space

Pex(t, k) is shown in (d)-(f); (g) MSD (t) of J = 0.6, 0.5, 0, −0.5 and−0.6 together with φ =

1.0 is plotted in the site representation; (h) MSDk (t) is displayed in the exciton momentum

representation; (i) Energy bands of the ground state are obtained from the Toyozawa ansatz.

The number of sites N = 32 is fixed in these calculations.
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as phonon-assisted transport [17]. When both the off-diagonal coupling and the direct,

phonon free exchange transfer are present, because of the competition between them, the

extion transport may be inhibited, as shown in Fig. 4.5(a). The self-trapping phenomenon is

expected due to the competition between the off-diagonal coupling and the transfer integral

when the energy bands is flattened at the Brollouin zone center [18]. In this work, the

Toyozawa ansatz is adopted to study the ground state energy bands of the Holstein model

using the variational method. As presented in Fig. 4.5(i), the lowest energy band of J = 0.5

and φ = 1.0 meets the self-trapping condition, and thereby this case can be taken as an

example to study the self-trapped exciton from the perspective of dynamics. In agreement

with the expectation, Pex(t, n) turns out to be localized in Fig. 4.5(a). By directly flipping

the sign of the transfer integral to J = −0.5, the exciton wave fronts are found to move

considerably, as shown in Fig. 4.5(c). Via MSD (t) as defined in Eq. (3.19), the expansion

of the exciton wave packets is further investigated for J = −0.6, −0.5, 0, 0.5 and 0.6. As

plotted in Fig. 4.5(g), the amplitude of MSD (t) for J = 0 and φ = 1 is smaller than those

of other cases with non-zero transfer integrals, except the self-trapped case of J = 0.5 and

φ = 1.0.

In the crystal momentum representation, the underlying physics of the ground states can

be elucidated, where the crystal momentum is denoted as K (see Eq. (2.6)). The Toyozawa

ansatz is a time independent translationally invariant trial state, viewed as a superposition

of the replicas of the D2 ansatz displaced to every lattice site, weighed by a phase factor of

the total momentum [18]. The energy bands of the ground states are calculated from the

Toyozawa ansatz. In the the off-diagonal coupling only case (J = 0), the minima of the

band are located atK = ±π/2. The addition of positive (negative) transfer integrals moves

the minima towards the center (boundary). In particular, as mentioned above, the case of

J = 0.5 flattens the band at the center of the Brillouin zone, leading to the largest effective

mass of all studied cases, in accord with the self-trapping of Pex(t, n) in Fig. 4.5(a).

The effect of the transfer integrals on the exciton movement in the presence of the

off-diagonal coupling is further examined in the exciton momentum representation in
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Figure 4.6 (a) MSD (t) of the exciton in the site representation is shown for J = 0 and φ =

0.7, 0.8, 0.9, 1.0, 1.1, 1.2 and 1.3; Related MSDk (t) in the exciton momentum representation

is displayed in (b).

Figs. 4.5(d)-(f) and (h). The exciton is created in the profile of (2 + cos k) /2N in the

momentum space as two nearest neighboring sites are excited initially (see Appendix

A.3).In the subsequent relaxation process, Pex(t, k) redistributes and becomes localized in

a quasi stationary region, and the mean square displacement of the exciton momentum

MSDk (t) approaches a plateau, as shown in Fig. 4.5(h). After the relaxation process, the

final Pex(t, k) is found to be determined by a combination of the transfer integral and the

off-diagonal coupling strength. For the off-diagonal coupling only case, Pex(t, k)

progressively becomes localized around k = ±π/2 (Fig. 4.5(e)). In the case of J = 0.5

and 0.6, Pex(t, k) aggregates toward k = 0, as seen in Fig. 4.5(d). Similarly, Pex(t, k) of

both J = −0.5 and −0.6 correspond to ±π in Fig. 4.5(f). In addition, MSDk (t) for the

extreme cases of Pex(t, k) = δk,0 and δk,±π are 0 and 2π2, respectively. As shown in

Fig. 4.5(h), MSDk (t) of J = 0.6 is closer to the analytical value of 0 than that of J = 0.5,

indicating that Pex(t, k) of J = 0.6 is more localized around the zone center than that of

J = 0.5. Likewise, MSDk (t) of J = −0.6 is nearer to the limited value of 2π2 than that

of J = −0.5, illustrating that Pex(t, k) of the former case is more localized around

k = ±π.
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In the site representation, the off-diagonal coupling is known to play the role of assisting

the transport of the exciton [16, 17]. In Fig. 4.6(a), the dependence of MSD (t) on the off-

diagonal coupling strength is studied in the absence of transfer integral (J = 0). It is found

that the exciton propagation is facilitated by the off-diagonal coupling, as shown by the site-

space MSD (t) in Fig. 4.6(a). However, the off-diagonal coupling can be simultaneously

an agent for exciton localization. The localization effect of φ gradually increases with the

coupling strength φ if φ is greater than a critical value φc [19]. As shown in Fig. 4.6(a), the

amplitude of MSD (t) decreases with the off-diagonal coupling strength φ for φ > φc =

1.0.

In the exciton momentum representation, Pex(t, k) all ends up around k = ±π/2 for a

variety of off-diagonal coupling strengths, and the corresponding MSDk (t) approaches

the same narrow regime around 0.25π2, which is the theoretical value of MSDk (t) for

Pex(t, k) = (δk,π/2 + δk,−π/2)/2, as shown in Fig. 4.6(b). However, the relaxation time

diverges due to the variance of the off-diagonal coupling. The time for the exciton

momentum to reach the stationary regime is inversely related to the off-diagonal coupling

strength, because the first stage of the time evolution (t< 0.5t0) is accompanied by the fast

exciton movement in the case of large off-diagonal coupling as presented in Fig. 4.6. In

addition, the energy bands of various off-diagonal coupling strengths imply that the band

width and effective mass are largest for φstatic
c = 1.4 and get smaller as φ moves away

from φstatic
c [19]. The localization feature is found both in static and dynamic calculations

although the value of φc differs slightly. The off-diagonal exciton-phonon coupling leads

to exciton energy dissipation and redistribution of exciton momentum in three typical

scenarios corresponding to completely distinguishable band structures (this conclusion is

independent of the system size), which may be formed due to a variety of compositions

and geometrical structures of the organic materials, defects, doping mechanisms and

deformations of CPs [20, 21].
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4.5 Temperature effects

In this section, the work is extended to to study the effect of finite temperatures on polaron

dynamics. The conductivity of polymers has been measured by many workers as a

function of temperature [1, 22, 23]. The temperature effects have been in contention from

a theoretical point of view. For example, Cruzeiro et al. claims that Davydov soliton is

stable at T = 310 K [24]. Later, a quantum Monte Carlo treatment has shown that the

Davydov soliton is unstable above 7 K [25]. In this work, several approaches are used to

study the temperature effects: a variational method with importance sampling (see

Appendix A.4.2),the HEOM method [26, 27], and the averaged Hamiltonian method (see

Appendix A.4.1). The variational method with importance sampling developed by Wang

et al. simulates thermal fluctuation of phonon modes by sampling the initial phonon

displacements based on the Bose distribution, and thus it can deal with Holstein polaron

dynamics at both low and high temperatures [28]. The HEOM method is numerically

exact and is capable to treat any finite temperature, serving as a benchmark here.

However, the HEOM method is also numerically expensive and thus impractical when the

system size is large. The variational approach can treat large systems once a proper trial

wave function is adopted. In order to compare to previous attempts in the literature, the

averaged Hamiltonian method has also been used, and it is found that this approach is not

even suitable for the spin-boson model (i.e.., N=2) as shown in Appendix A.4.

Fig. 4.7 shows polaron dynamics calculated by the multi-D2 ansatz with importance

sampling and the HEOM method for two temperatures. The calculations are carried out for

J = 0.8 and φ = 0.3 in a ring of N = 8 sites. Pex(t, n) outputs obtained from the DM=16
2

ansatz and the HEOM method at T = 0 are shown and compared in Figs. 4.7(a) and (b),

respectively. As revealed in Fig. 4.7(c), ∆Pex(t, n), i.e., the difference between the two

methods, are two orders of magnitude smaller than the value of Pex(t, n), indicating that

variational method can be numerically exact at low temperatures with sufficient multiplicity

M of the multi-D2 ansatz. The phonon displacement λi,q(t = 0) is set to zero at T = 0,

while importance sampling is used at T = 2/kB (β = 0.5) to simulate the finite temperature

82



Polaron dynamics with off-diagonal coupling Chapter 4

Figure 4.7 Time evolution of the exciton probability in the site space Pex(t, n) obtained at

T = 0 and 2/kB . Pex(t, n) at T = 0 obtained from (a) the DM=16
2 ansatz, (b) the HEOM

method, and (c) ∆Pex(t, n) between the DM=16
2 ansatz and the HEOM method; Pex(t, n)

obtained from (d) the DM=16
2 ansatz, (e) the HEOM method, and (f) the related ∆Pex(t, n)

at T = 2/kB (β = 0.5).

effects with the result displayed in Fig. 4.7(d). Similarly, as shown in Fig. 4.7(f), differences

between results from the two methods are two orders of magnitude smaller than the value

of Pex(t, n) in Figs. 4.7(d) end (e), inferring that the variational method with importance

sampling provides numerically exact results at high temperatures with sufficiently largeM .

Next, the influence of thermal fluctuations on exciton transport is investigated. For both

low and high temperatures, the exciton wave fronts depart from the site of exciton creation

and propagate in opposing directions until they meet at the opposite side of the ring. During

the time evolution, distinct features observed at zero temperature (Figs. 4.7(a) and (b)) are
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now significantly smeared due to the thermal fluctuations (Figs. 4.7(d) and (e)). As shown

in Figs. 4.7(d) and (e), during 0.2t0 < t < t0 the exciton probability is more centered

around the site of creation than those of Figs. 4.7(a) and (b). For t > t0, the bright spots

shown in Figs. 4.7(a) and (b) are significantly quenched in Figs. 4.7(d) and (e). These

results indicate that the exciton transport is weakened when the temperature is increased,

in line with Refs. [ 7].

In summary, an accurate description is offered for polaron dynamics including off-

diagonal coupling using the Dirac-Frenkel time-dependent variational approach with the

multiple Davydov trial states. The accuracy of the Ehrenfest dynamics is examined for the

SSH model. It is demonstrated that the semi-classical method and the variational method

using the single D2 Ansatz are equivalent. Then the validity of the semi-classical method

(the variational method with the single D2 Ansatz) is checked by examining its deviations

from the exact quantum dynamics. The underlying physics is revealed in the real and

reciprocal space representations, including the exciton transport, the exciton momentum

redistribution and the exciton energy dissipation. At the closing of the chapter, the fully

quantum mechanical method using the multiple Davydov trial states is shown to be also

applicable at the finite temperatures.
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Chapter 5∗

Transient polaron dynamics in an external electric field

This chapter documents a systematic study of transient dynamics of a

one-dimensional Holstein polaron with diagonal and off-diagonal

carrier-phonon coupling in an external electric field. After adding weak

carrier-phonon coupling, temporal periodicity is unchanged while the spatial

configurations become different from the bare carrier scenarios, also

depending on the initial conditions. In particular, at variance with the case of

an infinite linear chain, no steady state is found in a finite-sized ring within

the anti-adiabatic regime. For strong diagonal coupling, the multi-D2 Anstaz

is found to be highly accurate, and the phonon confinement gives rise to

carrier localization and decay of the Bloch oscillations.

∗ This chapter published substantially as Z. Huang, L. Chen, N. Zhou, and Y. Zhao, Ann. Phys. (Berlin), 529,

1600367 (2017).
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5.1 Introduction

BOs emerge when an electron subject to a perfectly periodic lattice potential executes

periodic motion in the presence of an external electric field [1–7], and were found in

various physical systems in recent decades, such as semiconductor superlattices [8, 9],

organic materials [10–16] and quantum dots [17, 18]. As discussed in Subsec. 2.2.2 of

Chapter 2, an important issue for BOs dynamics is the effect of carrier-phonon

interactions, which is of essential importance for the aforementioned systems. Despite

dedicated studies of BOs dynamics, the effect of complex interplay between the electron

and its accompanying phonon cloud in a one-dimensional lattice is till not well understood

[19, 20]. Spatial dynamics influenced by carrier-phonon coupling is also inadequately

studied given initial broad and narrow carrier wave packets [21, 22]. Moreover, a unified

treatment on the diagonal and off-diagonal carrier-phonon coupling remains elusive. In

organic materials, the diagonal carrier-phonon coupling arises from overall modulations of

the site energy. The off-diagonal carrier-phonon coupling is related to the dependence of

the transfer integral on the spacing and relative orientations of adjacent molecules. The

diagonal and off-diagonal coupling is also termed as local and nonlocal coupling,

respectively. Both types of carrier-phonon coupling have been demonstrated to coexist in

organic materials [23], and the off-diagonal coupling has been shown to play a crucial role

in facilitating the diffusion of the polaron [24]. With an addition of an external electric

field, polaron diffusion with off-diagonal coupling in conjugated polymer chains has been

simulated using a semi-classical method [16, 25], reporting the polaron dissociation in

conducting polymers by high electric fields. However, reliable solutions are few for

Hamiltonians with off-diagonal coupling and an external field, as those semi-classical

methods neglect the quantum nature of phonons and carrier-phonon coupling [25].

In this chapter, the impact of diagonal and off-diagonal carrier-phonon coupling on the

Holstein polaron dynamics in a ring system will be investigated in the presence of a

constant electric field using the multiple Davydov D2 trial state with the Dirac-Frenkel

variational principle. As presented in Subsec. 3.3.2 of Chapter 3, this chapter adopts the
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Holstein model with simultaneous diagonal and off-diagonal carrier-phonon coupling

under the external electric field. The rest of the chapter is structured as follows. In

Sec. 5.2, the variational results are compared to those of the benchmark HEOM

calculations. In Sec. 5.3, the influence of weak diagonal coupling in the anti-adiabatic

regime on the carrier wave packet is investigated using initial Gaussian wave packets with

varying widths with particular attention paid to the possible existence of a steady state.

Finally, polaron dynamics is examined in the strong diagonal coupling regime in Sec. 5.4.

5.2 Validity of variation for transient dynamics

This section shows that the multi-D2 anstaz with sufficiently large multiplicity M yields

quantitatively accurate solutions to the dynamics of the Holstein polaron with both diagonal

and off-diagonal coupling, in perfect agreement with the benchmark calculations of the

numerically exact HEOM method (see Appendix B.3) [26, 27]. For simplicity, only optical

phonons are used in this section.

5.2.1 Diagonal Coupling

The case of diagonal carrier-phonon coupling is studied first. Dynamics of the Holstein

polaron under a constant external field is investigated by using the multi-D2 Anstaz, in

comparison with those obtained with the single Davydov D2 ansatz and the HEOM method.

Using these approaches, the time evolution of the carrier probability Pca(t, n) as shown in

Fig. 5.1 is simulated in the case of J = 0.1, g = 0.28 and F = 0.1 in a small ring with

N = 8 sites for simplicity. The carrier is created on two nearest neighboring sites ψn =

(δn,N/2 + δn,N/2+1)/
√

2, and the phonon displacement λi,q(t = 0) = 0 is set. As depicted

in Figs. 5.1(a) and (b), distinguishable deviations in Pca(t, n) can be found between the

variational results from the DM=1
2 and DM=16

2 ansätze. Interestingly, Pca(t, n) obtained

from the HEOM method in Fig. 5.1(c) is almost identical to that by the DM=16
2 ansatz in

Fig. 5.1(b). Furthermore, the difference in the time evolution of the carrier probability
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Figure 5.1 Time evolution of the carrier probability Pca(t, n) for a diagonal coupling case of

J = 0.1, g = 0.28 and F = 0.1 is obtained from (a) the single DM=1
2 ansatz, (b) the DM=16

2

ansatz, and (c) the HEOM method. The difference ∆Pca(t, n) between the HEOM and the

DM=16
2 trial state is displayed in (d). The time unit tB denotes the time period of BOs. N = 8

is used in the calculations.

between the variational and HEOM methods, ∆Pca(t, n), as displayed in Fig. 5.1(d), is

two orders of magnitude smaller than the value of Pca(t, n), indicating that the variational

dynamics of the Holstein polaron under the external field can be numerically exact if the

multiplicity M of the multi-D2 ansatz is sufficiently large.

It should be noted that the HEOM method is numerically expensive and thus impractical

when the system size is large, while time dependent variational approaches are still valid to

treat the polaron dynamics for large systems once a proper trial wave function is adopted.

5.2.2 Off-diagonal Coupling

The discussion is then extended to off-diagonal coupling case, which is a formidable

problem due to the intrinsic difficulties in achieving reliable results. The off-diagonal

coupling was emphasized as modulations of electron-electron interactions by ion
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Figure 5.2 Time evolution of the carrier probability Pca(t, n) for a off-diagonal coupling case

of J = 0.1, φ = 0.28 and F = 0.1 is obtained from (a) the DM=1
2 ansatz, (b) the DM=8

2 ansatz,

(c) the DM=20
2 ansatz, and (e) the HEOM method. (d) The difference between the DM=8

2 and

DM=20
2 ansätze and (f) ∆Pca(t, n) between the HEOM and the DM=20

2 ansatz are displayed.
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Figure 5.3 Relative deviation Σ from the multi-D2 ansatz is displayed as a function of 1/M

with parameters J = 0.1, φ = 0.28 and F = 0.1. The inset reveals the relationship Σ ∼ Mµ

on a log-log scale, where the dashed line represents a power-law fit.
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vibrations in Mahan’s celebrated textbook on many-particle physics [28]. Due to a lack of

dependable solutions, a complete understanding of out-of-equilibrium dynamics for

off-diagonal coupling remains elusive. A validity check of the variational method will be

carried out in the following.

Dynamics of the Holstein polaron with off-diagonal coupling under a constant external

field is examined by using the multi-D2 ansatz with different multiplicity M . As shown in

Figs. 5.2(a)-(c) and (e), the time evolution of the carrier probability Pca(t, n) is obtained

by the DM=1
2 , DM=8

2 , DM=20
2 ansätze and the HEOM method, respectively. Figs. 5.2(b),(c)

and (e) display quite similar patterns and all three are largely different from Fig. 5.2(a).

Difference between Pca(t, n) obtained by the DM=8
2 and DM=20

2 ansatz as shown in

Fig. 5.2(d) is two orders of magnitude smaller than the value of Pca(t, n), pointing to the

nearly converged results already obtained by M = 8. Moreover, the difference in Pca(t, n)

between the DM=20
2 ansatz and the HEOM method, ∆Pca(t, n), as depicted in Fig. 5.1(f),

is also two orders of magnitude smaller than the value of Pca(t, n), showing the superior

accuracy of the multi-D2 ansatz.

In addition, a quantity named the relative deviation Σ (the relative deviation is denoted

by Σ instead of σ in this chapter because σ is used for standard deviation of the carrier

wave packet) is also used to test the validity of the time-dependent variational approach

by quantifying how closely the trial state follows the Schrödinger equation, as depicted in

Fig. 5.3. As the multiplicityM increases, the relative deviation Σ decreases and approaches

zero asM goes to infinity. This is supported by the relationship Σ ∼M−µ with an exponent

of µ = 3.15(1) in the inset of Fig. 5.3. Therefore, in the limit of large M , the variational

method using the multi-D2 ansatz provides a numerically exact solution to the Schrödinger

equation in the presence of the external field.
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5.3 Anti-adiabatic regime

The effect of a bosonic environment on BOs, i.e., BOs in a polaron framework, is further

investigated in this section. As usually envisioned for electronic transport in crystals,

motion of electrons is occasionally scattered by lattice vibrations [29]. Pronounced

modulations of the four-wave mixing signal with characteristics of the temporal

periodicity of BOs has been detected experimentally in an optical investigation of BOs in

a semiconductor superlattice, and can be attributed to lattice scattering [30]. Bouchard et

al. excluded interband transitions from being responsible for the signal modulations and

confirmed the single-band model as an appropriate approximation [31]. Several

pioneering theoretical studies also demonstrated the modulations of BOs by the

electron-phonon interaction [29, 32, 33]. Despite tremendous experimental and theoretical

efforts dedicated to the phonon modulated BOs, the underlying mechanisms are still not

well understood.

To be specific, both the acoustic and optical phonons have been experimentally

revealed to coexist in the semiconductor superlattice [34], and amplitudes of carrier wave

packets has been confirmed to be very sensitive to the precise excitation conditions in a

weak external field [21]. However, there is a lack of investigation on BOs dynamics

influenced by the two phonon branches when the carrier starts from a Gaussian wave

packet with varying widths.

This section will focus on dynamic properties of the Holstein polaron including the time

evolution of the carrier probability and the phonon displacement for weak carrier-phonon

coupling subject to a constant external electric field. Two typical scenarios are discussed

by considering initial Gaussian wave packets with initial widths σ0 = 1 and 0.2, as shown

in Fig. 5.4 and Fig. 5.5, respectively. The initial Gaussian distribution [35] is described as

follows

ρ (n, t = 0) =
[
(2π)1/2 σ0

]−1

exp
(
−n2/2σ2

0

)
(5.1)
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Figure 5.4 Time evolution of the carrier probability Pca(t, n) obtained from the DM=16
2

ansatz in the case of J = 0.1 and F = 0.1 and an initial broad Gaussian wave packet of

σ0 = 1 is displayed in (a) (g = 0) and (b) (g = 0.4). In the presence of weak diagonal coupling

(g = 0.4), the phonon displacementXph(t, n) is shown for (c) acoustic phonons and (d) optical

phonons.

which is centered at site n = 0, and the associated initial wave function is taken as the

square root of the distribution:

ψ (n, t = 0) =
[
(2π)1/2 σ0

]−1/2

exp
(
−n2/4σ2

0

)
(5.2)

In particular, the roles played by the acoustic and optical phonons on the carrier transport

are explicitly compared under the same external field. It is difficult to partition these

branches rigorously [36], and in order to avoid the complexity induced by partitioning

these branches, only one phonon branch is included in each separate calculation and the

results of two calculations are compared with each other.

The discussion here starts from using an initial broad Gaussian wave packet of σ0 =

1. Transfer integral J = 0.1 and an external field of F = 0.1 is set in the calculations

of this section. In the absence of carrier-phonon coupling, as shown in Fig. 5.4(a), the

carrier exhibits typical BOs, with the center of mass of the wave packet oscillates while its
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Figure 5.5 Time evolution of the carrier probability Pca(t, n) obtained from the DM=16
2

ansatz in the case of J = 0.1 and F = 0.1 and an initial narrow Gaussian wave packet of

σ0 = 0.2 is shown in (a) (g = 0) and (b) (g = 0.4). The phonon displacement Xph(t, n)

is shown for (c) the acoustic phonons and (d) optical phonons respectively in the presence of

g = 0.4.

shape is essentially unchanged, in agreement with earlier theoretical work based on an ideal

GaAs/AlxGa1−xAs superlattice in a uniform electric field as described by a conventional

flat-band picture [31, 35]. In the presence of the weak diagonal coupling (g = 0.4), the anti-

adiabatic regime is emphasized where the phonon frequencies are larger than the transfer

integral J. Only Pca(t, n) of optical phonons is shown in Fig. 5.4(b) because the effect of the

two phonon branches turned out to be similar. By comparing Figs. 5.4(a) and (b), the time

periods of the carrier transport are the same because the temporal periodicity is determined

by the external field. This agrees with the experimental observation that the detected signal

is found to be modulated over time but the time period of the signal is found to be equal

to the temporal periodicity of BOs [30]. The largest oscillation amplitude of the center of

mass of the carrier wave packet in Fig. 5.4(a) is in accordance with the theoretical value of

4J/F [37].
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Even though the temporal periodicity is preserved after the carrier-phonon coupling is

turned on, the spatial periodicity is changed over time. The addition of the carrier-phonon

coupling moves the center of mass of the carrier wave packet of g = 0 closer to the initial

location, which is in line with the contrast in the mean value c(t) between g = 0 and 0.4 in

Fig. 5.6(a). Not only the motion of the center of mass of the carrier wave packet is changed,

but also the width of the wave packet is enlarged as another characteristics of an effect of

the weak coupling, giving rise to a broadened wave packet. The width σ(t) in Fig. 5.6(c) is

increased due to smearing of the wave packet.

The phonon displacementXph(t, n) is shown in Figs. 5.4(c) and (d) for the acoustic and

optical phonons, respectively. Before the carrier creation at t = 0, the phonons are in their

vacuum states for both scenarios. By comparing the two figures, parts of Xph(t, n) (red

and yellow) are found to propagate with BOs frequency ωB because they are generated

by the moving carrier wave packet and would in turn smear out the carrier wave fronts.

As for the remainder of Xph(t, n) (blue), a V-shaped feature and an oscillatory component

with the phonon frequency ω0 are respectively found in Figs. 5.4(c) and (d). Moreover, the

existence of ten peaks in one Bloch period tB can be attributed to the ratio ω0/ωB (phonon

frequency ω0 over BOs frequency). In the presented cases, ω0 is ten times of ωB = de|F |/~,

where d is the lattice constant, e is the charge of the carrier, and d = e = ~ = 1 is set.

Meanwhile, the weak coupling affects the transport and the carrier current in Fig. 5.6(e). At

zero coupling, the carrier current j(t) in the case of an initial broad Gaussian wave packet

is j(t) = 2 sinFt with the largest amplitude among all cases studied. The amplitude of

the carrier current is decreased after the coupling is switched on, mitigating unidirectional

carrier transport.

Next, this study considers the effect the weak carrier-phonon coupling on the dynamics

with an initial narrow Gaussian wave packet of σ0 = 0.2. As shown in Fig. 5.5(a), the

carrier undergoes a symmetric breathing mode at zero coupling. The carrier wave packet

propagates with its center of mass fixed at the original location and its width oscillates with

the Bloch period, in accord with previous studies on the breathing mode [21, 31, 38]. After
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Figure 5.6 (a) Mean value c(t), (c) standard deviation σ(t) and (e) current j(t) as functions

of the time t in the case of J = 0.1 are displayed using the initial standard deviation σ0 = 1

and (b),(d),(f) using σ0 = 0.2, respectively. In each panel, the results with g = 0 and g = 0.4

are compared.
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Figure 5.7 Eca(t), Eph(t), Ediag(t) and Ediag(t) obtained by the DM=16
2 ansatz in the case

of J = 0.1, F = 0.1 and σ0 = 0.1 in the presence of weak diagonal coupling (g = 0.4) with

the optical phonons.
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the addition of the weak diagonal coupling g = 0.4, the carrier amplitude becomes larger

in the left branch than that in the right branch (Fig. 5.5(b)) and the center of mass of the

carrier wave packet is moved away from the original location. These features of the carrier

indicate that the symmetry of the breathing mode is broken by even minute carrier-phonon

interactions, and are further reflected by the mean value c(t) plotted in Fig. 5.6(b), which

oscillates for the weak coupling case of g = 0.4 in contrast to being zero at all times for g =

0. Recently, the breakdown of the breathing mode has been confirmed in semiconductor

superlattices [39] and cold atoms trapped in optical lattice [40–42], making the results here

highly relevant in the study of breathing modes in those systems. Furthermore, the width

of the carrier wave packet for the weak coupling case of g = 0.4 is reduced in comparison

to that for g = 0, as depicted in Fig. 5.6(d). A comparison between Figs. 5.6(c) and (d)

reveals that weak diagonal coupling has opposite influences on the width of the carrier

wave packet: the carrier wave packet is broadened in the case of σ0 = 1 while that in the

case of σ0 = 0.2 is suppressed after the carrier-phonon coupling is switched on.

Similar to the scenario of σ0 = 1, the phonon displacement Xph(t, n) of σ0 = 0.2

propagates along with the movement of the carrier. As shown in Fig. 5.5(c), Xph(t, n)

maintains its V-shaped feature in the case of acoustic phonons. As for Fig. 5.5(d),

characteristic oscillations with frequency ω0 is found in the case of optical phonons.

Reciprocally, the generated Xph(t, n) induces smearing of the carrier in its center. A brief

comparison between Fig. 5.4 and Fig. 5.5 reveals that the carrier triggered phonon

displacement leads to the weakening of the carrier wave packet in its center and edge,

respectively. As shown in Fig. 5.6(f), the current in the zero coupling case is zero due to

the spatial symmetry of the carrier wave packet. The carrier current in the weak coupling

exhibits fast beating with the characteristic frequency ω0 superimposed by slower BOs.

So far, this work has focused on the impact of weak carrier-phonon coupling on the

quantum transport with respect to the two typical scenarios. In general, BOs are very

sensitive to any kind of dephasing generated by the electron-hole Coulomb interaction

effects or lattice imperfections, since they rely on the coherent reflection of waves [42].
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The electron-hole Coulomb interaction is pointed out to destroy the breathing mode by

Dignam et al. after they examined the nature of the carrier wave packets in undoped

semiconductor superlattices in a uniform along-axis electric field [39]. The effects of

atom-atom interactions in the dilute BEC trapped in a periodic potential were actively

studied using a discrete nonlinear Schrödinger equation (DNLSE), and the atom-atom

interactions can result in the decoherence of atomic BOs [40, 43, 44] and enhancement or

suppression of the breathing width [41, 42]. To the best of our knowledge, this work is the

first investigation on the influence of the carrier-phonon interaction on both the typical

BOs and the breathing mode.

Finally, the characteristics of the nonequilibrium dynamics of the ring system is

analyzed, including a comparison with the steady state of an infinite linear chain. First of

all, in the absence of an external electric field, in the anti-adiabatic limit of ω0 � J ,

carrier dynamics in both weak and strong coupling regimes is dominated by coherent

oscillations and negligible energy transfer, leaving a conserved total energy [45]. After the

an external field is applied, the total energy is not conserved as plotted in Fig. 5.7 because

of the addition of the extra energy acquired from the external field. Secondly, a steady

state with a saturated current can be obtained in a linear chain that extends to infinity in

both directions, where the carrier acquires kinetic energy from the applied field while

dissipating its energy by a net emission of optical phonons [29]. Being a steady state

situation, the expectation value of the rate of change of electron momentum is zero, and

the steady state is left with an equation which balances the applied field, or rate of increase

of electron momentum, against the rate of loss of momentum due to the lattice scattering.

This result is an explicit field dependence in terms of the steady-state velocity of the

electron. The key feature of the steady state is also explored in Ref. [32]. Equivalently, the

condition of the steady state can be that there exist linear regimes of the total energy and

phonon energy following the equality of dEtotal/dt = dEph/dt [32], meaning that the

total energy gain is entirely absorbed by the lattice. Specifically, with increasing time t,

the total energy vs time approaches a straight line, and the phonon energy has a linear time

dependence as well. But in the ring system, the condition of the steady state can not be
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met as this equation can not be satisfied from the curves of Etotal and Eph as shown in

Fig. 5.7. For example, the value of dEph/dt at t = 2tB is not equal to but 9 times of the

value of dEtotal/dt. The energy imported by the external field can not cancel out the

energy emitted to the phonons, leaving the carrier energy oscillates over time. Thus, the

electron’s acceleration in the ring can no longer be balanced out by the lattice’s

deceleration and the electron can not drift with a saturated velocity. Consequently, no

saturated constant current is found in the anti-adiabatic regime for the small ring systems,

and steady states in the adiabatic regime will be investigated elsewhere.

To sum up, weak carrier-phonon coupling in the anti-adiabatic regime breaks the spatial

periodicity but retains the temporal periodicity of both the typical BOs and the breathing

mode. The carrier movement shows similar features in spite of the difference between

the acoustic and optical phonon branches. In fact, in a weak external field, when diagonal

coupling is strong between the carrier and both the acoustic and optical phonons, the carrier

become localized, leading to the diminishing of the typical BOs and the breathing mode.

The localization is similar to that in the moderate external field cases in the next section,

therefore the details are not shown. It is also shown that no saturated constant current is

found in the ring system for the duration of the simulation.

5.4 Strong diagonal coupling

This section presents a general picture of the carrier wave packet evolution in the regime

of the strong diagonal coupling. The carrier wave packets and the carrier currents are

firstly investigated under a moderate external field of F = 1. The time evolution of the

carrier probability Pca(t, n) for different diagonal coupling strengths g = 0, 3 and 4 is

illustrated in Figs. 5.8(a), (b) and (c), respectively. The carrier is created on two nearest

neighbouring sites. J = 1 and N = 16 are set. As shown in Figs. 5.8(a)-(c), the bare

carrier exhibits a partially BOs pattern, while the strong carrier-phonon coupling is found

to localize the carrier to the initial excitation sites. BOs are largely quenched due to strong

carrier-phonon coupling [46]. This behaviour is also demonstrated in Fig. 5.8(d), which
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Figure 5.8 Time evolution of the carrier probability Pca(t, n) obtained from the DM=16
2

ansatz in the case of J = 1, N = 16 and a moderate external field of F = 1 is displayed

for different diagonal coupling strengths: (a) g = 0, (b) g = 3 and (c) g = 4. Corresponding

currents j(t) are shown in (d).

shows that the amplitude of the carrier current decreases with increasing carrier-phonon

coupling and fluctuates around zero.

This section then discusses the case of a strong external field. Using the same

parameters as the case of F = 1, the time evolution of the carrier probability Pca(t, n) and

carrier current j(t) under a strong field of F = 70 are presented in Figs. 5.9(a)-(c) and

Fig. 5.9(d), respectively. Due to the strong external field, the carrier is found to be

localized at the initial site of excitation irrespective of the carrier-phonon coupling

strength. A bare carrier case is shown in Fig. 5.9(a) for comparison. The localization of

the carrier wave packet can be rationalized in terms of Wannier-Stark states [4]. In the

Wannier representation, the Wannier-Stark states are denoted as |Ψn〉 =
∑

m Jm−n(γ)|m〉,

where Jm−n(γ) is the Bessel function of order m − n with γ = 2J/Fd [37]. Due to
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Figure 5.9 Time evolution of the carrier probability Pca(t, n) obtained from the DM=16
2

ansatz in the case of J = 1, N = 16 and a strong external field of F = 70 is displayed

for different diagonal coupling strengths: (a) g = 0, (b) g = 3 and (c) g = 4. Corresponding

currents j(t) are shown in (d).

properties of the Bessel functions, the Wannnier-Stark states extend over the interval

L ' 2J/F , which leads to well localized states in the limit of a strong external field [47].

As shown in Figs. 5.9(b) and (c), strong carrier-phonon coupling leads to the decay of

BOs. The carrier currents in the presence of strong carrier-phonon coupling exhibits

damped oscillations with a time scale of 8tB (6tB) for g = 3 (4).

In summary, the impact of diagonal and off-diagonal carrier-phonon coupling on

polaron dynamics in a ring system is investigated in the presence of a constant electric

field using the multiple Davydov D2 trial state with the Dirac-Frenkel variational

principle. Accuracy of the method is verified by the comparison with benmark

calculations obtained from the numerically exact HEOM method [26, 27] which is also

firstly used in this work to deal with field-driven cases to the best of our knowledge. The
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validity of the variational method is also carefully examined by quantifying how faithfully

our result follows the Schrödinger equation in balance with the computational efficiency.

For weak carrier-phonon coupling in the anti-adiabatic regime, both acoustic and optical

phonons are considered, and the time evolution of various quantities is calculated with

special attention paid to the effect of weak dissipation on the spatial amplitudes of BOs

using different initial conditions. Finally, the variational method using the multi-D2 ansatz

is used to treat the strong diagonal coupling, which is a formidable challenge for the

HEOM method, but remains numerically affordable by the variational approach.
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[8] T. Dekorsy, A. Bartels, H. Kurz, K. Köhler, R. Hey, and K. Ploog, Phys. Rev. Lett.,

2000, 85, 1080.

[9] A. W. Ghosh, L. Jönsson, and J. W. Wilkins, Phys. Rev. Lett., 2000, 85, 1084.

[10] A. Johansson and S. Stafström, Phys. Rev. Lett., 2001, 86, 3602.

[11] D. M. Basko and E. M. Conwell, Phys. Rev. Lett., 2002, 88, 056401.

[12] A. A. Johansson and S. Stafström, Phys. Rev. B, 2004, 69,235205.

[13] Y. Qui and L.-P. Zhu, J. Chem. Phys., 2009, 131, 134903.

103



Transient polaron dynamics in an external electric field Chapter 5

[14] M. Peyrard and A. R. Bishop, Phys. Rev. Lett., 1989, 62, 2755.

[15] E. Diaz, R. P. A. Lima, and F. Domı́nguez-Adame, Phys. Rev. B, 2008, 78, 134303.

[16] S. V. Rakhmanova and E. M. Conwell, Appl. Phys. Lett., 1999, 75, 1518.

[17] I. A. Dmitriev and R. A. Suris, Semiconductors, 2001, 35, 212.

[18] P.M. Petroff, A. Lorke, and A. Imamoglou, Phys. Today., 2001, 54, 46.

[19] W. Zhang, A. O. Govorov, and S. E. Ulloa, Phys. Rev. B, 2002, 66, 134302.

[20] A. K. C. Cheung and M. Berciu, Phys. Rev. B, 2013, 88, 35132.
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Chapter 6∗

Dynamics of intramolecular singlet fission

A non-perturbative treatment, the Dirac-Frenkel time-dependent

variational approach is adopted using the multiple Davydov D2 ansatz to

study dynamics of intramolecular singlet fission. It is shown that both

diagonal and off-diagonal coupling can aid efficient singlet fission if

excitonic coupling is weak, and fission is only facilitated by diagonal

coupling if excitonic coupling is strong. In the presence of off-diagonal

coupling, it is found that high frequency modes create additional fission

channels for rapid iSF. Results presented here may help provide guiding

principles for design of efficient singlet fission materials by directly tuning

singlet-triplet interstate coupling.

∗ This chapter published substantially as Z. Huang, Y. Fujihashi, and Y. Zhao, J. Phys. Chem. Lett., 8, 3306

(2017).
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6.1 Introduction

iSF materials provide remarkable advantages in terms of tunable electronic structures as

discussed in Subsec. 2.2.3 of Chapter 2, and quantum chemistry studies have indicated

strong electronic coupling modulation by high frequency phonon modes. However, a

limited understanding of detailed xSF and iSF mechanisms hinders the design of versatile

SF materials. In particular, a unified theoretical treatment of phonon effects remains

elusive. The phonon effects on the electronic properties of the SF materials can be

realized via exciton-phonon interaction. In detail, the diagonal exciton-phonon coupling is

referred to fluctuations in electronic energies induced by molecular vibrations, and the

off-diagonal coupling corresponds to vibrational modulations of electronic coupling

between the singlet and triplet pair state. Both diagonal and off-diagonal coupling have

been found to be tunable in novel iSF materials by changing linkers and by engineering

the dihedral angle between the chromophore units and the linker [1–3]. However, there is

a lack of discussion in the literature on detailed SF mechanisms under the influence of

simultaneous diagonal and off-diagonal exciton-phonon coupling.

In this chapter, Dirac-Frenkel time-dependent variational principle with the multi-D2

ansatz will be employed to explore effects of off-diagonal coupling on iSF dynamics. This

chapter adopts the microscopic model of iSF with simultaneous diagonal and off-diagonal

coupling to high-frequency modes, as proposed in Subsec. 3.3.3 of Chapter 3. The reminder

of the chapter is structured as follows. The variational results are checked by examining its

deviations from the exact quantum dynamics in Sec. 6.2. Population dynamics of the singlet

state is given in Sec. 6.3. Impacts of excitoninc coupling on SF are studied in Subsec. 6.3.1.

Effects of exciton-phonon coupling on SF dynamics are investigated in Subsec. 6.3.2.
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Figure 6.1 The relative deviation σ of the multi-D2 ansatz is displayed as a function of 1/M .

The parameters are set to be ~ωdiag = 90 meV, ~ωvib2 = 65 meV, JS1,TT = 20 meV,

εS1,g − εTT,g = 100 meV, γ−1
diag = γ−1

o.d. = 1 ps, SS1 = 0.7, STT = 1.4 and Soff
S1,TT = 0.1.

6.2 Validity of variational dynamics for the singlet fission process

Firstly, the accuracy of the multi-D2 ansatz is tested with parameters for realistic models.

The relative deviation σ (Eq. 3.10) is used to quantify how faithfully the result follows

the Schrödinger equation. As shown in Fig. 6.1, the largest relative deviation σ is found

for the single D2 ansatz, and the relative deviation σ decreases and goes to zero as the

multiplicity M approaches infinity. The log-log plot of (σ, 1/M ) (inset) indicates a power-

law relationship with an exponent of µ, further inferring a numerically exact solution in the

limit of M →∞.

In order to further support the accuracy of the results obtained by the variational

approach, the zero-temperature dynamics obtained by the multi-D2 ansatz is compared

with the multilevel Redfield results at T = 1K. As show in Fig 6.2, the population

dynamics calculated by the DM=5
2 ansatz is in quantitative agreement with the multilevel

Redfield results, yielding a much more accurate result than that with the single D2 ansatz.

In addition, the relative deviation σ in this case is smaller than 0.1, small enough to

guarantee the accuracy of the result by the multi-D2 ansatz. From the viewpoint of

theoretical analysis, these calculated results satisfy the energy matching condition

(ν − 0.7) ~ωdiag = 50 meV in the case of ν = 2, which is obtained from the Fermi golden
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Figure 6.2 Time evolution of singlet population calculated by the multilevel Red-field

approach at T = 1K and the multi-D2 ansatz at T = 0K. The frequency of the phonon

mode is set to be ~ωdiag = 40 meV, ~ωo.d. = 0 meV. The other parameters are fixed at

JS1,TT = 10 meV, εS1,g − εTT,g = 50 meV, γ−1
diag = γ−1

o.d. = 1 ps, SS1 = 0.7, STT = 1.4.

formula at the zero temperature limit and the slow vibrational relaxation limit, namely,

γdiag → 0,

kTT←S1 =
∞∑
v=0

1

~2

(
JS1,TT

〈
χS1

0 |χTT0

〉)2

×δ (εS1,g − λS1,g − εTT,g + λTT,g − ν~ωdiag) (6.1)

where
∣∣〈χS1

0 |χTT0

〉∣∣2 is the Frank-Condon factor associated with the vibronic transition

from the 0-th vibrational level on the S1 to the νth vibrational level on TT [4]. Thus for

the case shown in Fig. 6.2, the transition from S1 to TT is driven by the phonon mode at

around ~ωdiag = 40 meV satisfying the condition in which the energy of S1 including the

vibrational energy matches its counterpart in the TT state.

6.3 Population Dynamics

This section presents and discusses numerical results regarding iSF dynamics in the dimer

model. A simple dimer model including two excitonic states S1 and TT is adopted, and

the focus is on the effect of two intramolecular vibration modes, one of which is

diagonally coupled (~ωdiag) to the exciton states, and the other, off-diagonally coupled

(~ωo.d.). A Huang-Rhys factor of 0.7 is chosen for S1, which is estimated from fitting

measured absorption spectra of acene derivatives with a theoretical spectroscopic model
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[5, 6]. It is found that the reorganization energy of TT is several times larger than that of

S1 in pentacene derivatives and tetracenes, and the off-diagonal coupling strength is one

order of magnitude smaller than the diagonal coupling strength [7, 8], such that the

Huang-Rhys factor of TT is set at STT = 2SS1 throughout this work, and the off-diagonal

coupling Huang-Rhys factor So.d.
S1,TT = λo.d.

S1,TT/(~ωo.d.) is chosen to be 0.1. To be in line

with the beating lifetime due to vibrational coherence in 2D electronic spectra of

pentacene derivatives [9], the vibrational relaxation rates are set to γ−1
diag = γ−1

o.d. = 1 ps.

As the initial condition for the numerics, only the singlet state is excited according to the

Franck-Condon principle. It has been suggested that efficient SF can be achieved by

tuning the S1-TT interstate coupling and triplet pair splitting independently [10]. As

shown in the Hamiltonian (3.28), excitonic coupling JS1,TT determines the direct S1-TT

coupling. If the frequencies of the vibrational modes ωdiag and ωo.d. are high compared

with the thermal energy kBT , the intramolecular vibrations are thermally inactivated, and

the fission dynamics driven by the high frequency modes is temperature independent in a

wide temperature range [4]. Thus, in this study, temperature is set to be T = 0 to reduce

the numerical cost, although the inclusion of the temperature effect in the multiple

Davydov ansatz is straightforward by applying Monte Carlo importance sampling [11].

6.3.1 Effect of excitonic coupling on fission dynamic

First attempt is made to a scenario with weak excitonic coupling JS1,TT = 20 meV and

the transition energy εS1,g − εTT,g = 100 meV, both of which are typical values for the

SF process in pentacene derivatives [7, 9, 12]. As shown in Fig. 6.3(a), the oscillation

amplitude of population of S1 is 0.13 in the absence of exciton-phonon coupling (green

line). Despite weak direct coupling, it is suggested that strong mixing between S1 and TT

can be allowed with the assistance of exciton-phonon coupling [1, 13]. In the presence of

diagonal exciton-phonon coupling the high frequency phonon modes have been shown to

facilitate the efficient SF if excitonic coupling is weak [4]. Here the impact of off-diagonal

coupling on SF dynamics is studied. As shown in Fig. 6.3(a), the population of S1 for

~ωo.d. = 80 meV, calculated by the DM=3
2 ansatz, decays to 0.4 at long times, signaling
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Figure 6.3 Time evolution of the singlet population for (a) the case of weak excitonic

coupling JS1,TT = 20 meV, εS1,g − εTT,g = 100 meV, ~ωdiag = 0 meV, and ~ωo.d. =

80 meV, and (b) the case of strong excitonic coupling JS1,TT = 80 meV, εS1,g − εTT,g =

30 meV, ~ωdiag = 95 meV, and ~ωo.d. = 0 meV. The green lines correspond to cases in the

absence of exciton-phonon coupling.

an efficient SF process. For this scenario, the emission of a single off-diagonally coupled

phonon can relax the initial singlet excitation to a double triplet state [14]. Consequently,

the presence of off-diagonal coupling changes the SF process substantially if excitonic

coupling is weak.

Next this section turns to a case with strong excitonic coupling JS1,TT = 80 meV and

transition energy εS1,g − εTT,g = 30 meV, as strong excitonic coupling has been achieved

experimentally via interchromophore bridge control in covalently linked tetracene dimers

[15]. As shown in Fig. 6.3(b), in the absence of exciton-phonon coupling, the S1 population

exhibits purely Rabi oscillations (green line), due to strong excitonic coupling. If only

diagonal exciton-phonon coupling is added, the picture is changed drastically (blue line),

and the system becomes trapped in the TT state. This rapid, irreversible decay of the Rabi

oscillation in the SF process is owing to dissipation induced by diagonal exciton-phonon

coupling, in agreement with decay dynamics in the ultrafast charge transfer process at an

oligothiophene-fullerene heterojunction [16, 17]. However, efficient SF is not found under

the influence of off-diagonal exciton-phonon coupling if excitonic coupling is strong.
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Figure 6.4 Snapshots of singlet population as functions of ~ωdiag and ~ωo.d. at the time of

(a) 100 fs, (b) 250 fs, (c) 500 fs and (d) 2000 fs. The other parameters are JS1,TT = 20 meV

and εS1,g − εTT,g = 100 meV.

6.3.2 Effect of exciton-phonon coupling on fission dynamics

In particular, for recently developed iSF materials, such as covalent pentacene and

diazadiborine dimers [1, 18, 19], excitonic coupling strength is often smaller than the

transition energy, so JS1,TT = 20 meV and εS1,g − εTT,g = 100 meV is chosen in the iSF

dynamics study. Off-diagonal coupling has been found for low-frequency phonon modes

in teracene [7, 8, 14], and high-frequency phonon modes in covalent chromophore dimers

[1, 18, 19]. In order to further explore effects of off-diagonal coupling on iSF, time

evolution of singlet population is examined as functions of ~ωdiag and ~ωo.d.. Fig. 6.4
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Figure 6.5 Time evolution of singlet population for the the phonon mode ~ωo.d. = 20 meV

diagonally coupled to the S1 and TT states. The phonon modes off-diagonally coupled are

(a)~ωdiag = 20, 40, 60 and 80 meV, (b) ~ωdiag = 100, 120, 140 and 160 meV. The other

parameters are same as Fig. 6.4

shows snapshots of singlet population at t = 100, 250, 500, and 2000 fs. On one hand, a

single phonon mode of ~ωdiag = 80 meV brings about a single efficient channel for SF

dynamics in the absence of off-diagonal coupling [4]. On the other hand, Fig. 6.4 clearly

exhibits some channels for rapid SF dynamics due to the presence of off-diagonal

coupling, despite a complex dependence of efficient SF on ~ωo.d.. In order to better

interpret this dependence, the phase space is divided into three regions,

5 ≤ ~ωo.d. ≤ 50 meV, 50 < ~ωo.d. ≤ 80 meV, and 80 < ~ωo.d. ≤ 110 meV.

If 5 ≤ ~ωo.d. ≤ 50 meV, the SF dynamics in Figs. 6.4(c) and 6.4(d) is driven by

the phonon modes around ~ωdiag = 80 meV. Fig. 6.5 shows the time evolution of singlet

population for ~ωo.d. = 20 meV and four values of ~ωdiag. The dependence of SF on ~ωdiag

here is qualitatively similar to that in the only diagonal coupling scenario [4]. Due to the

low frequency phonon mode ~ωo.d., the value of λo.d.
S1,TT = So.d.

S1,TT~ωo.d. is significantly

lower compared with the diagonal reorganization energy, and thus SF is dominated by the

resonances between vibrational modes ~ωdiag and electronic splittings.

Concerning the intermediate region of 50 < ~ωo.d. ≤ 80 meV, efficient SF is found

in Fig. 6.4 via several fission channels, including that around ~ωdiag = 80 meV. Fig. 6.6
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Figure 6.6 Time evolution of singlet population for the the phonon mode ~ωo.d. = 60 meV

diagonally coupled to the S1 and TT states. The phonon modes off-diagonally coupled are

(a)~ωdiag = 20, 40, 60 and 80 meV, (b) ~ωdiag = 100, 120, 140 and 160 meV. The other

parameters are same as Fig. 6.4

shows the time evolution of singlet population for ~ωo.d. = 60 meV and various values

of ~ωdiag. The magenta line of ~ωdiag = 80 meV in Fig. 6.6(a) and the green line of

~ωdiag = 140 meV in Fig. 6.6(b) exhibit fast decay dynamics. However, SF dynamics for

both cases is much slower than that in Fig. 6.5(a), because the interplay between fission

dynamics and the mode ~ωdiag = 80 meV is drastically affected by the introduction of the

mode ~ωo.d. = 60 meV. What is shown in Fig. 6.6 is compatible with the SF mechanism

with two diagonal coupled phonon modes [4]. in which inclusion of a second phonon mode

creates a new SF channel, and if there is only diagonal coupling, shifts the optimal phonon

frequency that promotes SF dynamics. However, in the presence of off-diagonal coupling,

the SF channel around ~ωdiag = 80 meV is found unchanged.

As for the third region, SF dynamics is mainly facilitated by the high frequency phonon

mode (~ωo.d.), as shown in Fig. 6.4. Comparing to the first and second region, efficient SF

in this region is found to be dependent on a larger number of phonon modes, in qualitative

agreement with the dependence of SF on multiple phonon modes in covalent tetracene

dimers [19]. Fig. 6.7 presents the time evolution of singlet population for ~ωo.d. = 100 meV

and different values of ~ωdiag. Due to the high frequency phonon mode ~ωo.d., the initial

oscillation amplitude is much larger than 0.13, which is the oscillation amplitude in the
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Figure 6.7 Time evolution of singlet population for the the phonon mode ~ωo.d. = 60 meV

diagonally coupled to the S1 and TT states. The phonon modes off-diagonally coupled are

(a)~ωdiag = 20, 40, 60 and 80 meV, (b) ~ωdiag = 100, 120, 140 and 160 meV. The other

parameters are same as Fig. 6.4

absence of exciton-phonon coupling. The envelope of fast oscillations is found to decrease

gradually owing to dissipation induced by exciton-phonon coupling. Moreover, the SF time

increases with increasing ~ωdiag.

In summary, the iSF dynamics is accurately simulated using the Dirac-Frenkel time-

dependent variational principle with the multi-D2 ansatz. The SF process is characterized

on the basis of its dependence on the phonon vibrations corresponding to the diagonal

and off-diagonal coupling (which are given by ωdiag and ωo.d.) and the excitonic coupling

strength between the S1 and TT states (which is given by JS1,TT). It is presented that both

diagonal and off-diagonal coupling frequencies play an important role in the SF process.

In particular, in the presence of off-diagonal coupling, the high-frequency phonon modes

is demonstrated to open up additional fission channels for the rapid iSF. The study here

provides a guideline to facilitate the development of novel SF materials.
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Chapter 7∗

Dynamics of dissipative Landau-Zener transitions

Dynamics of the Landau-Zener model with both diagonal and

off-diagonal qubit-bath coupling is examined by the Dirac-Frenkel

time-dependent variation using the multiple Davydov D2 ansatz. It is shown

that steady-state transition probabilities agree with analytical predictions at

long times. Landau-Zener dynamics at intermediate times is little affected by

diagonal coupling, and is found to be determined by off-diagonal coupling

and tunneling between two diabatic states. Effects of bath spectral densities,

coupling strengths and interaction angles on Laudau-Zener dynamics, and

detailed boson dynamics are investigated in this chapter. Results presented

here may help provide guiding principles to manipulate the Laudau-Zener

transitions in circuit QED architectures by tuning off-diagonal coupling and

tunneling strength.

∗ This chapter published substantially as Z. Huang and Y. Zhao, Phys. Rev. A, 97, 13803 (2018).
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7.1 Introduction

When the energy difference between two diabatic states is swept through an avoided level

crossing, Landau-Zener transition comes into play [1, 2]. The Landau-Zener transition is

one of the most fundamental phenomena in quantum physics. It is applied to a growing

list of physical systems, such as a nitrogen-vacancy center spin in isotopically purified

diamond [3], and a superconducting flux qubit coupled to quantum interference device [4].

Dynamics of the LZ transitions at the intermediate times is influenced by the dissipative

environment. Roles of the environment include fluctuations of energies of diabatic states,

denoted by diagonal coupling, and environment-induced transitions between diabatic

states, expressed by off-diagonal coupling. As discussed in Subsec. 2.2.4 of Chapter 2,

however, effects of off-diagonal coupling on LZ dynamics at the intermediate times have

not been well investigated.

In this chapter, impacts of diagonal and off-diagonal qubit-bath coupling on the

standard LZ model will be investigated using the Dirac-Frenkel variational principle with

the multi-D2 ansatz. This chapter adopts the standard LZ model with simultaneous

diagonal and off-diagonal qubit-bath coupling, as presented in Subsec. 3.3.4 of Chapter 3.

The remainder of the chapter is structured as follows. In Sec. 7.2, a qubit coupled to a

circuit oscillator is stuided. In Sec. 7.3, the influence of bath spectral densities on the LZ

transitions is investigated. Finally, effects of coupling strengths and interaction angles on

LZ dynamics are examined in Sec. 7.4.

7.2 A qubit coupled to a single mode

The LZ transitions can occur in a qubit that is coupled to a circuit oscillator in a QED

device [4, 5]. Fig. 7.1 displays the schematic diagram of a superconducting qubit coupled

to a coplanar transmission line resonator. The control line in Fig. 7.1(b) supplies the

time-dependent magnetic flux Φ(t) threading a persistent current qubit loop, which
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Figure 7.1 (a) Schematic diagram of a typical coplanar waveguide resonator with a qubit

placed between the center conductor and the ground plane of the waveguide. (b) Sketch of

the superconducting qubit coupled to the coplanar transmission line resonator. MI denotes

the mutual inductance between the qubit and resonator. The control line supplies the time-

dependent magnetic flux Φ(t) threading the qubit loop.

contains three junctions. After manipulations of the qubit, the state is detected by a

SQUID, which consists of a single Josephson junction in a superconducting loop [6]. By

tuning the external magnetic flux Φ(t) threading the qubit loop, the energy level

separation can vary linearly with a level-crossing speed v. The resonator can represent a

harmonic oscillator, and is coupled to the qubit. Then this qubit-oscillator setup can

simply be modeled by a Hamiltonian

Ĥ =
vt

2
σz +

∆

2
σx + ~ωb̂†b̂+

γ

2
σx(b̂

† + b̂), (7.1)

which can be obtained from the Hamiltonian (3.36) if the number of modes is set to one

(N = 1). When the first term in Eq. (7.1) is replaced by time-independent energy bias,

the Hamiltonian is reduced to be the Rabi model, a paradigmatic construct of a two-level

system coupled to a single bosonic mode derived from an atom in an applied electric field.

A conventional rotating-wave approximation has often been adopted to treat the Rabi model

[7].

Transitions between two diabatic states can result from direct tunneling or indirect

off-diagonal coupling to the oscillator. The physical quantity of interest includes the

probability that the qubit flipped from the initial state |↑〉 to |↓〉, i.e.,

P↑→↓ (∞) = 1 − P↑→↑ (∞). Concerning tunneling between the two diabatic states, the
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Figure 7.2 (a) Final transition probability P↑→↓ (∞) as a function of the off-diagonal

coupling strength γ/
√
~v with fixed tunneling strengths ∆ = 0, 0.5

√
~v and 1.2

√
~v. (b)

P↑→↓ (∞) as a function of the tunneling strength ∆/
√
~v for different off-diagonal coupling

strengths γ = 0, 0.5
√
~v and 1.2

√
~v. The oscillator frequency ω is set to 10

√
v/~.

final transition probability through avoided level crossing point is given by the familiar

Landu-Zener formula PLZ = 1 − exp
(
−π∆2

2~|v|

)
[1, 2, 8–10]. With respect to the indirect

off-diagonal coupling to the single bath mode, the transition probability is proposed as

P↑→↓ (∞) = 1 − exp
(
−πγ2
2~|v|

)
at zero temperature [11, 12]. In this work, we have studied

the combined effect of the direct tunneling between the two diabatic states and indirect

off-diagonal coupling to the single bath mode. Niemczyk et al. [13] using a recently

developed circuit QED device showed the breakdown of the widely used rotating-wave

approximation and the master-equation method due to the existence of strong qubit-bath

coupling [14].

Using the time perturbation theory [15], we obtain

P↑→↓ (∞) = 1− exp

[
−π(∆2 + γ2)

2~ |v|

]
(7.2)

It has been shown that this formula can provide exact final transition probabilities for the

whole parameter regime at zero temperature [11, 12]. As shown in Fig. 7.2, P↑→↓ (∞)

calculated from the multi-D2 ansatz with a sufficiently large multiplicity M agrees with

the analytical predictions of Eq. (7.2) for various off-diagonal coupling strengths γ and

tunneling strengths ∆. This demonstrates the accuracy of our multi-D2 Anstaz and we can

numerically provide accurate final transition probabilities.
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We here further justify the validity of the variational method by a comparison with

the master equation method that yields exact results in the weak coupling regime. It is

known that the multi-D2 ansatz, a superposition of coherent states, can easily treat exciton

dynamics in the strong coupling regime [16–18]. To reach an accurate description in the

weak coupling cases, we have used a variety of multiplicities M of the multi-D2 ansatz

in the corresponding dynamical calculations. Fig. 7.3(a), (b), and (c) display the time

evolution of the transition probability with oscillator frequencies of ω = 0.1
√
v/~,

√
v/~,

and 10
√
v/~, respectively. The multiplicity of the multi-D2 ansatz needed for convergence,

as expected, decreases as the oscillator frequency increases if the coupling strength γ stays

constant. The converged results in each scenario concur with those extracted from Ref. [12]

(black line with stars) using the master equation method, demonstrating that the multi-D2

Anstaz can well describe the LZ dynamics at intermediate times when the qubit is coupled

to the harmonic oscillator of a wide range of frequencies.

In order to gain insight into LZ dynamics at intermediate times, we also perform

convergence tests for oscillator frequencies of ω = 0.5
√
v/~ and 20

√
v/~, and results are

shown in Figs. 7.4(a) and (b), respectively. In the absence (Fig. 7.3) and the presence

(Fig. 7.4) of tunneling, it can be found that LZ dynamics at intermediate times strongly

depends on the oscillator frequency ω, while the steady-state population in |↓〉, P↓ (∞),

are independent of ω. In particular, the transition is temporally shifted from t = 0 to

t = ~ω/v due to the indirect off-diagonal coupling [12]. Therefore the time shift for the

case of ω = 0.5
√
v/~ is minor compared to the time scale that is concerned, leading to

the LZ transition of only one stage in Fig. 7.4(a). In contrast, P↓(t) undergoes two stages

in the LZ transitions in Fig. 7.4(b). The first transition stage is induced by direct tunneling

strength between the two levels ∆ = 0.5
√
~v, named after the standard LZ transition,

while the second transition stage results from the indirect off-diagonal coupling to the

single oscillator mode with the frequency of ω = 20
√
v/~.

Next, we have investigated the dependence of LZ dynamics on the direct tunneling

between the two diabatic states and indirect off-diagonal coupling to a single oscillator
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Figure 7.5 LZ dynamics (a) for seven tunneling strengths ∆ = 0, 0.2
√
~v, 0.4

√
~v, 0.6

√
~v,

0.8
√
~v, 1.0

√
~v, and 2.0

√
~v with fixed γ = 1.2

√
~v and (b) for different off-diagonal

coupling strengths γ = 0, 0.2
√
~v, 0.4

√
~v, 0.6

√
~v, 0.8

√
~v, 1.0

√
~v, and 1.2

√
~v with

certain ∆ = 0.5
√
~v. The oscillator frequency ω is set to 10

√
v/~.

mode. For this simulation, the oscillator frequency of ω = 10
√
v/~ has been used. As

shown in Fig. 7.5(a), by evenly changing the tunneling strength, the first plateau between

the two stages of transitions can be tuned nonlinearly from zero to almost one, and the

height of the second plateau varies from 0.89 to 1. As presented in Fig. 7.5(b), the first

plateau is kept around 0.32 and the second plateau increases toward 1 as the off-diagonal

coupling strength increases. Results in this section offer the possibility to manipulate the

quantum states of the qubit that is coupled to only one circuit oscillator in the circuit QED.

7.3 Effect of the bath spectral density

Recent developments in circuit QED setups have shown that qubits can couple to a bath

of quantum harmonic oscillators [19–21]. The qubit-bath coupling can be characterized

by spectral densities of Ohmic type in a superconducting circuit consisting of a transmon

qubit suspended on top of a microwave guide [19]. Many theoretical efforts have also

been devoted to study LZ transitions at long times in a dissipative environment in terms of

Ohmic fluctuations [22]. Spectrum densities of Sub-Ohmic and the super-Ohmic type can

be realized in a multimode circuit QED setup with hybrid metamaterial transmission lines

[23] and in certain circuit QED setups with multiple flux qubits [24], respectively. Thus
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effects of spectral densities and coupling strengths on LZ dynamics of these systems need

to be addressed.

In this section, we have studied LZ dynamics using the spectral density of Eq. (3.39).

We have assumed that all bath oscillators couple to the qubit with identical coupling angles

θq = θ. We have calculated the Huang-Rhys factor S =
∑

q γ
2
q = ~2

4π

∫∞
0
dωJ (ω) =

~2

2π
αωs+1

c Γ (s+ 1) and the total reorganization energy E0 = ~
4π

∫∞
0
dω J(ω)

ω
= ~

2π
αωscΓ (s) ,

where Γ (x) is the Euler gamma function. Thus the final transition probability at zero

temperature [15] can be given as

P↑→↓ (∞) =

1− exp

−π
(∣∣∆− 1

2
E0 sin (2θ)

∣∣2 + S sin2 θ
)

2~v

 . (7.3)

When the first term in Eq. (3.37) is replaced by time-independent term of ε
2
σz, the

Hamiltonian (3.36) becomes a spin-boson Hamiltonian. When system-bath coupling

increases, a delocalization-localization transition can be found within the framework of

the spin-boson model [25]. For LZ problems, however, the system always reaches a steady

state with a certain final transition probability because the energy difference between the

two diabatic states will be so large that transitions between the two states are unlikely at

long times.

As shown in Fig. 7.6, we compare the LZ dynamics of the sub-Ohmic, Ohmic and

super-Ohmic bath with the same coupling strength α = 0.002. We have calculated the

converged results of LZ dynamics for a qubit coupled to baths using the variational method.

Spectral densities of the sub-Ohmic bath are computed using logarithmic discretization.

For Ohmic and super-Ohmic bath we have used linear discretization [25]. Cutoff frequency

is given by ωc = 10
√
v/~. The roughness of the curves can be significantly reduced by

using a large number of frequency modes (N = 80 or greater). Details on the convergence

tests are presented in Appendix C.2.

In Figs. 7.6 (a) and (b) we have presented LZ dynamics for the sub-Ohmic bath (s =
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Figure 7.6 Time evolution of transition probability for (a) a sub-Ohmic bath of s = 0.5, (b)

an Ohmic bath of s = 1, and super-Ohmic bath of (c) s = 1.5 and (d) s = 2 is obtained

from the DM=3
2 ansatz with an identical coupling strength α = 0.002. For each of the four s

values, four cases are shown: ∆ = 0.4
√
~v, θ = π/2 (red line, circles), ∆ = 0.4

√
~v, θ = 0

(magenta line, diamonds), ∆ = 0, θ = π/2 (black line, squares), and ∆ = 0, θ = 0 (blue line,

pentagrams).

0.5) and the Ohmic bath (s = 1), respectively. Figs. 7.6(c) and (d) depict time evolution of

transition probabilities using the super-Ohmic bath with s = 1.5 and 2, respectively. When

θ = 0, there exists only one stage of the LZ transition near t = 0 for nonzero tunneling

strength. That is, in the presence of only diagonal coupling, LZ dynamics of ∆ = 0.4
√
~v

(magenta lines, diamonds) are almost identical in the four subplots, irrespective of the

spectral densities. Further calculations with finite tunneling strengths have shown that there

exists a one-stage LZ transition in general in the presence of diagonal coupling only.

When θ = π/2, time evolution of the transition probability for ∆ = 0 has a single

stage of slow growth until it reaches its steady state. The converged probabilities and the

convergence times are dependent on the spectral densities. This occurs because LZ

dynamics is strongly dependent on the oscillator frequency ω for a qubit off-diagonally

coupled to a single harmonic oscillator, as has been shown in Sec. 7.2. Fig. 7.6 also

depicts that the convergence time for a large s is significantly longer than that for a
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Figure 7.7 Time evolution of the boson number using for a super-Ohmic bath of (a) s = 1.5

and (b) s = 2, in the presence of off-diagonal coupling only (θ = π/2). Other parameters are

∆ = 0 and α = 0.002.

smaller s, since spectral densities of a large s involve prominent contribution from

high-frequency oscillators, and the convergence time in the single harmonic oscillator

scenario is proportional to the oscillator frequency ω. When ∆ = 0.4
√
~v, there are two

stages in the LZ transitions in the presence of off-diagonal coupling. In the first stage,

transition probability jumps up at t = 0. In the second stage, it gradually reaches the

steady state at the same convergence time as that of ∆ = 0. Further calculations have

shown that there exist the two-stage LZ transitions in general for all non-zero tunneling

strengths in the presence of off-diagonal coupling. In addition, as expected, the converged

transition probabilities obtained from our dynamics calculations agree with the

corresponding steady-state transition probabilities from Eq. (7.3).

To investigate the role of bosons in the LZ transitions, we have calculated the time

evolution of the boson number 〈b̂†q b̂q〉 which is shown in Fig. 7.7. The initial boson

number is set to be zero in our calculations. The bosons will be created after the transition

takes place. If the qubit is only off-diagonally coupled to the single harmonic oscillator,

the LZ transition would be temporally shifted from t = 0 to t = ~ω/v, independent of the

coupling strength [12]. If qubit is off-diagonally coupled to multiple harmonic oscillators,

the transition will then occur mainly after t = 0 as there is a temporal shift of each

frequency mode, as shown in Fig. 7.7. Because the energy difference between the diabatic
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Figure 7.8 Time evolution of transition probability for (a) ∆ = 0 (b) ∆ = 0.4
√
~v using an

Ohmic bath with various coupling strengths α, in the presence of off-diagonal coupling only

(θ = π/2).

states varies linearly with time, the frequencies of the bosons created via qubit-bath

coupling also have the same time dependence, resulting in the left edge of the triangle

starting from t = 0 in the ω − t plots. It can be found that very few bosons will be created

for t < 0, regardless of s and coupling strengths. When a larger value of s is used, more

high-frequency bosons are created and this results in a larger steady-state probability for

identical coupling strength. Also the time taken to create high-frequency mode bosons

increases, which can be seen on comparison of Figs. 7.7(b) and Figs. 7.7(a). This is

expected from the convergence time taken to reach the steady states in Fig. 7.6(d) and (c).

If the energies corresponding to frequencies of the bath modes ω are high in comparison

with the thermal energy kBT , the oscillators are thermally inactive, thus LZ dynamics

driven by the bath modes is temperature independent in a wide temperature range [4, 5].

Therefore, the temperature can be set to be T = 0 to reduce the numerical cost, although

the inclusion of the temperature effect in the multiple Davydov ansatz is straightforward by

applying Monte Carlo importance sampling [26].
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7.4 Effects of coupling strength and interaction angle

Even though effects of various spectral densities have been discussed in Sec. 7.3, we will

focus on the Ohmic type in this section because of the recent progress in nanotechnology

[27–30] which allows for feasible control of how Ohmic environments are coupled to the

superconducting qubit [31, 32]. Figs. 7.8(a) and (b) present the time evolution of

transition probability as a function of coupling strength α for two values of tunneling

strength, ∆ = 0 and 0.4
√
~v, respectively. In this section we have considered the case for

off-diagonal coupling (θ = π/2) only. Calculated steady-state probabilities agree with

Eq. (7.3), which predicts increases of the probabilities with the coupling strength. While

the coupling strengths for the left and right panels in Fig. 7.8 are the same, the steady-state

probabilities of Fig. 7.8(b) are larger than those of Fig. 7.8(a), because the nonzero

tunneling strength ∆ = 0.4
√
~v gives rise to one more transition stage at t = 0 compared

to that of ∆ = 0.

The interplay between the circuit qubit and the bosons is characterized by boson

dynamics as a function of ω, as is shown in Fig. 7.9. The boson number is initialized to

zero. The upper and lower panels correspond to coupling strengths of α = 0.002 and

α = 0.006, respectively. It was found that boson number becomes larger with stronger

off-diagonal coupling. We then make a comparison between the left and right panels, in

which the left column corresponds to the zero tunneling strength scenarios (∆ = 0) and

the right column is for ∆ = 0.4
√
~v. If off-diagonal coupling strength is the same, more

bosons are created for weaker tunneling scenarios, though we have larger steady-state

transition probabilities for larger tunneling strength cases.

Figs. 7.10(a) and (b) present the time evolution of the transition probability as a

function of the interaction angle θ for ∆ = 0 and ∆ = 0.4
√
~v, respectively. The

interaction angle θ of interest ranges from 0 to π/2. We have only considered coupling

strength of α = 0.008 in this section. In the absence and the presence of tunneling, the

transition probabilities undergo the LZ transitions of one stage and two stages,
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Figure 7.9 Time evolution of the boson number using an Ohmic bath, in the presence of off-

diagonal coupling only (θ = π/2). The left column corresponds to ∆ = 0, while the right

column is for ∆ = 0.4
√
~v. The upper and lower panels correspond to coupling strength of

α = 0.002 and α = 0.006, respectively.

Figure 7.10 Time evolution of transition probability for (a) ∆ = 0 (b) ∆ = 0.4
√
~v using an

Ohmic bath with various interaction angles θ. The coupling strength α = 0.008 is set.
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Figure 7.11 Time evolution of the boson number using an Ohmic bath for interaction angles

of (a) θ = π/4 and (b) θ = π/2. The tunneling strength ∆ = 0 and coupling strength

α = 0.008 are set.

respectively. The transition probabilities P↓(t) for t > 0 increase with the interaction

angle θ, since a larger interaction angle (0 ≤ θ ≤ π/2) corresponds to stronger

off-diagonal coupling. The steady-state probabilities also increase with interaction angles,

as expected from Eq. (7.3). Fig. 7.11 displays time evolution of the boson number for two

interaction angles of (a) θ = π/4 and (b) θ = π/2. We found that larger interaction angles

(0 ≤ θ ≤ π/2) lead to more bosons being created during the transition stage, via stronger

off-diagonal coupling.

In summary, impacts of diagonal and off-diagonal qubit-bath coupling on the standard

LZ model are investigated using the Dirac-Frenkel variational principle with the multi-D2

ansatz. For LZ dynamics at intermediate times, the converged results by the employed

methods agree with those from the master-equation method, when the qubit is weakly

coupled to a harmonic oscillator of a wide range of frequencies. In addition, calculated

probabilities in the steady states concur with analytical predictions at zero temperature,

further justifying the validity of the method used. LZ dynamics at intermediate times is

little affected by diagonal coupling, and is found to be determined by off-diagonal

coupling and tunneling between two diabatic states. Investigation are performed to study

the effects of bath spectral densities, coupling strengths, and interaction angles on LZ

dynamics. Finally, detailed boson dynamics based on the multi-D2 ansatz are used to
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identify the contribution of specific boson modes to the LZ transitions.
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Chapter 8

Conclusions

In summary, this thesis seeks to provide a thorough investigation of the

multiple Davydov D2 ansatz and its applications to the dynamics of open

quantum systems. It is found that by undertaking the multi-D2 ansatz,

polaron dynamics can be fully quantum mechanically described in the

simultaneous presence of diagonal and off-diagonal carrier-phonon coupling

with and without an external electric field. The Dirac-Frenkel time-dependent

variational method combined with the multi-D2 ansatz enables accurate

descriptions of various quantum behaviours, including the exciton transport

in CPs, BOs dynamics in semiconductor superlattices and organic materials,

SF processes in the iSF materials, and LZ transitions in the QED devices.
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This thesis addresses the multiple Davydov D2 ansatz, also known as the multi-D2

ansatz, and its applications to various open quantum systems with electronic and bosonic

DOFs. In order to accurately describe the state of the open quantum system, the

environment influence is typically modelled as a bosonic bath coupled to an electronic

target system. Complexity of system-bath interactions makes exact analytical solutions

difficult to obtain for the dynamics of most open quantum systems. In order to study the

open quantum systems, two categories of methods were constructed: wave function based

methods and density matrix based approaches. The validities of these methods have been

examined in fields such as quantum measurement theory, quantum statistical mechanics,

and quantum thermodynamics. However, approaches employed greatly depend on the

target systems and desired objectives. Moreover, methods developed have their limitations

when treating the open quantum systems. For example, exact solutions from the QUAPI

and the HEOM methods need expensive computational resources, and perturbative results

from the master equation method are inaccurate out of the weak coupling regime. In

particular, accurate modeling of polaron dynamics have not received much-deserved

attention over the last six decades.

In order to accurately solve the dynamics of open quantum systems, the multi-D2

ansatz is developed as a linear combination of the usual Davydov D2 trial state from the

soliton literature. Equations of motions for time-dependent variational parameters of the

multi-D2 ansatz are given by the Dirac-Frenkel time-dependent variational principle. This

ansatz is shown to enable accurate descriptions of fully quantum dynamical correlations

between the electronic and bosonic subsystems, and facilitate comprehensive

understanding of dynamics of the open quantum systems with off-diagonal coupling to

boson modes. The multi-D2 ansatz has been applied to study the exciton transport in the

CPs, BOs dynamics in semiconductor superlattices and organic materials, the SF

processes in the iSF materials, and the LZ transitions in the circuit QED devices.

1) First Application: In the application of the multi-D2 ansatz to exciton transport in the

CPs, the dynamics of the Holstein polaron with off-diagonal coupling is studied in Chapter
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4 using the Dirac-Frenkel time-dependent variational principle and the multi-D2 ansatz.

Firstly, often used to simulate exciton dynamics in the CPs, the semi-classical

Ehrenfest method has been shown to be equivalent to the time-dependent variational

method with the single D2 ansatz. Calculation of the relative deviation, which quantifies

the anstaz accuracy, demonstrates that the variational method with the multi-D2 ansatz

presents much more accurate results than the semi-classical Ehrenfest dynamics. With a

sufficiently large multiplicity, our variational method using the multi-D2 ansatz can offer

numerically exact solutions. We further compare MSD (t) obtained from the

semi-classical method and with that from the multi-D2 ansatz, and find that the mobility is

overestimated by the semi-classical method. These results indicate that the description

beyond the semi-classical method is essential to quantitatively capture the dynamics of the

SSH model.

Secondly, we explore the underlying physics from the accurate dynamics data for the

Holstein model with the off-diagonal coupling. The energy and the momentum of the bare

exciton are constants of motion. However, in the presence of the exciton-phonon coupling,

the exciton probability in the momentum space is found to redistribute and become

centered in stationary regions. It can be revealed that the momentum redistribution is only

determined by the combination of the transfer integral and the off-diagonal strength, and

is independent of the initial excitonic conditions used. In addition, in order to study the

competition between the transfer integral and the off-diagonal coupling, the exciton

transport is investigated within the exciton site and the exciton momentum representation,

and the crystal momentum representation. The results show that the combination of the

transfer integral and the off-diagonal coupling do not necessarily play a role in enhancing

the exciton transport, because the self-trapped exciton can be found with certain parameter

sets due to the competition between the off-diagonal coupling and the transfer integral.

Moreover, the off-diagonal coupling is demonstrated to be the simultaneous agent of

transport and localization in dynamical calculations.
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Lastly, temperature effects are studied using the variational method with importance

sampling by employing the multi-D2 ansatz. In both the low and high temperature regimes,

the time evolution of the exciton probability calculated from the variational method with

importance sampling agrees well with that from the numerically exact HEOM method, and

can be obtained much more efficiently. The results at the finite temperatures show that fast

delocalization of the exciton wave is quenched due to thermal fluctuations, indicating the

weakening of the exciton transport by increasing the temperature.

2) Second Application: In the application of the multi-D2 ansatz to BOs dynamics in

semiconductor superlattices and organic materials, transient dynamics of the Holstein

polaron in a one-dimensional ring under a constant external field is studied in Chapter 5.

In both the diagonal and off-diagonal coupling cases, the efficient variational results are in

perfect agreement with those obtained from the numerically exact HEOM method.

Moreover, the relative deviation is found to decay with the increasing multiplicity of the

multi-D2 ansatz, which vanishes in the limit of M → ∞, inferring that our approach is

numerically exact in that limit.

Firstly, the influence of the initial condition is studied in the absence of carrier-phonon

coupling. For an initial broad Gaussian wave packet, typical BOs are found with the center

of the wave packet oscillating but its shape essentially unchanged. Starting from an initial

narrow Gaussian wave packet, the carrier wave packet exhibits a symmetric breathing mode

with its width oscillating with the Bloch period and its center of mass fixed at the original

location.

The effect of the carrier-phonon coupling is the focus of our investigation. In general,

weak diagonal coupling breaks the spatial periodicity while keeping the temporal

periodicity of the carrier wave. For an initial broad Gaussian wave packet, the application

of weak diagonal coupling modifies BOs with the carrier wave packet broadened and the

carrier current reduced. For an initial narrow Gaussian wave packet, after the addition of

weak coupling, the spatial symmetry of the carrier wave is broken and the center of mass
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of the carrier wave packet oscillates away from the original position, leading to a non-zero

carrier current. In particular, a saturated current which exists in an infinite linear lattice is

not found in a finite-sized ring within the anti-adiabatic regime, since the energy imported

by the external field is not entirely absorbed by the lattice, leaving the steady state

unreachable.

For strong carrier-phonon coupling, the variational method using the multi-D2 ansatz

is found to be highly accurate while it is prohibitively expensive for the HEOM method to

tackle higher phonon excited states. The carrier wave packet is found to be localized due to

either strong diagonal coupling or a strong external field. Finally, strong diagonal coupling

gives rise to the decay of BOs under a strong external field, leading to damped oscillations

of the exciton current.

3) Third Application: In the application of the multi-D2 ansatz to the SF processes in iSF

materials, a model of iSF dynamics is developed to include simultaneous diagonal and

off-diagonal exciton-phonon coupling. As shown in Chapter 6, an accurate description is

provided for iSF dynamics using the multi-D2 ansatz. To our knowledge, diagonal

coupling has been reported to aid efficient SF if excitonic coupling is weak, and it has also

been shown to facilitate efficient fission if excitonic coupling is strong in Chapter 6.

Furthermore, it is demonstrated for the first time that off-diagonal coupling plays a crucial

role in the fission process only if excitonic coupling is weak. It is determined that iSF

dynamics strongly depends on the frequency of phonon modes in the presence of

off-diagonal coupling, and high-frequency phonon modes result in efficient iSF even if the

off-diagonal coupling strength is weak. Multiple SF channels can be created by the

simultaneous presence of diagonal and off-diagonal coupling. Thus a unified framework

has been provided to establish the effects of diagonal and off-diagonal coupling on SF

dynamics.

4) Fourth Application: In the application of the multi-D2 ansatz to the LZ transitions in

the circuit QED devices, the intriguing role played by the dissipative environment in LZ
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dynamics is studied in Chapter 7. Following the Dirac-Frenkel time-dependent variational

principle, dynamics of the LZ model with diagonal and off-diagonal qubit-bath coupling

is probed by employing the multi-D2 ansatz. Convergence has been ensured in the LZ

dynamics calculation by monitoring the multiplicity of the multi-D2 ansatz, and results

agree with those of other methods. The final transition probabilities in the steady states

obtained from our numerical calculations concur with the analytical predictions. To our

knowledge, two-stage LZ transitions are found for the first time at the intermediate times

for a qubit coupled to a circuit oscillator, or to a dissipative environment that is

characterized by the bath spectral densities, thanks to the combined effect of off-diagonal

qubit-bath coupling and the tunneling strength. It is revealed in our systematic

investigations that larger interaction angles (0 ≤ θ ≤ π/2) and spectral densities with

larger exponents and coupling strengths lead to longer transition times and greater

steady-state probabilities. Finally, the boson dynamics analysis based on the multi-D2

anstaz has successfully identified the contribution of specific boson modes to the LZ

transitions.

In summary, we adopted the time-dependent variational approach utilizing the

multi-D2 ansatz, to accurately investigate dynamics of several specified open quantum

systems with electronic and bosonic degrees of freedom. Results presented in this thesis

may help provide guiding principles for design of efficient singlet fission materials by

directly tuning singlet-triplet interstate coupling, and to manipulate the Laudau-Zener

transitions in circuit quantum electrodynamics architectures by tuning off-diagonal

coupling and tunneling strength. It is also our hope that the multi-D2 ansatz can find

applications in a wider range of interesting exciton-phonon coupled systems.
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Chapter 9

Recommendations for Future Work

In this thesis, we have systematically investigated the applications of the

the multiple D2 Davydov ansatz to four different open quantum systems. In

this chapter, we will discuss potential fields of implementation of the present

theoretical framework and recommend some possible directions for future

research.
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9.1 Applications of neural networks to the simulation of dynamics of open quantum

systems

In recent years, artificial intelligence has attracted considerable attention as a suitable

neural network can reduce the computational cost dramatically. Neural networks can be

used in numerous ways to solve quantum problems. Combined with variational principles,

the neural networks been used for analysis of the quantum entanglement [1]. It has been

shown that a deep neural network can efficiently represent most physical states, including

ground states of many-body Hamiltonians [2]. A multiscale entanglement renormalization

ansatz [3] along with a deep neural network was used to attack the problem with

sampling. Machine learning has also been used along with the Bayesian statistics to speed

up hybrid Monte Carlo simulations [4]. Recent progress has been made in applying

artificial intelligence to dynamics of open quantum systems. For example, Cerrillo et

al. have combined the time evolving density matrix using orthogonal polynomials

algorithm with the transfer tensors formalism to the analysis, compression and

propagation of non Markovian processes [5–7]. Carleo et al. have also demonstrated that a

reinforcement-learning scheme is capable of both describing the unitary time evolution of

prototypical interacting spins models in one and two dimensions [8]. All these attempts

provide inspiration for more neural-network analysis of the dynamical observables in

various open quantum systems.

We plan to employ dynamical neural networks to simulate dynamics of open quantum

systems. In detail, we will apply recurrent neural networks to investigate the time evolution

of observables of interest in the spin-boson model and the dissipative Landau-Zener model.

The trajectories of the correlated reduced open system state will provide key information

about the environmental influence and the effect of initial correlations onto open system

dynamics. The first stage of the dynamics will be obtained by using the Dirac-Frenkel

variational principle with the multiple Davydov D2 trial state. As is known, the construction

of the dynamical neural net depends on the complexity of the observable trajectories [5]. In
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particular, nonlinear autoregressive neural network will be used because it is the simplest

and the most convenient method available to us that can be utilized to predict the time

series from past values of that series efficiently. For example, this method has been used

to study the nonlinear behaviours such as chaotic optical intensities in laser [9, 10]. With

data obtained from the multi-D2 ansatz, we will then train and test suitable neural nets to

determine the validity of the networks. At last, after verifying the generalization ability of

the trained net by cross validation, a time series of the physical observables of interest will

be predicted from past values of that series using the well trained net.

9.2 Manipulation of photon delocalization in a Rabi dimer

Recent theoretical studies model the tunnel-coupled resonators each containing a qubit as

a Jaynes-Cumming dimer, which is the smallest possible coupled-resonator

system [11–15]. The Jaynes-Cumming Hamiltonian describes a QED system with weak

qubit-photon coupling, which omits the counter-rotating-wave interactions between the

qubit and the photon mode. Beyond the Jaynes-Cumming dimer, Hwang et al. studied the

phase transition of photons in a Rabi dimer [12]. For a bare Rabi dimer with ω0 being the

frequency of the photon mode, a critical photon tunneling rate of about 0.03ω0 has been

proposed [11, 13], above which the photons are always delocalized regardless of the

qubit-photon coupling strength. If the photon tunneling rate is smaller than the critical

value, the photon dynamics in a Rabi dimer is found to undergo double phase transitions

as the qubit-photon coupling strength increases. The first transition is from a delocalized

phase to a localized phase, then the second one takes place from the localized phase to a

new delocalized phase. Photons hop between two resonators in the first delocalized phase,

while photons are quasi-equilibrated over two resonators in the second delocalized phase

[12]. However, in experimental realizations, fabricated QED systems suffer from

ineluctable dissipation stemming from the device-environment interactions. Although the

phase diagram for the photons in a Rabi dimer has been constructed, dissipation-induced

effects on the dynamics of the photons and the qubits in a Rabi dimer are still not

well-understood [12].
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As for influences of dissipation on various QED systems, most studies are conducted

by adopting master equations to capture the photon and the qubit dynamics of the QED

systems, where environmental effects are considered in a phenomenological

manner [11, 13]. However, the interplay between the QED devices and their surroundings

is too complex to be modeled by a few dissipative parameters in the methods based on the

Markovian Lindblad master equation [16, 17]. In addition to being affected by bath

induced dissipation, the operation of QED devices can benefit from interactions with their

surroundings [18]. For instance, Hohenester et al. observed phonon-assisted transition

from quantum dot excitons to photons in nanocavity [19]. Recently it has been found that

exciton-phonon coupling favors single-photon generation in QD-nanocavity systems [20].

Therefore, proper treatments of the system-bath interactions are needed.

We will investigate the bath-induced effects on the out-of-equilibrium dynamics of a

Rabi dimer by coupling the qubits to a common phonon bath, which models the

surrounding environment. In particular, we plan to study the influences of various

quibit-phonon coupling strengths on the photon dynamics for two regimes of qubit-photon

couplings, namely, weak and ultrastrong coupling (USC) regimes. In the weak

qubit-photon cases, we will perform extensive calculations to examine whether the photon

in the delocalized phase will be affected by qubit-phonon coupling. In the USC regime,

there is a debate on whether the photon dynamics would be engineered by tuning the

qubit-phonon coupling. As is known, if the light-matter coupling enters the weak coupling

regime, the dynamics can be described by the Jaynes-Cummings Hamiltonian. However,

the rotating-wave approximation in the resonator-resonator coupling is known to be a

wrong assumption in the USC regime [21]. In detail, the resonator-resonator coupling

strength must be comparable with frequency gaps of the Rabi system (diagonalizing the

quantum Rabi model) to see whether or not a rotating-wave approximation may hold. We

will check the validity of the multi-D2 ansatz in describing photon dynamics in the USC

qubit-photon regime. Initially, a fully localized photon state will be prepared by pumping

a certain number of photons into one resonator while keeping the other resonator in a

photon vacuum. In contrast to the photons, the qubits in the two resonators will start to
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evolve from their down states and the phonon bath will initially be in a vacuum state. In

addition, we will examine the dependence of photon behaviors on initial photon numbers

in the left and right resonators.

In order to elucidate the phonon-bath-induced effects on the photon dynamics in the

Rabi dimer, we will choose several combinations of photon tunneling rate and

qubit-photon coupling, and perform simulations for each parameter configuration with

varying qubit-bath coupling strengths. In particular, transitions of photons between the

delocalized and localized phases will be studied under the influence of the environmental

disturbance. Owing to the advantage of the wave function based method, population of the

bath modes will be calculated to investigate the participation of individual bath modes in

the Rabi dimer dynamics. Finally, we will explicitly explore how to manipulate photon

states via the qubit-photon and qubit-phonon coupling. The work may help make clear the

effects of environmental noise on the hybrid QED device represented by the Rabi dimmer.
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APPENDIX

Appendix A For polaron dynamics with off-diagonal coupling

The following appendices from Appendix A.1 to Appendix A.4 are for Chapter 4.

Appendix A.1 Fully quantum description of the semi-classical Hamiltonian

The semi-classical Hamiltonian is composed of the electronic and the phonon part H =

Hel +Hph, the electronic part is

Hel =
∑
n

[−J + α (un+1 − un)]
(
â†nân+1 +H.c.

)
, (A.1)

where J is the transfer integral, α the electron-phonon coupling constant, un the

displacement of phonon on the n-th site, and â†n (ân) the creation (annihilation) operators

of electron. The phonon part is

Hph =
K

2

∑
n

(un+1 − un)2 +
M

2

∑
n

u̇2
n, (A.2)

in which, K denotes the force constant originating from the σ bond between carbon atoms,

K = Mω2
0 and M the total mass of a CH-unit for trans-polyacetylene. The combination of

the two parts above is identical to SSH model used for conductive polymers.

Using the quantum mechanical creation and annihilation operators to describe the

displacement of the phonon bath,

un =

√
1

2Mω

(
b†n + bn

)
,

γ =

√
1

2Mω
α (A.3)

we get Ĥ = Ĥex + Ĥph + Ĥint, with the electronic part

Ĥex = −J
∑
n

(
â†nân+1 +H.c.

)
, (A.4)
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the phonon part

Ĥph =
∑
n

ω0b̂
†
nb̂n, (A.5)

and the electron-phonon interaction part

Ĥint = γ
∑
n,l

[
â†nân+1

(
b̂l + b̂†l

)
(δn+1,l − δn,l)

+ â†nân−1

(
b̂l + b̂†l

)
(δn,l − δn−1,l)

]
. (A.6)

Fourier transforming the phonon operators into momentum space,

b̂†n = N−1/2
∑
q

e−iqnb̂†q,

b̂n = N−1/2
∑
q

eiqnb̂q, (A.7)

we get

Ĥex = −J
∑
n

(
â†nân+1 +H.c.

)
,

Ĥph = ω0

∑
q

b̂†q b̂q,

Ĥo.d.
ex−ph = γN−1/2

∑
n,q

{
â†nân+1

[
eiqn

(
eiq − 1

)
b̂q +H.c.

]
+ â†nân−1

[
eiqn

(
1− e−iq

)
b̂q +H.c.

]}
, (A.8)

just being the off-diagonal Holstein polaron model.

Appendix A.2 Comparison between the variational method using the single D2

ansatz and the semi-classical method

In this part, it is shown that the dynamics obtained from the semi-classical method and the

variational method using only the single D2 ansatz are equivalent for the spin-boson model

(N = 2).
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Appendix A.2.1 The variational method

The Hamiltonian of the spin-boson model is

Ĥ =
ε

2
σz + V σx + ωâ†â+

λ

2
σz(â

† + â) +
φ

2
σx(â

† + â),

(A.9)

where ε and V are the spin bias and the tunneling constant, respectively. λ (φ) is the

diagonal(off-diagonal) coupling strength. σx and σz are The Pauli matrices, â†(â) is the

boson creation (annihilation) operator for the phonon of frequency ω0.

Using the variational principle and the D2 ansatz, |D2〉

= A(t) |+〉 e[f(t)â†−f∗(t)â] |0〉 + B(t) |−〉 e[f(t)â†−f∗(t)â] |0〉 the equations of motion can be

obtained,

0 = iȦ− ε

2
A− V B − λ

2
A(f + f ∗)− φ

2
B (f ∗ + f) ,

0 = iḂ +
ε

2
B − V A+

λ

2
B(f + f ∗)− φ

2
A (f ∗ + f) ,

0 = iḟ − ωf − λ

2
(|A|2 − |B|2)− φ

2
(A∗B + AB∗) .

(A.10)

Appendix A.2.2 The semi-classical method

The semi-classical Hamiltonian can also be written as

Ĥ =
ε

2
σz + V σx +

p2

2m
+

1

2
mω2x2

+λ

√
mω

2
σzx+ φ

√
mω

2
σxx, (A.11)

the electronic state is described by the wave function |ψ〉 = A (t) |+〉+B (t) |−〉, m is the

effective mass of the phonon. The equations of motion from the semi-classical formalism
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are

iȦ =

(
ε

2
+

√
mω

2
λx

)
A+ V B + φ

√
mω

2
xB,

iḂ = −
(
ε

2
+

√
mω

2
λx

)
B + V A+ φ

√
mω

2
xA,

ẋ = v,

v̇ = −ω2x− λ
√

ω

2m

(
|A|2 − |B|2

)
−φ
√

ω

2m
(A∗B + AB∗) . (A.12)

Appendix A.2.3 Comparison

We now compare the equations of motion from the variational method and the

semi-classical method. From Eq. (A7) of Ref. [3], we get f = 1√
2mω

(mωx+ ip) and

f + f ∗ =
√

2mωx. After we put this into the last equation of Eq. (A.10), we get

0 = i
1√

2mω
(mωẋ+ iṗ)− ω 1√

2mω
(mωx+ ip)

−λ
2

(|A|2 − |B|2)− φ

2
(A∗B + AB∗) (A.13)

The real part of Eq. (A.13) agrees with the fourth equation of Eq. (A.12), and imaginary

part of Eq. (A.13) is equal to the third equation of Eq. (A.12), proving the equivalence of

the semi-classical method and variational method using only the single D2 ansatz.

In conclusion, the expectation value of position x and momentum p obtianed from the

semi-classical method agree with the ones from the variational method using the single D2

ansatz.
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Appendix A.3 The time-dependent variation with multi-D2 trial states for the

polaron with off-diagonal coupling

The energies of the system are given by the following equations,

〈
DM

2 (t)
∣∣Hex

∣∣DM
2 (t)

〉
= −J

M∑
i,j

∑
n

ψ∗jn (ψi,n+1 + ψi,n−1)Sji,

〈
DM

2 (t)
∣∣Hph

∣∣DM
2 (t)

〉
= ω0

M∑
i,j

∑
n

ψ∗jnψin
∑
q

λ∗jqλiqSji,

〈
DM

2 (t)
∣∣Ho.d.

ex−ph
∣∣DM

2 (t)
〉

=
1

2
N−1/2φ

∑
n,q

M∑
i,j

ωqSji

×{ψ∗jnψi,n+1[eiqn(eiq − 1)λiq + e−iqn(e−iq − 1)λ∗jq]

+ψ∗jnψi,n−1[eiqn(1− e−iq)λiq + e−iqn(1− eiq)λ∗jq]}, (A.14)

where the Debye-Waller factor is formulated as

Sij = 〈λi|λj〉 ,

= exp

{∑
q

λ∗jqλiq −
1

2
(|λiq|2 + |λjq|2)

}
. (A.15)

In addition, the energies can be converted to the exciton momentum representation by using

ψin = N−1/2
∑
k

e−iknψik,

ψ∗in = N−1/2
∑
k

eiknψ∗ik. (A.16)

The Dirac-Frenkel variational principle results in equations of motion including

154



Appendices

−i
∑
i

ψ̇inSki

= +
i

2

∑
i

ψin
∑
q

(
2λ∗kqλ̇iq − λ̇iqλ∗iq − λiqλ̇∗iq

)
Sk,i

+J
∑
i

(ψi,n+1 + ψi,n−1)Ski

−ω0

∑
i

ψin
∑
q

λ∗kqλiqSki

−1

2
N−1/2φ

∑
i

∑
q

ωqψi,n−1[eiqn(1− e−iq)λiq

+e−iqn(1− eiq)λ∗kq]Ski,

(A.17)

and

−i
∑
i

∑
n

ψ∗knψ̇inλiqSki − i
∑
i

∑
n

ψ∗knψinλ̇iqSki

− i
2

∑
i

∑
n

ψ∗knψinλiqSk,i∑
p

(
2λ∗kpλ̇ip − λ̇ipλ∗ip − λipλ̇∗ip

)
= J

∑
i

∑
n

ψ∗kn (ψi,n+1 + ψi,n−1)λiqSk,i

−
∑
i

∑
n

ψ∗knψin

(
ω0 + ω0

∑
p

λ∗kpλip

)
λiqSki

−1

2
N−1/2φ

∑
n

∑
i

ωqψ
∗
kn[ψi,n+1e

−iqn(e−iq − 1)

+ψi,n−1e
−iqn(1− eiq)]Ski

−1

2
N−1/2φ

∑
n

∑
i

(
ψ∗k,n+1ψi,n + ψ∗knψi,n+1

)
λiq∑

p

ωp[e
ipn(eip − 1)λip + e−ipn(e−ip − 1)λ∗kp]Sk,i.

(A.18)

It should be noted that the main results of this work are calculated from the above
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Figure A.1 Pz(t) obtained from averaged Hamiltonian, HEOM method, the DM=2
2 ansatz,

and the DM=4
2 ansatz. The parameters are V = −0.05, λ = 0.5, β = 0.5.

equations of motion. The equations of motion are solved numerically by means of the

fourth-order Runge-Kutta method. The exciton initially sits on two nearest-neighboring

sites, i.e ψn = (δn,N/2 + δn,N/2+1)/
√

2. At T = 0, the phonon state is at the vacuum state,

i.e λiq = 0. In order to avoid singularity, the uniformly distributed noise [−10−5, 10−5] is

added to the initial variational parameters ψin and λiq at t = 0. More than one hundred

samples are averaged to get rid of the influence of the noise and reach convergent results in

the simulations.

Appendix A.4 Alternative approaches to temperature effects

We aim to investigate the effect of the temperature by comparing following approaches:

the averaged Hamiltonian (see Appendix 9.2), the variational method with importance

sampling (see Appendix 9.2), and the numerically exact HEOM method. The spin-boson

model, i.e, a Holstein model with N= 2, is taken as the simplest example.

The variational method with importance sampling is simulated by initially employing

random number generators to investigate the temperature effects using the multiple

Davydov trial wave states. The influence of the temperature on the dynamical behavior is

also studied using the method of averaged Hamiltonian with the Davydov D1 ansatz

developed here (see Eq. (9.2)) and the HEOM method. Population difference Pz(t) (see

Eq. (9.2)) obtained from the DM=2
2 ansatz, the DM=4

2 ansatz, and the other two methods are
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plotted in Fig. A.1 using parameters V = −0.05, λ = 0.5, β = 0.5. Unfortunataley, the

more complex D1 ansatz does not show an improvement over the multi-D2 ansatz and the

HEOM method, at finite T the distinct damping out of the oscillations is not observed, in

contrast to the case of the variational method with importance sampling and the HEOM

method. Moreover, with more D2 states used, the results for the variational method with

importance sampling come closer to those of the HEOM method.

Appendix A.4.1 Averaged Hamiltonian

According to the papers by Cruzeiro et al. [1]and by Förner [2], which are based on earlier

work by Davydov and coworkers, temperature effects can be taken into account

approximately, by using a generalized Davydov-Ansatz

|ψν (t)〉 =

A(t) |+〉 e[f(t)â†−f∗(t)â] |ν〉+B(t) |−〉 e[g(t)â†−g∗(t)â] |ν〉 ,

(A.19)

with the normalized excited states

|ν〉 =
1√
ν!

(
â†
)ν |0〉 . (A.20)

In this way, one can view the ’thermally averaged state’ as a linear combination of

all states with a fixed phonon distribution in the lattice, where the weight factors of the

individual states follow Bose-Einstein statistics. Then we can get a thermally averaged

Hamiltonian

HT =
∑
ν

ρνHνν , (A.21)

with

ρν =
〈ν| e−βωâ†â |ν〉∑
ν 〈ν| e−βωâ

†â |ν〉
=
e−βων

Q
, (A.22)
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where β = 1/kT is proportional to the inverse temperature and

Hνν = 〈ψν (t)| Ĥ |ψν (t)〉 , (A.23)

in which Ĥ is given in Eq. (A.9). Thus,

HT =
ε

2

(
|A|2 − |B|2

)
+ V (AB∗D21 + A∗BD12)

+ω
[
|A|2

(
ν̄ + |f |2

)
+ |B|2

(
ν̄ + |g|2

)]
−λ

2

[
|A|2 (f + f ∗)− |B|2 (g + g∗)

]
+
φ

2
[AB∗ (g∗ + f)D21 + A∗B (f ∗ + g)D12] , (A.24)

where average phonon number is ν̄ = 1/(eβω − 1) and

D12 = e(ν̄+1)f∗g+ν̄g∗f−(ν̄+ 1
2)(|f |2+|g|2),

D21 = e(ν̄+1)g∗f+ν̄f∗g−(ν̄+ 1
2)(|f |2+|g|2). (A.25)

From the Dirac-Frenkel variational principle, we get the equations of motion

0 = iȦ+
i

2
A
(
f ∗ḟ − ḟ ∗f

)
− ε

2
A− ωA

(
ν̄ + |f |2

)
−V BD12 −

λ

2
A (f + f ∗)− φ

2
B (f ∗ + g)D12,

0 = iḂ +
i

2
B (g∗ġ − ġ∗g) +

ε

2
B − ωB

(
ν̄ + |g|2

)
−V AD21 +

λ

2
B (g + g∗)− φ

2
A (g∗ + f)D21,

0 = i |A|2 ḟ − ω |A|2 f − λ

2
|A|2

−V AB∗ν̄ (g − f)D21 − V A∗B [(ν̄ + 1) (g − f)]D12

−φ
2
A∗BD12 −

φ

2
AB∗ (g∗ + f) ν̄ (g − f)D21

−φ
2
A∗B (f ∗ + g) (ν̄ + 1) (g − f)D12,

0 = i |B|2 ġ − ω |B|2 g +
λ

2
|B|2

−V AB∗ (ν̄ + 1) (f − g)D21 − V A∗Bν̄ (f − g)D12

−φ
2
AB∗D21 −

φ

2
AB∗ (g∗ + f) (ν̄ + 1) (f − g)D21

−φ
2
A∗B (f ∗ + g) ν̄ (f − g)D12. (A.26)
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In the spin-boson model, physical variables of interest are

Pi (t) ≡ 〈σi〉 = 〈Ds|σi |Ds〉 , i = x, y, z (A.27)

Here Pz(t) describes the population difference. With the above trial state, we obtain

Pz (t) = |A|2 − |B|2 . (A.28)

Appendix A.4.2 Variational method with importance sampling

The variational method with importance sampling is used to obtain the dynamics of the

Holstein model with the off-diagonal coupling, where initial phonon displacements are

chosen according to the Bose distribution. Using only two sites for simplicity, the Holstein

model with the off-diagonal coupling can be reduced to a spin-boson Hamiltonian

(Eq. (A.9)). We solve the dynamics by variational method using the multi-D2 ansatz

∣∣DM
2 (t)

〉
=

M∑
i

Ai(t) |+〉 e[fi(t)â
†−f∗i (t)â] |0〉

+
M∑
i

Bi(t) |−〉 e[fi(t)â
†−f∗i (t)â] |0〉 . (A.29)

The temperature effects are included by considering the initial displacements based on the

Bose distribution [4]. The initial bath can be expressed as

1

ZB
e−βωâ

†â =

∫
dα2P (α) |α〉 〈α| , (A.30)

where |α〉 ≡ eαâ−α
∗â |0〉 and the distribution P (α) is

P (α) =
1

π
(eβω − 1) exp

(
−|α|2(eβω − 1)

)
, (A.31)

it is shown to be a well behaved Gaussian function and has no singularity. Numerically, let

2σ2 = 1/(eβω − 1) and α = x+ iy,

P (α) =
1

π

1

2σ2
e−

x2+y2

2σ2 =
1√
2πσ

e−
x2

2σ2
1√
2πσ

e−
y2

2σ2 .

(A.32)
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Then, we can generate the configuration α for the bath according to P (α) by Monte Carlo

method. The initial displacements in the trial states is determined by setting fi (t = 0) =

α+ ε0, where a small noise ε0 ∈ [−10−2, 10−2] is added to increase the numerical stability.

According to the equations of motion obtained from the Dirac-Frenkel variational principle,

the dynamics of the system can be obtained. The final result is averaged over enough

realizations (more than 50000) to ensure the convergence of relevant physical quantities.

In the same way, initial displacements are also chosen according to the temperature in the

fully quantum description of the SSH model.

Following are the corresponded equations of motion

−i
∑
i

ȦiSki −
i

2

∑
i

Ai

[
−
(
ḟif
∗
i + fiḟ

∗
i

)
+ 2f ∗k ḟi

]
Ski

= − ε
2

∑
i

AiSki − V
∑
i

BiSki −
∑
i

Aiω0f
∗
kfiSki

−λ
2

∑
i

Ai (fi + f ∗k )Ski −
1

2
φ
∑
i

Bi (fi + f ∗k )Ski,

(A.33)

−i
∑
i

ḂiSki −
i

2

∑
i

Bi

[
−
(
ḟif
∗
i + fiḟ

∗
i

)
+ 2f ∗k ḟi

]
Ski

= +
ε

2

∑
i

BiSki − V
∑
i

AiSki −
∑
i

Biω0f
∗
kfiSki

+
λ

2

∑
i

Bi (fi + f ∗k )Ski −
1

2
φ
∑
i

Ai (fi + f ∗k )Ski,

(A.34)

and

−i
∑
i

(
A∗kȦi +B∗kḂi

)
fiSki − i

∑
i

(A∗kAi +B∗kBi) ḟiSki

− i
2

∑
i

(A∗kAi +B∗kBi) fiSki

(
2f ∗k ḟi − ḟif ∗i − fiḟ ∗i

)
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= − ε
2

∑
i

(A∗kAi −B∗kBi) fiSki − V
∑
i

(A∗kBi +B∗kAi) fiSki

−
∑
i

(A∗kAi +B∗kBi) (ω0 + ω0f
∗
kfi) fiSki

−λ
2

∑
i

(A∗kAi −B∗kBi)Ski −
λ

2

∑
i

(A∗kAi −B∗kBi) fi (fi + f ∗k )Ski

−1

2
φ
∑
i

(A∗kBi +B∗kAi)Ski −
1

2
φ
∑
i

(A∗kBi +B∗kAi) (fi + f ∗k ) fiSki, (A.35)

where Ski = e−
1
2

(f∗k fk+f∗i fi)+f
∗
k fi .

Appendix B For transient polaron dynamics in an external electric field

The following appendices from Appendix B.1 to Appendix B.3 are for Chapter 5.

Appendix B.1 A gauge transformed Hamiltonian

The Hamiltonian without the phonon part in infinite lattice can be written in two parts: the

tight-binding Hamiltonian

H0 = −J
∑
n

(
a†n+1an + a†nan+1

)
, (B.1)

scalar potential interaction

Hint = F
∑
n

a†nnan, (B.2)

we can introduce the vector potential A (t) = −Ft and employ the gauge transformation

ψ̃ (t) = e−iA(t)xψ (t) (B.3)

where x =
∑

n a
†
nnan is the position operator.

i
∂ψ (t)

∂t
= (H0 +Hint)ψ (t)

i
∂ψ̃ (t)

∂t
= H̃ψ̃ (t) (B.4)
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can be satisfied, and spatial translational symmetry can be restored in H̃ .

The form of H̃ is shown in the following.

i
∂ψ̃ (t)

∂t

= i
∂ (−iA (t)x)

∂t
e−iA(t)xψ (t) + e−iA(t)xi

∂ψ (t)

∂t

= −Fxe−iA(t)xψ (t) + e−iA(t)xi
∂ψ (t)

∂t

= −Hinte
−iA(t)xψ (t) + e−iA(t)x (H0 +Hint)ψ (t)

= e−iA(t)xH0ψ (t) (B.5)

H̃ψ̃ (t) = H̃e−iA(t)xψ (t) (B.6)

e−iA(t)xH0ψ (t) = H̃e−iA(t)xψ (t)

e−iA(t)xH0 = H̃e−iA(t)x (B.7)

both side left multiply by eiA(t)x

H̃ = e−iA(t)xH0e
iA(t)x (B.8)

using the following rule

eÂB̂e−Â = B̂ +
[
Â, B̂

]
+

1

2!

[
Â,
[
Â, B̂

]]
+

1

3!

[
Â,
[
Â,
[
Â, B̂

]]]
+ ... (B.9)

make

Â = −iA (t)x = −iA (t)
∑
n

a†nnan

B̂ =
H0

−J
=
∑
n

(
a†n+1an + a†nan+1

)
(B.10)
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we can obtain [
Â, B̂

]
= −iA (t)

∑
n′

a†n′n
′an′

[∑
n

(
a†n+1an + a†nan+1

)]

−

[∑
n

(
a†n+1an + a†nan+1

)][
−iA (t)

∑
n′

a†n′n
′an′

]

= −iA (t)

[∑
n

(n+ 1) a†n+1an +
∑
n

na†nan+1

]

+iA (t)

[∑
n

a†n+1nan +
∑
n

a†n (n+ 1) an+1

]
= (−iA (t))

∑
n

a†n+1an + (iA (t))
∑
n

a†nan+1 (B.11)

[
Â,
[
Â, B̂

]]
= (−iA (t))2

∑
n

a†n+1an + (iA (t))2
∑
n

a†nan+1 (B.12)

[
Â,
[
Â,
[
Â, B̂

]]]
= (−iA (t))3

∑
n

a†n+1an + (iA (t))3
∑
n

a†nan+1 (B.13)

thus

e−iA(t)x H0

−J
eiA(t)x

=

(∑
n

(
a†n+1an + a†nan+1

))

+

(
(−iA (t))

∑
n

a†n+1an + (iA (t))
∑
n

a†nan+1

)

+
1

2!

(
(−iA (t))2

∑
n

a†n+1an + (iA (t))2
∑
n

a†nan+1

)

+
1

3!

(
(−iA (t))3

∑
n

a†n+1an + (iA (t))3
∑
n

a†nan+1

)
+...

=
∑
n

a†n+1ane
−iA(t)x +

∑
n

a†nan+1e
iA(t)x (B.14)
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therefore

H̃ = −J

[∑
n

a†n+1ane
−iA(t)x +

∑
n

a†nan+1e
iA(t)x

]

= −J

(∑
n

a†n+1ane
iF t +

∑
n

a†nan+1e
−iF t

)
= −J

∑
n

a†n
(
e−iF tan+1 + eiF tan−1

)
(B.15)

Appendix B.2 The time-dependent variation with the multi-D2 trial state for the

Holstein polaron under the external electric field

The energies of the system is shown in the following,

〈
DM

2 (t)
∣∣Hca

∣∣DM
2 (t)

〉
= −J

M∑
i,j

∑
n

ψ∗jn
(
e−iF tψi,n+1 + eiF tψi,n−1

)
Sji

〈
DM

2 (t)
∣∣Hph

∣∣DM
2 (t)

〉
=

M∑
i,j

∑
n

ψ∗jnψin
∑
q

ωqλ
∗
jqλiqSji

〈
DM

2 (t)
∣∣Hdiag

ca−ph
∣∣DM

2 (t)
〉

= −N−1/2g
M∑
i,j

∑
n

ψ∗jnψin
∑
q

(
eiqnλiq + e−iqnλ∗jq

)
Sji

〈
DM

2 (t)
∣∣Ho.d.

ca−ph
∣∣DM

2 (t)
〉

=
1

2
N−1/2φ

∑
n,q

M∑
i,j

ωqSji

×{ψ∗jnψi,n+1[eiqn(eiq − 1)λiq + e−iqn(e−iq − 1)λ∗jq]

+ψ∗jnψi,n−1[eiqn(1− e−iq)λiq + e−iqn(1− eiq)λ∗jq]}

(B.16)

The Dirac-Frenkel variational principle results in equations of motion including
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−i
∑
i

ψ̇inSki −
i

2

∑
i

ψin
∑
q

(
2λ∗kqλ̇iq − λ̇iqλ∗iq − λiqλ̇∗iq

)
Sk,i

= J
∑
i

(
e−iF tψi,n+1 + eiF tψi,n−1

)
Ski −

∑
i

ψin
∑
q

ωqλ
∗
kqλiqSki

+N−1/2g
∑
i

ψin
∑
q

(
eiqnλiq + e−iqnλ∗kq

)
Ski

−1

2
N−1/2φ

∑
i

∑
q

ωqψi,n+1[eiqn(eiq − 1)λiq

+e−iqn(e−iq − 1)λ∗kq]Ski

−1

2
N−1/2φ

∑
i

∑
q

ωqψi,n−1[eiqn(1− e−iq)λiq

+e−iqn(1− eiq)λ∗kq]Ski,

(B.17)

and

−i
∑
i

∑
n

ψ∗knψ̇inλiqSki − i
∑
i

∑
n

ψ∗knψinλ̇iqSki

− i
2

∑
i

∑
n

ψ∗knψinλiqSk,i
∑
p

(
2λ∗kpλ̇ip − λ̇ipλ∗ip − λipλ̇∗ip

)
= J

∑
i

∑
n

ψ∗kn
(
e−iF tψi,n+1 + eiF tψi,n−1

)
λiqSk,i

−
∑
i

∑
n

ψ∗knψin

(
ωq +

∑
p

ωpλ
∗
kpλip

)
λiqSki

+N−1/2g
∑
i

∑
n

ψ∗knψine
−iqnSki

+N−1/2g
∑
i

∑
n

ψ∗knψinλiq
∑
p

(
eipnλip + e−ipnλ∗kp

)
Sk,i

−1

2
N−1/2φ

∑
n

∑
i

ωqψ
∗
kn[ψi,n+1e

−iqn(e−iq − 1)

+ψi,n−1e
−iqn(1− eiq)]Ski

−1

2
N−1/2φ

∑
n

∑
i

(
ψ∗k,n+1ψi,n + ψ∗knψi,n+1

)
λiq∑

p

ωp[e
ipn(eip − 1)λip + e−ipn(e−ip − 1)λ∗kp]Sk,i,

(B.18)
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the current of the system under external field is described as,

j (t) =
〈
Î (t)

〉
,

(B.19)

Î (t) = i

(∑
n

e−iF ta†nan+1 −H.c.

)
= i
∑
n

a†n
(
e−iF tan+1 − eiF tan−1

)
,

(B.20)

j (t) =
〈
DM

2 (t)
∣∣ i∑

n

(
e−iF ta†nan+1 − eiF ta†nan−1

) ∣∣DM
2 (t)

〉
= i

M∑
i,j

∑
n

ψ∗j,n (t)
[
e−iF tψi,n+1 (t)− eiF tψi,n−1 (t)

]
Sji,

(B.21)

Appendix B.3 Hierarchy equation of motion

The reduced density matrix element for the exciton system in the site basis can be written

in the path integral form with the factorized initial condition as

ρ(n, n′; t) =

∫
Dn
∫
Dn′ρ(n0, n

′

0; t0)eiS[n;t]F (n, n′; t)e−iS[n′;t] (B.22)

where S[n] is the action of the exciton system, and F [n, n′] is the Feynman-Vernon

influence functional given by

F [n, n′] = exp{−
∑
q

ω2
q

∫ t

t0

ds

∫ s

t0

ds′

V ∗q
×(s)×

[
V ×q (s′) coth(βωq/2) cos(ωq(s− s′))

−iV ◦q (s′) sin (ωq(s− s′))
]
} (B.23)

where β is the inverse of temperature (β = 1/kBT ), and we define following abbreviations

V ×q = Vq(n)− Vq(n′) (B.24)

V ◦q = Vq(n) + Vq(n
′) (B.25)
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with V ∗q denoting the matrix representation of the operator V̂ †q = g
∑

n â
†
nâne

iqn

Taking derivative of Eq. (B.22),we have

∂

∂t
ρ(n, n′; t) = −iLρ(n, n′; t)

−
∑
q

Φq(t)

∫
Dn
∫
Dn′ρ(n0, n

′

0; t0)

∫ t

0

ds′

[eiωq(t−s
′)Θq+(s′) + e−iωq(t−s

′)Θq−(s′)]

×eiS[n,t]F (n, n′; t)e−iS[n′,t], (B.26)

with the following super-operators defined as

Φ̂q(t) = ω2
qV
†
q

×
(t)/2, (B.27)

Θ̂q±(t) = Vq
×(t) coth(βωq/2)∓ Vq◦(t). (B.28)

We then introduce the auxiliary operator ρm1±,m2±,··· ,mN±(n, n′; t) by its matrix element

as

ρm1±,m2±,··· ,mN±(n, n′; t) =

∫
Dn
∫
Dn′ρ(n0, n

′

0; t0)
N∏
q=1

(

∫ t

t0

dseiωq(t−s)Θq+(s))mq+(

∫ t

t0

dse−iωq(t−s)Θq−(s))mq−

×eiS[n,t]F (n, n′)e−iS[n′,t]

(B.29)

for non-negative integers m1±,m2±, ...,mN±. Note that ρ̂0......0(t) = ρ̂(t) as well as other

auxiliary density matrices contain the complete information on the Liouville space wave

packets. Differentiating ρm1±,m2±,...,mN±(n, n′; t) with respect to t, we can obtain a set of

equations

∂

∂t
ρ̂m1±,··· ,mN±(t) = −iLρ̂m1±,··· ,mN±(t)− i

∑
q

ωq(mq− −mq+)ρ̂m1±,··· ,mN±(t)

−
∑
q

Φ̂q(ρ̂m1±,··· ,mq++1,mq−,··· ,mN±(t) + ρ̂m1±,··· ,mq+,mq−+1,··· ,mN±(t))

+
∑
q

(mq+Θ̂q+ρ̂m1±,··· ,mq+−1,mq−,··· ,mN±(t) +mq−Θ̂q−ρ̂m1±,··· ,mq+,mq−−1,··· ,mN±(t)).

(B.30)
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It should be noted that the HEOM consists of an infinite number of equations, but they

can be truncated at finite number of hierarchy elements by the terminator for the practical

calculation as

∂

∂t
ρ̂m1±,··· ,mN±(t) = −(iL+ i

∑
q

ωq(mq− −mq+))ρ̂m1±,··· ,mN±(t). (B.31)

Appendix C For dynamics of dissipative Landau-Zener transitions

The following appendices including Appendix C.1 and Appendix C.2 are for Chapter 7.

Appendix C.1 The time dependent variational approach for the dissipative Landau-

Zener model

In order to apply the Dirac-Frenkel time-dependent variational principle, we first need to

calculate the Lagrangian L2,

L2 =
i

2

∑
i,j

(
A∗jȦi − Ȧ∗jAi +B∗j Ḃi − Ḃ∗jBi

)
Sji

+
i

2

∑
i,j

(
A∗jAi +B∗jBi

)∑
q

[
ḟ ∗jqfjq + f ∗jqḟjq

2
−
ḟiqf

∗
iq + fiqḟ

∗
iq

2
+ f ∗jqḟiq − fiqḟ ∗jq]Sji

−
〈
DM

2 (t)
∣∣ Ĥ ∣∣DM

2 (t)
〉
, (C.1)

where the Debye-Waller factor is Sji = exp
∑

q

{
−
(
|fjq|2 + |fiq|2

)
/2 + f ∗jqfiq

}
, and the

last term in Eq. (C.1) can be obtained as〈
DM

2 (t)
∣∣ Ĥ ∣∣DM

2 (t)
〉

=
vt

2

∑
i,j

(
A∗jAi −B∗jBi

)
Sji +

∆

2

∑
i,j

(
A∗jBi +B∗jAi

)
Sji

+
∑
i,j

(
A∗jAi +B∗jBi

)∑
q

ωqf
∗
jqfiqSji

+
1

2

∑
i,j

(
A∗jAi −B∗jBi

)∑
q

γq cos θq
(
fiq + f ∗jq

)
Sji

+
1

2

∑
i,j

(
A∗jBi +B∗jAi

)∑
q

γq cos θq
(
fiq + f ∗jq

)
Sji. (C.2)
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The Dirac-Frenkel variational principle results in equations of motion for Ai and Bi,

−i
∑
i

ȦiSki

− i
2

∑
i

Ai
∑
q

[
−
(
ḟiqf

∗
iq + fiqḟ

∗
iq

)
+ 2f ∗kqḟiq

]
Ski

= −vt
2

∑
i

AiSki −
∆

2

∑
i

BiSki −
∑
i

Ai
∑
q

ωqf
∗
kqfiqSki

−1

2

∑
i

Ai
∑
q

γq cos θq
(
fiq + f ∗kq

)
Ski

−1

2

∑
i

Bi

∑
q

γq sin θq
(
fiq + f ∗kq

)
Ski, (C.3)

and

−i
∑
i

ḂiSki

− i
2

∑
i

Bi

∑
q

[
−
(
ḟiqf

∗
iq + fiqḟ

∗
iq

)
+ 2f ∗kqḟiq

]
Ski

= +
vt

2

∑
i

BiSki −
∆

2

∑
i

AiSki −
∑
i

Bi

∑
q

ωqf
∗
kqfiqSki

+
1

2

∑
i

Bi

∑
q

γq cos θq
(
fiq + f ∗kq

)
Ski

−1

2

∑
i

Ai
∑
q

γq sin θq
(
fiq + f ∗kq

)
Ski. (C.4)

The equations of motion for fiq are

−i
∑
i

[(
A∗kȦi +B∗kḂi

)
fiq − (A∗kAi +B∗kBi) ḟiq

]
Ski

− i
2

∑
i

(A∗kAi +B∗kBi) fiqSki

×
∑
p

(
2f ∗kpḟip − ḟipf ∗ip − fipḟ ∗ip

)
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= −vt
2

∑
i

(A∗kAi −B∗kBi) fiqSki

−∆

2

∑
i

(A∗kBi +B∗kAi) fiqSki

−
∑
i

(A∗kAi +B∗kBi)
(
ωq +

∑
ωpf

∗
kpfip

)
fiqSki

−1

2

∑
i

(A∗kAi −B∗kBi) γq cos θqSki

−1

2

∑
i

(A∗kAi −B∗kBi) fiq
∑
p

γp cos θp
(
fip + f ∗kp

)
Ski

−1

2

∑
i

(A∗kBi +B∗kAi) γq sin θqSki

−1

2

∑
i

(A∗kBi +B∗kAi) fiq
∑
p

γp sin θp
(
fip + f ∗kp

)
Ski.

(C.5)

It should be noted that the main results of this work are calculated from the above

equations of motion. The equations of motion are solved numerically by means of the

fourth-order Runge-Kutta method. In this work, the qubit is assumed to initially occupy

the state |↑〉, i.e., A1(0) = 1, B1(0) = 0, and Ai(0) = Bi(0) = 0(i 6= 1). The initial

bosonic displacement is set to zero (fiq(t → −∞) = 0), though the LZ transitions have

been demonstrated to depend also on various types of initial coherent superposition states

[5, 6].

Appendix C.2 Convergence test of Landau-Zener dynamics for the qubit coupled to

a bath of quantum harmonic oscillators

We have performed convergence tests using the multi-D2 ansatz for the qubit that is coupled

to a bath of harmonic oscillators. As shown in Fig. A.2(a), (b), and (c), we have studied the

effects of the multiplicityM , maximum cutoff frequency ωmax, and number of modesN on

numerical calculations, respectively. As shown Fig. A.2(a), multiplicity M of 1, 2, 3, and

4 are adopted in the calculations. It is found that converged results can be obtained using

170



Appendices

0

0.2

0.4

0.6

0.8

1

P
↓

 

 

M=1
M=2
M=3
M=4

0

0.2

0.4

0.6

0.8

1

P
↓

 

 

ωmax = 4ωc

ωmax = 5ωc

ωmax = 6ωc

−10 0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

t/
√

h̄/v

P
↓

 

 

N=20
N=40
N=60
N=80
N=100

(a)ωmax = 5ωc,N=80

(b)M=3,N=80

(c)M=3,ωmax = 5ωc

Figure A.2 Time evolution of transition probability calculated by the multi-D2 ansatz. Tested

parameters are (a) number of multiplicity M , (b) maximum spectrum band frequencies ωmax,

and (c) number of oscillator modes N . Other parameters are ∆ = 0, α = 0.002, s = 1, and

ωc = 10
√
v/~.

171



Appendices

M = 3 for the studied multiple-mode scenario, which also contains low-frequency bath

oscillators. In contrast, for the single low-frequency mode case, a much larger multiplicity

of M = 7 is required for the convergence as shown in Fig. 7.3(a). In the following we

briefly explain why a large multiplicity is not necessary in the presence of multiple low-

frequency modes. As for Fig. 7.3, the convergence test is performed for a single oscillator

case. Before t =
√

~/v we have already obtained converged results using M = 3 in the

case of ω = 0.1
√
v/~. Around t =

√
~/v the LZ transition of ω =

√
v/~ appears much

faster than that of ω = 0.1
√
v/~ before the onset of the steady state. This indicates that

a small multiplicity of M = 3 is sufficient to get accurate results if both frequencies of

ω = 0.1
√
v/~ and ω =

√
v/~ are included. As for Fig. A.2 (a), the convergence test is

performed with respect to multiple harmonic oscillators, which contain both frequencies

of ω = 0.1
√
v/~ and ω =

√
v/~. Therefore, the multiplicity of M = 3 is satisfactory

to provide accurate LZ dynamics. Meanwhile, the steady-state probability of M = 3 also

agrees with the analytical prediction[7]. As presented in Fig. A.2(b), maximum cutoff

frequency ωmax of 4ωc, 5ωc, and 6ωc are used with ωc = 10
√
v/~. It can be found that

ωmax = 5ωc is sufficient to get converged results. Fig. A.2(c) presents LZ dynamics using

the number of oscillator modesN of 20, 40, 60, 80, and 100. The roughness of the curves is

found to be smaller as the number of modes becomes larger. After the careful convergence

tests, the well tested parameters have been applied in the numerical calculations in this

work.
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