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Abstract—Dark silicon is the phenomenon that a fraction of many-core chip has to be turned off or run in a low-power state in order
to maintain the safe chip temperature. System-level thermal management techniques normally map application on non-adjacent
cores, while communication efficiency among these cores will be oppositely affected over conventional network-on-chip (NoC).
Recently, SMART NoC architecture is proposed, enabling single-cycle multi-hop bypass channels to be built between distant cores
at runtime, to reduce communication latency. However, communication efficiency of SMART NoC will be diminished by communi-
cation contention, which will in turn decrease system performance. In this paper, we first propose an Integer-Linear Programming
(ILP) model to properly address communication problem, which generates the optimal solutions with the consideration of inter-
processor communication. We further present a novel heuristic algorithm for task mapping in dark silicon many-core systems,
called TopoMap, on top of SMART architecture, which can effectively solve communication contention problem in polynomial time.
With fine-grained consideration of chip thermal reliability and inter-processor communication, presented approaches are able to
control the reconfigurability of NoC communication topology in task mapping and scheduling. Thermal-safe system is guaranteed
by physically decentralized active cores, and communication overhead is reduced by the minimized communication contention
and maximized bypass routing. Performance evaluation on PARSEC shows the applicability and effectiveness of the proposed
techniques, which achieve on average 42.5% and 32.4% improvement in communication and application performance, and 32.3%
reduction in system energy consumption, compared with state-of-the-art techniques. TopoMap only introduces 1.8% performance
difference compared to ILP model and is more scalable to large-size NoCs.

Index Terms—Reconfigurable NoC, Task Mapping, Communication Efficiency, Performance, Energy Consumption, Thermal
reliability.
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1 INTRODUCTION

CONTINUOUS scaling of technology leads to a uti-
lization wall challenge in Network-on-Chip (NoC)

based Multiprocessor System-on-Chip (MPSoC). Al-
though more transistors can be packed in per area on
the chip, the switching power per transistor is not scaling
commensurately, hence the power density has been trend-
ing upwards. Coupled with the physical limits imposed
by device packaging and cooling technology on peak
power density, silicon chips cannot be fully utilized and a
fraction of processor cores have to become powered-off or
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underclocked in order to maintain the system allowable
power budget and the chip temperature threshold, rising
Dark silicon problem [1].

System-level thermal management techniques nor-
mally activate the physically decentralized cores such
that the effect of thermal interaction can be reduced.
Meanwhile, the heat dissipation can be enhanced since
the active cores are surrounded by dark cores. Nev-
ertheless, the main drawback of selectively activating
cores in distributed locations is that the communication
overhead is unexpectedly increased due to the longer
average distance between active cores, when NoC is used
as a scalable communication subsystem. The increased
communication overhead would require processors run-
ning faster to mitigate the performance loss, which in
turn increases the system energy consumption and chip
power density. The contradiction between on-chip com-
munication efficiency, system energy consumption and
chip temperature is increasingly acute for systematical
management in dark silicon many-core systems.

Distinct from traditional communication mechanisms,
SMART [2][3], Single-cycle Multi-hop Asynchronous Re-
peated Traversal, was recently proposed to tailor a genetic
fast NoC fabric at runtime. By traversing electrical sig-
nals across multiple hops via shared crossbar and links
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asynchronously within a single cycle, it enables long-
distance message transmission through express channels
with ultra-low latency. Matched flow-control and multi-
hop setup techniques are proposed, pushing communica-
tion in NoCs to a nearly ideal framework with higher
performance [4]. Dynamic reconfigurability of SMART
NoC has given rise to the future scalability for kilo-core
architectures to upgrade capabilities of software design.

Nevertheless, SMART can only support un-conflict
messages to go through express bypass in intermediate
routers, while conflicted messages still use traditional
NoC for guaranteed delivery with extra delays. What’s
worse, flits should be stopped and buffered for arbitration
in conflict routers, which will introduce extra overhead.
In the extreme cases, no benefit can be acquired when
flits are conflicted in each intermediate router. This will
significantly degrade the effectiveness of SMART since
flits cannot utilize one-cycle “hyperchannel” bypass ef-
fectively, and in turn reduces communication efficiency,
especially for communication-intensive applications.

In this paper, we first model the entire problem by
Integer-Linear Programming (ILP) formulations to find
theoretically optimal solutions of task execution and com-
munication. Then, we novelly propose a polynomial-time
communication conflict- and thermal-aware task map-
ping algorithm, TopoMap, on top of SMART NoC architec-
ture. NoC communication topology can be dynamically
reconfigured in task mapping to minimize communica-
tion contention and maximize the utilization of single-
cycle multi-hop bypass routing. Instead of conventional
clustered approaches where cores have short distance,
communicating tasks can be mapped to distant cores
in SMART NoC as long as conflict-free communication
paths can be established. Together with the consideration
of chip thermal reliability, tasks mapped on physically
non-concentrated cores can guarantee the safe chip tem-
perature; meanwhile, these tasks will communicate in an
ultra-low latency via express bypass channels dynam-
ically built between active cores. Similar to software-
defined network, TopoMap can control the reconfigurabil-
ity of communication topology to reduce on-chip com-
munication overhead and in turn improve system per-
formance in thermal-safe guaranteed many-core systems.
Systematical optimizations on-chip thermal reliability,
communication performance, together with system en-
ergy efficiency, have been addressed in the proposed ap-
proaches on the reconfigurable SMART NoC. Evaluation
results have verified the effectiveness of the ILP model
and heuristic algorithm in communication efficiency, ap-
plication performance, and system energy-performance
efficiency compared with state-of-the-art techniques.

In the rest of the paper: Related work is discussed in
Section 2; Section 3 presents the temperature-guaranteed
task mapping; Section 4 demonstrates the effectiveness
of contention-aware task mapping; Thermal-aware task
mapping approaches in reconfigurable NoC are presented
in Section 5; Experimental results and conclusion are
given in Section 6 and Section 7, respectively.

2 RELATED WORK

Communication efficient NoC design. Since on-
chip communication has become the bottleneck of NoCs,
researchers devoted to improving communication ef-
ficiency. Physical express links and virtual channels
(EVCs) are designed to tackle long-distance communi-
cation [5] [6], leading to the reduction in NoC diame-
ter, thereby saving communication latency. Approaches
in [7][8] can reconfigure NoC topologies and set up cross-
bars at intermediate routers to reduce communication
latency. Besides, on-chip communication efficiency has
been further improved by addressing packets conges-
tion through adaptive congestion-aware and contention-
aware routing approaches [9][10][11][12]. For the new
fabricated SMART NoC with the single-cycle multi-hop
bypass routing, the on-chip routers are implemented in
a characterized mechanism. The path control signals and
the SMART-hop Setup Request (SSR) are conducted for
setting up the express bypass routing, which is not similar
to the conventional switch allocation in traditional NoC
routers. Therefore, we have particularly studied the new
features provided by SMART, and completely developed
a matched policy for application mapping and schedul-
ing, which has significantly enhanced the advantages of
SMART NoC in communication efficiency.
Application performance improvement.
Contemporary researches of task mapping methods,
which largely focus on data locality-centric application
mapping to minimize the routing distance [13][14],
are not applicable for the communication in SMART
NoC. In conventional NoC platforms with the baseline
router architecture, on-chip communication latency is
determined by inter-processor distance and routing
stages in intermediate routers based on hop-by-hop
communication mechanism. Thus, the straightforward
way to improve communication efficiency is to minimize
the data transmission distance. Hence, data-dependent
tasks are preferred to be mapped compactly [15][16]. With
the consideration of the dynamic workloads in addition
to the design-time task mapping, authors in [17][18][19]
have investigated runtime application mapping heuristic
algorithms to improve the system performance. While
in SMART NoC, processor cores that are distributed
on the chip with long routing distance can be selected
for the allocation of communicating tasks since the
long-distance communication can be realized in only
one cycle via the single-cycle multi-hop bypass routing
mechanism. While the communication contention could
probably result in even larger percentage of overhead in
the total performance since it takes time to establish the
long-distance communication paths.
Chip thermal reliability and system energy
efficiency. As chip thermal reliability and system
power consumption have become the upcoming
challenges in the optimization of MPSoCs [20], research
efforts have made in [21][22][23][24][25] for thermal-
and power-aware application mapping and scheduling.
On top of it, the parallelism level of applications
and running voltage/frequency values of processors
will be determined at runtime to improve the overall
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system performance and reduce energy consumption.
Novel approaches based on folded torus and grouped
processor core arrangement have been proposed with
the matched power management policies in [26] and [27]
to obtain power-performance tradeoff. Zhan et al. [28]
had investigated a thermal-aware floorplan, on which
processors can be sprinted with a power management
scheme. Multiple layers of architecturally identical but
physically different routers were integrated into the
presented darkNoC architecture in [29]. Challenges had
been addressed by Shafique et al. [1][30], including
heterogeneous architecture synthesis and runtime power
management, hoping to fully exploit the abundance of
equipped transistors. However, with the new features
provided by SMART NoC, matched techniques need
to be presented to enhance the singe-cycle multiple
bypass routing technique, such that the communication
efficiency, application performance, and chip thermal
reliability can be further improved.

Communication in SMART NoC. Without extra phys-
ical links on SMART NoC [2], Low-swing clockless re-
peated link circuits embedded in router crossbars are
driven asynchronously based on the electrical signal, sup-
porting flits to traverse multiple hops to the destination
in a single cycle. Kline et al. [31] presented a reservation
based circuit-switching design, in which communication
latency can be reduced by providing simplified global
control. Specialized SSR (SMART-hop Setup Request) net-
work is proposed to address the dedicated broadcast and
the complex allocator for SSRs arbitration. SMART has
enabled low latency by eliminating the delay in interme-
diate routers and delivers low power and area overhead.
Nevertheless, the bypass will be interrupted where mul-
tiple packets are requiring the communication resource.
Unfortunately, it will take several cycles for forward-
ing since flits should be stopped/buffered in contended
routers. It will significantly degrade the effectiveness of
SMART routers, especially for communication-intensive
applications.

Take a panoramic view of the complicated situation
for NoC design in dark silicon domain, there are threefold
critical problems for task mapping and scheduling in
many-core systems. First, how to decide thermal-aware
task mapping on dark silicon patterns, such that the
safe chip temperature can be guaranteed. Second, how to
explore contention-free task mapping and configure the
communication topology, in order to maximize the uti-
lization of bypass. The third and the most crucial step is to
determine thermo-reliable task mapping with contention-
circumvented communication topology at runtime, which
can satisfy both of the temperature and performance
demands when targeting on the reconfigurable SMART
NoC. In this paper, we propose ILP formulations to model
communication in SMART NoC with fine-granularity,
together with communication contention- and thermal-
aware task mapping and scheduling algorithms. Objec-
tives are to minimize communication conflict through
task mapping and maximize bypass transmission, in
order to improve application performance and energy
efficiency with chip thermal reliability.

3 THERMAL-AWARE TASK MAPPING

We begin with the exploration of thermal-aware task
mapping in dark silicon many-core systems. With the
technology development, there is abundance of transis-
tors packed on a single chip, such that they are available
to be simultaneously activated to increase system perfor-
mance. However, the power density has been trending
upwards since the switching power for per transistor is
not scaling commensurately, coupled with the physical
limits imposed by device packaging and the cooling
technology on peak power density and chip temperature.
Consequently, on the contrast of the operation in tradi-
tional systems in which all cores can be powered-on at
a nominal voltage/frequency level to boost computation
efficiency under chip thermal constraint, silicon chip can-
not be fully utilized that a large portion of transistors
will be dark or dim at runtime, i.e., either be powered-
off or under-clocked [1][30]. Therefore, which and how
processor cores can be selected and activated in the dark
silicon patters will exhibit multitude power modes and in
turn result in starkly distinct thermal profiles [28][32].

3.1 Thermal-aware Dark Silicon Pattern
The goal is to decide dark silicon pattern in which portion
of cores will be powered on for computation, meanwhile,
to save system energy consumption and maintain safe
chip temperature. As illustrated in Fig. 1, we have con-
ducted an experiment to illustrate the resulted thermal
distributions after a period of computation on different
dark silicon patterns. In order to show the different
chip thermal profiles resulted by different dark silicon
patterns, in this motivational example, we simply assume
there are 50% cores on the chip will be dark and others
will be activated in different patterns. In each setting,
a same set of multi-thread applications (H.264) are exe-
cuted on active cores at a full voltage/frequency level.
We model per-core computation power by McPAT [33] at
22-nm node technology. Chip temperature and the steady
state thermal maps are obtained by HotSpot v 5.02 [34]
with the set temperature threshold 81.8◦C [35].

We can observe that: i) The naive approach is to
activate a set of contiguous processors [36], as pattern
1, 2 and 3. There is no doubt that it will lead to serious
regional temperature hot spots induced by dense power
consumption. What is worse, chip peak temperature gen-
erated in the center of the powered-on area (reaching
up to 82.17◦C, 82.15◦C) tends to rise perpendicularly,
which has violated safe temperature threshold Tsafe =
81.8◦C [35]). ii) Selectively activate processors in random
patterns, pattern 4 and 5, have alleviated power density

8*8 Alpha 21264 core array;    22 nm technique;     @2.6Ghz, 64GB Memory 

Dark Silicon on the chip is 50%;  McPAT [34];  Hotspot v5.02 [35];  Tsafe = 81.8 oC [26]

Pattern 1 Pattern 2 Pattern 6Pattern 3

peak=82.15peak=82.17peak=80.67 peak=72.81peak=75.67

Pattern 4

peak=80.11

Pattern 5

83

71

65

(oC)

77

59

53

Fig. 1: Thermal profiles of different dark silicon patterns.
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(a) Regular Mesh

based NoC

(b) NoC-Sprinting [28]

76.56

59.84

69.21

65.06

(oC)

(c) Uniform Dark 

  Silicon Pattern [25]

82.96

Fig. 2: Comparison of the heat distribution by mapping and scheduling a set of PARSEC benchmark applications on
(a) Mesh-based NoC; (b) NoC-Sprinting [28]; (c) Uniform dark silicon partern [25].
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Fig. 3: Comparison of chip peak temperature (T/◦C) by mapping and scheduling a set of PARSEC benchmark
applications on (a) Mesh-based NoC; (b) NoC-Sprinting [28]; (c) Uniform dark silicon pattern [25].

problems to a certain extent due to spatial heat dissipa-
tion. As a result, chip peak temperature can be reduced
by 6.5◦C compared with that in contiguous patterns.
Nevertheless, it is inevitable to activate adjacent cores in
regions that it is hard to find consistent optimal solutions
with random method. As the thermal maps demonstrated
in Fig. 1, the random pattern 5 has caused hot spots in the
left side and the top right corner of the chip. iii) In pattern
6, active cores are evenly distributed on the chip, sur-
rounding with dark cores in each direction. As confirmed
in [25], the produced power is configured in a uniform
layout, which can effectively avoid regional hot spot. In
addition, four dark cores around are beneficial for heat
dissipation. As a consequence, chip peak temperature can
be 9.3◦C lower, which is a persistent temperature returns.

In order to obtain the general results, we have con-
ducted a set of experiments by deadline constraint appli-
cation mapping and scheduling in different core organi-
zations, including mesh-based NoC, NoC-Sprinting [28]
and the symmetrically distributed dark silicon pat-
tern [25], for comparing the thermal conditions and the
chip temperature. As demonstrated in Fig. 2 and Fig. 3,
we have obtained the thermal maps of the steady state
heat distribution and the chip peak temperature gener-
ated by three approaches after running a set of PARSEC
benchmark applications [37].

Generally, tasks are mapped next to each other to
achieve better performance, such that heat generated by
running cores will be concentrated within an area, which
induces serious chip hot spots. Actually, increased high
chip temperature will threaten system reliability. Thus,
these cores on mesh cannot be simultaneously powered
on in real systems. In NoC-Sprinting, fine-grained sprint-
ing has mitigated hot spots via thermal-aware floorplan-
ning. However, a fraction of contiguous cores should be
activated to reduce communication latency. Thus, NoC-
Sprinting can only result in a little more moderate heat
accumulation than that on mesh. Thermal gradients are
effectively reduced in the uniform dark silicon pattern,

on which tasks are physically distributed on chip in a
well-proportioned configuration, resulting in much better
chip profiles as the thermal maps exhibited in Fig. 2. As
a consequence, chip peak temperature can be reduced on
average 9.13◦C and 4.02◦C, respectively, compared with
that on mesh and NoC-Sprinting as illustrated in Fig. 3.

3.2 Temperature Guaranteed Task Mapping
Uniform dark silicon pattern can effectively manage
thermal and reduce chip temperature in terms of the
special physical arrangement. In general, patterns with
different darkness ratio can be theoretically determined
by Fourier’s law: q = −kAdT

dx , by considering the con-
ductance between two heatsink elements [38]. q is heat
flow; k is thermal conductivity; A is cross sectional area;
dT is temperature difference between objects and dx is
the distance between objects. The law of heat conduction
states that time rate of heat transfer through a material is
proportional to the negative gradient in temperature and
to the area, at right angles to that gradient, through which
heat flows. It provides the definition of thermal conduc-
tivity and shows that heat flow has an inverse relation-
ship with physical distance of objects. Simply understand,
heat conduction is more serious with surrounding objects
which have a shortest Euclidean Distance.

For any two communicated nodes, mapped on spe-
cific cores, Mvi→pi = 1, Mvj→pj = 1, with coordinate
pi(xi, yi), pj(xj , yj), their Euclidean Distance (ED) is:

EDpi,pj =

√
(xi − xj)

2 + (yi − yj)
2 (1)

In order to relieve the regional heat accumulation
and prevent the resulted hot spot induced by contiguous
task mapping, it seems that activate cores with relatively
larger Euclidean Distance on the physical chip would be
a better choice. Nevertheless, there will not be such ad-
equate processors available for the increasing computing
tasks [25][32]. When temperature is considered as a con-
straint in estimating dark silicon, it allows only a fraction
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Fig. 4: Tasks mapping on multiple candidate cores.

of cores activated in most of the cases. According to the
primary criterion of Fourier’s law, tasks will be mapped
on distributively activated processors on physical floor-
plan to maintain the thermo-reliable chip profile and keep
system temperature under the constraint. Without loss of
generality, we first assume that processors next to any
active cores will prefer to be dark, as core 11, 18, 20, 27
and core 2, 9 illustrated in Fig. 4 (a)(b).

As the motivational example shown in Section 3.1,
the dark silicon pattern with processor cores organized
as Pattern 6 can better relieve the heat accumulation
than other patterns. Thus, in our presented temperature-
aware mapping method, processor cores in physically
decentralized locations surround by dark cores will be
activated, such that the power density can be reduced
with a resultant lower chip temperature, and in turn to
improve the thermal reliability.

In general, real-time running circumstance will be
more complicated since there will be continual released
applications to be assigned on the profile with a set of
currently active cores. In these cases, we should make
a decision to select proper cores among candidates for
task assignment without violating temperature constraint
as shown in Fig. 4 (c)(d). With the objective to dimin-
ish power density and provide a best possible thermo-
friendly chip profile for new applications, as described in
Algorithm 1, Temp Map, tasks will be mapped to cores
which have a maximized minimum distance between all of
currently active cores, that is max{min{ED(pj , pk)}}.
3.3 Task Mapping Distance Lower Bound: BLower

Chip thermal reliability can be maintained in a better
heat condition benefiting from the interval arrangement
of active/dark cores. In this dark silicon pattern, an active
core is surrounded by four dark cores within one hop.
Notice that, according to the technological data from ITRS
and Intel, at 8-nm node, more than 70% of the chip will
be dark [30]. Thus, in this paper, we will powered-off
cores within one hop from an active core as demonstrated
in Fig. 4, in order to eliminate the direct effect of heat
conduction from neighboring active cores. In other words,
tasks will be restrictively mapped to cores which are at

Algorithm 1 Temperature-aware Task Mapping
Temp Map (v, p, PA)

1: for vi ∈ V do
2: for pj ∈ (P − PA) do
3: Tvi = MatEx(Mvi→pj

); /* Obtained by MatEx [39] */
4: if Tvi < Tsafe then
5: for pk ∈ PA do
6: ED(pj , pk) =

√
(xj − xk)

2 + (yj − yk)
2;

7: Thermo ED = max{min{ED(pj , pk)}};
8: Break;
9: end for

10: Return Mvi→pj
= 1;

11: end if
12: end for
13: end for

least 2-hop away from active cores as long as the safe
temperature can be kept. This will be broken that adjacent
cores can be selected if and only if there are no available
cores which have longer distance than 2 hops. Instead
of exploring all cores on the chip for task mapping, the
search space can be significantly reduced in our approach.

4 COMMUNICATION-AWARE TASK MAPPING

As stated in previous sections, we unilaterally optimize
chip peak temperature by mapping tasks on physically
decentralized cores. However, the main drawback is the
unexpected increase of the inter-processor communica-
tion overhead due to the averagely longer distance be-
tween active cores, when traditional NoC topology (e.g.,
mesh) is implemented as the communication subsystem.
Actually, experimental results show that the communica-
tion performance of the uniform dark silicon pattern 6 is
on average 37.4% worse than that of pattern 1, 2 and 3
in Fig. 1. The loss of communication performance would
be much worse for communication intensive applications.
Anyway, in this section, we focus on the optimization
of on-chip communication efficiency and present a novel
task mapping algorithm on the reconfigurable NoC with
the consideration of communication contention to reduce
long-distance communication latency.

4.1 Background
Communication in Regular NoC. In conventional NoCs,
communication is conducted by hop-to-hop router + link
traversal, where on-chip routers perform multiplexing of
flits on the shared links. A router will be responsible for
the actions including: Buffer Write (BW), Route Compute
(RC), Switch Allocation (SA), Virtual Channel Selection (VS),
Switch Traversal (ST) and Link Traversal (LT). Generally,
the latency for a packet transmission is linear with the
distance hpath and the routing stages in the routers, which
can be calculated as:

Lcomm = (Lr + Lw)× hpath + (Wflit − 1)/b (2)

where Lr is the number of router stages (e.g., 2 or 3
in traditional router). Lw represents the delay on link
between two routers. Wflit is denoted as the number of
flits and b is the bandwidth of link channels.

Except the work to reduce the long-distance between
the processors, researchers [40] have made efforts to im-
prove the communication efficiency on regular NoCs by
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developing new router architectures with less stages Lr .
The low-load network latency can be effectively reduced;
nevertheless, it cannot be continuously improved since
the router-stage has been developed to be the minimum
one cycle.
Bypass in SMART NoC. Reconfigurable NoCs have fur-
nished new architectural features for specific applications.
Among these, SMART NoC has provided an effective
communication mechanism, which can tailor a regular
mesh-based NoC topology as a fast network fabric at
runtime rather than static approaches [25][41][40]. As
depicted in Fig. 5, single-cycle multi-millimeters inter-
connect circuit (Bypass Path) and electrical signals are
integrated into a regular router. A low-swing clockless
repeated link circuit is embedded in the router crossbars,
breaking currently optimal 1-cycle router stage and al-
lowing single-cycle multi-hop transmission for packets
passing all the way to the stop router.

Unlike the baseline router with stages (Buffer Write,
BW; Router Computation, RC; Switch Allocation, SA; VC
Allocation, VA; Switch Traversal, ST; Link Traversal, LT), SA
in SMART router contains two main steps: Switch Allo-
cation Local (SA-L) and Switch Allocation Global (SA-G).
As shown in Fig. 6, in SA-L, the start router will select
the winner from all buffered flits for each output port in
the first cycle. Then, SSR (SMART-hop Setup Request),
which carries the information about the route, will be
broadcasted to downstream routers up to HPCmax hop
(the maximum hop bypass can traverse flit per cycle [4])
via dedicated repeated wires to establish bypass as shown
in Fig. 7. Repeaters can simultaneously setup a cycle in
advance through a flow control mechanism, which allows
multiple flits to create virtual single-cycle multi-hop paths
cycle-by-cycle. In Controlpath, SSR will be broadcasted to
following reachable routers and then be arbitrated in SA-
G stage. Meanwhile, signals (BWena, BMsel, XBsel) will
be set up in each intermediate router [2][42]. In Datapath,
flits will traverse through ST+LT in a single cycle.

In this work, in order to maximize the utilization of

Route
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Bypass Path

Pin

Nin

Sin

Win

Ein

Pout

Nout

Sout

Wout

Eout

Switch Allocation VC Select

5 x 5 Xbar

BWena BMsel

XBsel

Fig. 5: SMART router micro-architecture.
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bypass and improve communication efficiency, we will
present an ILP model and heuristic algorithms, which can
reduce flits conflict by task mapping and scheduling. The
basic architecture and the realization of SMART NoC as
demonstrated in Fig. 5 and Fig. 7 will not be changed
or improved in our implementation, since we base on the
software management for high-level application mapping
and scheduling on top of SMART NoC.

4.2 Communication Latency in SMART NoC

On account of the implemented single-cycle multi-hop
bypass, flits can go all pipeline stages in intermediate
routers and traverse straight to destination or HPCmax

router in one cycle as illustrated in Fig. 8. However,
SMART is sensitive to traffic conflict, since competed
flits should be stopped and buffered (as demonstrated
in Fig. 8, where different colored arrows represent data
transmission between two processors and the dotted el-
lipse in the third one indicates communication conflict of
the two transmissions) if contention occurs in intermedi-
ate routers. Bypass routing will be broken down and the
pipeline of SA-L and SA-G stages will be delayed, result-
ing dramatically increased complexity of the arbitration
in SA-L and SA-G stage. As a consequence, the commu-
nication latency in SMART NoC, denoted as Lcomm−S ,
will be prolonged by the communication conflict.

Lcomm−S = 2× (Lr + Lw) +Nc × (Lr + Lw)

+(Wflit − 1)/b+
∑

∀Cflit

(LCflit). (3)

where 2 indicates the delay in source and destination
routers. The number of router stages Lr in SMART NoC
is 0. Nc is the number of conflicts in routing path. If
Nc = 0, then

∑
LCflit

= 0, such that flits can be com-
pletely routed via bypass with ideal minimum overhead.
Otherwise, communication latency will increase linearly
with the number of communication contentions. In the
most extreme case, no benefit can be acquired while flits
are contend in each intermediate router.

We continue to give an example of application map-
ping and scheduling in regular and SMART NoC to show
the effect of flits conflict on communication efficiency and
to illustrate the effectiveness of SMART NoC. Given a
task graph, which is consisted of six nodes v1 to v6, task
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execution times are 4, 4, 2, 12, 8 and 16, and communica-
tions are v0 → v2 = 16, v1 → v2 = 16, v2 → v4 = 10,
v3 → v4 = 10 and v3 → v5 = 20, respectively. We
map tasks on 2-D mesh-based NoC (with regular 3-
stage router) and SMART NoC (express bypass channel
in the router) by methods in Davare [14], Yu [16] and our
strategy in Section 4.3. On top of it, we obtain schedules
of task execution (orange bar) and communication (gray
bar) based on XY-routing as exhibited in Fig. 9.

We can observe that schedules on SMART NoC by
three methods are better than their respective results
on regular NoC. Besides, mappings by Davare [14] and
Yu [16] on either regular NoC or SMART NoC have longer
schedule length than our approach due to communication
conflicts. On regular NoC, the transmission of contended
packets are delayed, such that the schedule length will be
stretched. Likewise, bypass cannot be successfully carried
out in above two mappings when communication conflict
occurs, thus extra overhead is introduced. Our mapping
with fine-grained consideration of contention (detailed in
Section 4.3) can obtain the shortest schedule length both
on regular NoC and SMART NoC, as shown in Fig. 9 (c),
since there is no contention and all packet transmissions
can go through bypass in intermediate routers.

There are threefold inspirations indicated by this ex-
ample: i) SMART NoC have enabled the ultra-low latency
via 1-cycle bypass through intermediate routers entirely,
which makes great progress in on-chip communication
efficiency. Task schedule on SMART NoC can significantly
reduce the schedule length compared with the respective
results in regular NoC. ii) In order to maximize the
benefits of SMART design and enhance its effectiveness in
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Fig. 9: Mapping and scheduling by approaches on regular
NoC (3-stage router) and SMART NoC (1-cycle bypass).

communication, the conflict induced overhead should be
minimized with the maximized utilization of bypass rout-
ing. Mappings [14][16] on either regular NoC or SMART
NoC have longer schedule length than our approach due
to communication conflicts. iii) When considering chip
thermal reliability, the chip peak temperature would be
much worse in the mappings by [14][16] since tasks are
mapped and executed centralized on the chip.

4.3 Communication Contention-aware Task Mapping
Based on the observation, in SMART NoC, single-cycle
multi-hop bypass channel will be built on account of
runtime communication patterns, which are related to
task mapping and communication circumstances. In this
work, we novelly propose a system-level communica-
tion contention-aware task mapping approach, which can
control the configuration of logical NoC interconnection
dynamically and construct communication topology, to
maximize the utilization of bypass and in turn to im-
prove communication efficiency. The same manufacture
as software defined network (SDN) [43], our proposed
task mapping is the software which can control and
optimize the performance of the reconfigurable NoC.
Without too much concern about the physical distance
between distant processors, communicated tasks can be
mapped non-contiguous to evade spatial conflict and
enable more bypass routing in SMART NoC, instead of
the conventional communication gathered task mapping.

We first present an ILP model for task mapping and
scheduling in SMART NoC. Solutions are composed of
task mapping, execution and communication scenarios
via SMART router. In Table 1, we have summarized
the notations used for constructing ILP formulation with
detailed definition. In addition, six primary Boolean vari-
ables are introduced to simplify the problem formulation.
In this ILP model, we simply assume that wherever there
is more than one shared link in two packets transmission
routes, communication conflict occurs. Realistic commu-
nication scenarios will be much better than that in this
model, since pairs of contended routes may have no
transmission time overlap on the shared links.
(1) Basic task execution constraints: Each task is mapped
to a processor and invoked the precedence relations.

TABLE 1: Notations Used in ILP Formulations.
Notation Definition
V, E,P The set of task nodes, edges and processors.
τu,p The execution time of task u on processor p.
su/fu Release/Completion time of task u.
Wu,v The packet size on edge eu,v .

su,v/fu,v Start/Completion time of message on eu,v .
hp,q The Manhattan Distance from processor p to q.
fapp Completion time of the entire application.
N A large positive integer constant, and N > max{fu}.
Tsafe The safe chip temperature.

HPCmax The maximum hop flits can be traversed per cycle.

Notation Boolean Variables
Mu,p = 1, iff task u is mapped to processor p.
ou,v = 1, iff task u, v have execution overlap.
ℓu,v = 1, iff u starts serially after task v completed.

αei,ej
= 1, iff ei, ej have shared virtual link(s).

βei,ej
= 1, iff ei, ej have transmission time overlap.

γei,ej
= 1, iff αei,ej

∧ βei,ej
= 1 & Prio(ei) = high.
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p∈P

Mu,p = 1, ∀ u ∈ V.

fu = su +
∑
p∈P

(τu,p ×Mu,p), ∀ u ∈ V, ∀ p ∈ P.

sv ≥ fu, ∀ e(u, v) ∈ E .

(4)

(2) Basic message transmission constraints: The mini-
mum message transmission latency on regular NoC.

su,v ≥ fu, sv ≥ fu,v, ∀ u, v ∈ V. (5)

fu,v ≥ su,v + 3× (Mu,p +Mv,q − 1)× (hp,q + 1)+

(Wu,v − 1)− (1−Mu,p)×N − (1−Mv,q)×N ,

∀ u, v ∈ V, ∀ p, q ∈ P.

(6)

(3) Task overlap constraints: For tasks u, v ∈ V which are
neither in each other’s transitive fan-out (TFO), the first
constraint ensures if u finishes after v begins, the corre-
sponding variable ou,v is set to 1. The second constraint
ensures no two tasks mapped on a processor can overlap.
Thus, ov,u + ou,v = 2 iff u, v have execution overlap. For
all other cases, the sum of ov,u and ou,v must be 1.

fu − sv ≤ N × ou,v, ∀ u, v ∈ V.
ov,u + ou,v +Mu,p +Mv,p ≤ 3, ∀ p ∈ P.

(7)

(4) Message overlap constraints: For two messages on
ei = (ui, vi), ej = (uj , vj) ∈ E , communication overlap
can be formulated as task overlap constraints.

fuj ,vj − sui,vi ≤ N × γei,ej , ∀ u, v ∈ V.
γei,ej + γej ,ei + αei,ej + βei,ej ≤ 3, ∀ ei, ej ∈ E .

(8)

(5) Communication contention in time: For any two mes-
sages on edges ei, ej ∈ E , the following set of constraints
defines time overlap of the two messages.

(sui,vi ≤ fuj ,vj ) ∧ (fui,vi ≥ suj ,vj ),

(su − fv)/N ≤ ℓu,v ≤ (su − fv)/N + 1,

ℓvj ,ui/2 + ℓvi,uj/2− λ ≤ βei,ej ≤ ℓvj ,ui/2 + ℓvi,uj/2,

∀ u, v ∈ V, ∀ ei, ej ∈ E .

(9)

where λ is a constant for linearization, and set as 0.75.
(6) Communication contention in space: For two edges
ei = (ui, vi), ej = (uj , vj), we denote processors by
coordinates where tasks ui, vi, uj and vj are mapped,
that ui = (xui , yui), vi = (xvi , yvi), uj = (xuj , yuj ) and
vj = (xvj , yvj ). αei,ej = 1 represents that ei, ej have at
least one shared link. In other words, transmission paths
have overlap in space. Mv→p = 1 refers that task v is
mapped to processor p. To accurately model it, contended
links will be in x- or y-coordinate, when NoC is regarded
as a two-dimensional coordinate axis. In the former case,
shared links in horizontal direction must have a same y-
coordinate of their sources as formulated in Equation (10).

αei,ej = [Mui→p +Mvi→q +Muj→m +Mvj→n − 4]

+⟨(yui = yuj ) ∧
{ [(xui > xuj ) ∧ (xui < xvj ) ∧ (xui < xvi)] ∨
[(xui < xuj ) ∧ (xuj < xvi) ∧ (xuj < xvj )] ∨
[(xui > xuj ) ∧ (xuj > xvi) ∧ (xvj < xuj )] ∨
[(xui < xuj ) ∧ (xui > xvj ) ∧ (xvi < xui)] }⟩.

(10)

The other case, in which two paths have shared link(s)
in vertical direction, can be similarly formulated.
(7) SMART communication delay constraints: Commu-
nication delay is upgraded as described in Section 4.

(b)

(c)
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Fig. 10: Communication through SMART routers.

fu,v ≥ su,v + 3× (Mu,p +Mv,q − 1)×
ei∑

ej∈E

γei,ej + 3× 2

+(

ei∑
ej∈E

γei,ej + 1) + (Wu,v − 1), ∀ ei, ej ∈ E , ∀ p, q ∈ P.

(11)

where 3×2 represents the delay in source and destination
routers as shown in Fig. 10. (

∑
γei,ej ) is the sum of

conflicts, and (
∑

γei,ej + 1) is the number of bypass.
(8) Objective: Minimize application schedule length.

fapp ≥ fu, Min{fapp}, ∀ u ∈ V. (12)

The model is established to illustrate mapping and
scheduling with detailed communication scenarios for
regular/SMART NoCs. It is compatible with any de-
terministic routing algorithms as long as the transmis-
sion path can be decided at design-time. Nevertheless,
this model can incorporate other routing algorithms by
modifying Equation (10) accordingly to address spacial
contention. Besides, Equation (5)(11) can be revised for
distinct realization of router mechanisms.

Since the mapping problem is NP-hard and the design
space is exponentially increased, the running time of ILP
rises rapidly with the increasing size of applications [44].
It is not surprising that our technique has introduced
a new dimension to detect contention in search space,
which might be huge since edges have a quadratic re-
lation to tasks. To effectively solve the complex issue
and analyze communication contention in SMART NoC,
we propose polynomial-time heuristic algorithms for
contention-aware task mapping. We can simply divide
two types of data paths as illustrated in Fig. 11. In
order to avoid transmission overlap in spacial dimension,
dependent tasks having possibilities of conflict will be
mapped to distinct areas. Generally, there are two cases:
Case-1 Packets on edges evi,vk

and evj ,vk
join to a same

node. Data paths, generated by XY-routing, have the same
destination router. As shown in Fig. 11 (a), the ideal
mappings of tasks vi, vj and vk are that: if Mvk→p19 ,
vi can be firstly mapped to one of the processors in the
bottom gray area where the y-coordinate is not larger than
yvk

, yvi ≤ yvk . Then vj will be mapped to the processor
cores in the upper area marked as pink, where yvj > yvk .
Case-2 Packets on edges evi,vk

and evj ,vk
are produced

from a node. Their data paths are rooted from a same
source. As shown in Fig. 11 (b), the ideal contention-free
mapping of tasks vi, vj and vk are that: if Mvk→p19 , vi
can be firstly mapped to one of the processors in the left
gray area, where the x-coordinate is not larger than yvk ,
xvi ≤ xvk

. Thus, vj will be mapped to the processor cores
in the left area marked as pink, where xvj > xvk

.
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Fig. 11: Task mapping on SMART NoC with consideration
of spatial communication contention.

Communication conflict in spacial dimension will be
reduced in task mapping by Algorithm 2, Cont Map,
thus communication latency can be significantly de-
creased. As schedule lengths obtained by ASAP (As Soon
As Possible) on DSP-stone [45] benchmarks in Fig. 12
(a)(b)(c), Algorithm 2 can significantly reduce commu-
nication latency in SMART NoCs due to the minimized
communication contention, on average 40.1%, 42.7% and
43.3%, respectively, compared with that obtained by
Davare [14], N.Koziris [15] and Yu [16]. In addition,
with increased mesh size, we can obtain better results as
demonstrated in Fig. 12 (d), since more cores are available
to be selected in task mapping, thus communication
conflict can be further reduced.

Algorithm 2 Contention-Circumvented Task Mapping
Cont Map (v, p)

1: Q←Initial queue for v ∈ V as decreased out-degree;
2: for vi, vj , vk ∈ Q do
3: if (evk,vi

= 1)∧(evk,vj
= 1)∧(Mvk→Pk

= 1)∧(Mvj→Pj
= 1)

then
4: Content(ek,i, ek,j) = αek,i,ek,j

; /* Equation (10)(??) */
5: if Content(ek,i, ek,j) = 0 then
6: ReturnMvi→Pi

= 1; Break;
7: end if
8: end if
9: end for

4.4 Task Mapping Distance Upper Bound: BUpper

It is contention matters, not the distance, in task mapping
on SMART NoC. In the contention-aware task mapping
approach, distant task mapping method can explore more
available cores with the objective to avoid communication
conflict, such that the utilization of bypass can be effec-
tively enhanced coupled with the reduced communica-
tion latency. Nevertheless, it is not an absolute criterion to
map tasks on cores as far as possible until the contention-
circumvented routing paths are built due to two reasons.

First, SSR is allowed to broadcast to the cores in a distance
from 1 hop to HPCmax, which is the maximum hop that
flits can be traversed per cycle. Even though a bypass
is enabled, flits have to stop in the HPCmax router
before reaching the destination [42]. That is to say, if
inter-processor distance (Manhattan Distance) is longer
than the maximum hop that bypass can traverse to, there
will be at least one stop in the data path. Second, since
communication resources are limited on NoC, data path
configured across long distance will relatively occupy
more router ports and link channels, which will lead to
more potential transmission conflicts with other released
flits. Therefore, instead of unilaterally mapping tasks as
far as possible for exploring the paths which have no
communication contention, the maximum hop HPCmax

will be restrictively set as the upper bound in our task
mapping (Section 5), such that the data paths without
conflict can be traversed straight from the source to the
destination through bypass in a single cycle.

5 THERMAL-AWARE TASK MAPPING ON DYNAM-
ICALLY TOPOLOGY-RECONFIGURABLE NOC
In this section, we propose a thermal-aware task mapping
on dynamically topology-reconfigurable NoC in Algo-
rithm 3, TopoMap. Unlike the conventional communica-
tion condensed task mapping methods, inter-processor
distance seems non-critical for communication in our
approach. Instead, communication conflict should be nec-
essarily considered in the reconfiguration of SMART NoC
as confirmed in Section 4. Therefore, in our approach, task
mapping distance is restricted to be in the range of Lower
Bound BLower = 2 to Upper Bound BUpper = HPCmax,
which can greatly reduce the complexity of exploring all
candidate cores in the design space, especially for large-
scale NoCs with numerous processors.

As the detailed description in Algorithm 3, for a task
graph composed of V nodes, E communication edges, it
will be mapped on a NoC containing P cores. In real sit-
uations, a fraction of cores (not restricted to 50%) will be
activated, denoted as PA, which is restricted by chip safe
temperature threshold Tsafe. In any state, processors one-
hop away from active cores will be powered-off as the
examples shown in Fig. 13. When new tasks are released,
dark cores with distance of 2 hops away from active cores
will be chosen as available cores by calling Algorithm 1,
Temp Map (line 10). Processors with the maximized min-
imum distance from all of currently active cores will be
initially selected. Then, Algorithm 2, Cont Map, will be
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Fig. 12: Comparison of communication latency by different mapping methods on (a) 4 × 4, (b) 6 × 6 and (c) 8 × 8
SMART NoCs. (d) Scalability of the communication contention-aware task mapping approach.
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Algorithm 3 TopoMap
Input: 1) A set of cores P ; and a set of active cores PA.

2) A set of task nodes V ; and a set of edges E, E ⊆ V × V .
Output: Task Mapping:Mvi→pj

, vi ∈ V, pj ∈ P .
1: Q ← Initial queue for v ∈ V by breadth first search;
2: for vi ∈ Q do
3: if PA = P then
4: Wait; /* All cores are active; chip temperature < Tsafe */
5: end if
6: for pj ∈ (P − PA) do
7: for pk ∈ PA do
8: Dis = |xj − xk|+ |yj − yk|;
9: if BLower ≤ Dis ≤ BUpper then

10: /* BLower = 2 and BUpper = Dis ≤ HPCmax */
11: Thermal map=Temp Map (vi, pj ,PA);
12: Content map=Cont Map (vi, pj);
13: if (Thermal map = 1) ∧ (Content map = 1) then
14: Mvi→pj

= 1; Break;
15: PA = PA − pj ;
16: end if
17: end if
18: end for
19: end for
20: end for

called to explore communication contention-free routing
paths for constructing communication topology among
the candidate cores (line 11). If the selected cores can
satisfy both of the requirements, it is the location for
task mapping (line 12-14). Otherwise, dark cores with
the distance of 3 hops to HPCmax hop away from
the active cores will be checked, until the feasible so-
lution is obtained. In the exploration of the available
cores, cores with the closest distance will be checked
first by the contention-aware and the temperature-aware
approaches. If they cannot satisfy the constraint, the
processors with one more hop will be checked in the
same way, and then the cores with two more hops, until
an available core is found. Even the processors which
are finally selected are further with long distance, the
inter communication can be conducted in a single cycle
through bypass because there is no communication con-
flict due to the contention-aware task mapping.

In our work, we perform runtime task mapping and
scheduling to improve application performance and sys-
tem energy efficiency under safe temperature constraint,
not limited by the constraint of Thermal Design Power
(TDP) [46] or Thermal Safe Power (TSP) [47] budget.
When an application is released, it will be mapped and
executed on processors that will not violate safe chip
temperature. The algorithm will be conducted on one of

the processing units, on which task mapping is not con-
sidered and energy consumption is calculated according
to the power state of active core. We use MatEx [39] to
obtain the transient temperature of all cores and calculate
chip peak temperature at runtime in Algorithm 1, which
can guarantee the validation of task mapping. In this
paper, we mainly focus on the strategic design of the
optimization algorithms and did not restrict the imple-
mentation to be in hardware or software.

The communication network topology will be recon-
figured and the bypass will be built according to dif-
ferent task mappings and inter-processor flits transmis-
sions. Thus, in our proposed approaches, by control-
ling the established long-distance communication paths,
the topology of SMART NoC in terms of the inter-
connectivity among cores is changed dynamically at run-
time. The runtime reconfigurability of the SMART NoC
is utilized by the proposed task mapping algorithms for
the total performance optimization. To the best of our
knowledge, system-level thermal-aware task mapping
and scheduling, in which communication contention and
inter-processor distance are considered, is firstly pro-
posed to utilize the characteristics of SMART NoC in
communication efficiency, and further control the recon-
figurability of the communication network.

TopoMap is a polynomial-time algorithm, whose com-
plexity is O(|N | · |P − PA| · |PA|), where |N | is the
number of tasks, |PA| is the number of active cores, and
|P−PA| is the number of dark cores. The number of dark
cores and the number of active cores are in the range of
the total number of cores P . Notice that HPCmax is a
constant value as long as the SMART NoC architecture is
designed. Therefore, the time complexity of the algorithm
is O(|N | · |P|2), which can be solved in polynomial time.

6 EVALUATION EXPERIMENT

In this section, we conduct sets of comprehensive experi-
ments to evaluate the effectiveness of our thermal-aware
task mapping in on-chip communication, application per-
formance and system energy efficiency in dark silicon
many-core systems. They are compared with state-of-
the-art approaches on extensive PARSEC [37] benchmark
suits, including Blackscholes, Facesim, Vips and Swaptions

We base our experiment on N ×N Alpha 21264 core
array in 22-nm technique NoCs (4 × 4, 6 × 6, 8 × 8 and
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Fig. 13: Thermal-aware task mapping with the consideration of conflict under different HPCmax. (a) HPCmax = 2.
p12 and p26 (or the alternative cores p10 and p28) can be selected since they are not out of the range of the maximum hop.
(b) HPCmax = 3. Manhattan Distances from p3, p35 to p19 are not larger than 3 (while MD(p5, p19) = 4, MD(p33, p19) =

4), meanwhile they have the maximized minimum distance from other active cores. (c) HPCmax = 4. Instead of other
candidate processors within MD(p19, pi) = 4 (e.g., p1, p5), p17 and p21 will be initially selected because MD(p17, p19) = 2,
MD(p21, p19) = 2 are the shortest if Tsafe is maintained. Otherwise, p9, p13, p25 or p29 with 3 hops will be checked.
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10 × 10) as the target platforms and build the realis-
tic platforms by GEM5 [48] simulator. GEM5 [48] has
provided interpretation-based CPU models, on which
we can build our target simulator for compute-system
architecture with the encompassing system-level architec-
ture as well as the processor microarchitectures and the
communication realization. On top of it, the application
mapping and scheduling can be accurately simulated as
the processing in the real world system. Processor cores
are homogeneous with the same execution efficiency, and
are physically arranged as a dual-lane profile on the chip.

In the simulator, we model task mapping and schedul-
ing with the simulated transmission latency. We assume
the power of dark core is zero. Dynamic power and
leakage power of an active core are obtained by McPAT
model [33] in 22-nm technique. McPAT model [33] is
accurate and widely used in power modeling, area, and
timing simultaneously and consistently design space ex-
ploration for many-core systems. It can model the proces-
sor configuration based on the components of complete
chip multiprocessor, network-on-chip, shared cache and
memory control, such that the generated power model is
accurate with real world operations. Steady state thermal
maps of chip profile are generated by HotSpot v 5.02 [34]
with the configuration in grid model mode, which can
exhibit chip thermal distribution. Runtime transient tem-
perature and peak temperature are generated by the
recently released MatEx [39] for run-time mapping and
scheduling decisions, which can effectively compute the
transient and peak temperature for the compact thermal
models. Based on the matrix exponentials, it can be fast
to calculate the temperatures from the input power traces
for any given time resolutions without accuracy losses.
Thus, the temperature will be computed only based on
real-time running state of the system, not the previous
temperature, such that the obtained results are accurate.

Parameters are detailed in Table 2, with an ambient
temperature 318.15K (45◦C), and a threshold tempera-
ture 354.95K (81.8◦C) [35]. Experiments are run on a
workstation with the Intel (R) E5-2650 at 2.6 GHz and
64 GB memory.

Experiments are carried out by comparing ILP model
and heuristic algorithms with condensed task map-
ping approaches on mesh [16], NoC-Sprinting [28], and
FoToNoC [25]. For the condensed task mapping approach
on mesh-based NoC and FoToNoC, communication con-
tention is not considered explicitly during task mapping.
They take distant communication efficiency into account
by using regular static topologies that facilitate the long-
distance communication. In order to maintain the chip

TABLE 2: Parameters in HotSpot [34], MatEx [39].
Parameter Value
Thickness of the chip [mm] 0.15

Silicon thermal conductivity [W/m-K] 100

Silicon specific heat [J/m3-K] 1.75× 106

Heat sink convection capacitance [J/K] 140.4

Heat sink convection resistance [K/W ] 0.1

Heat spreader thermal conductivity [W/m-K] 400

Heat sink spreader specific heat [J/m3-K] 3.55× 106

Interface material specific heat [J/m3-K] 4× 106

Ambient/Threshold temperature [K] 318.15 / 354.95

thermal reliability [21][28], processor cores, even with
long routing distance, will be activated for boosting the
system performance [49]. While the communication effi-
ciency and contention issues are not considered during
their task mapping. In our presented ILP model and
mapping algorithms, we have formally modeled network
communication in space and time, and explored the map-
ping possibilities to reduce the contention occurrence,
which will in turn increase the utilization of the single-
cycle bypass in SMART NoC and improve the commu-
nication efficiency. We assume that the bandwidths of
link channels are the same, and the latency of a flit
transmission on a single link is one cycle.

6.1 Comparison of System Performance

We begin by evaluating the effectiveness of ILP model
and algorithm TopoMap in communication and applica-
tion performance. Applications are mapped on 4×4, 6×6
and 8 × 8 NoCs with injection rate of applications (IRA)
from 0.02 to 0.1 (generated by Negative Exponential
Distribution [50]). We have also evaluated the perfor-
mance of our presented approaches in the high saturated
traffic workload which is highlighted in the x-coordinate.
The maximum hop of bypass is HPCmax = 8 [42]. In
order to guarantee system thermal reliability, chip safe
temperature Tsafe = 81.8◦C is set as the constraint in
task mapping and scheduling [35], on top of which we
compare the inter-processor communication latency and
the application schedule length in different approaches.

As experimental results shown in Fig. 14 and Fig. 15,
on-chip communication latency and application perfor-
mance regarding the schedule length are dramatically dif-
ferent from five approaches. ILP approach has guaranteed
the best sequence of task execution and communication,
such that it can always achieve the optimal solutions
of communication efficiency as demonstrated in Fig. 14,
while TopoMap can get near-optimal solutions compared
with ILP. Results further show that it can improve
the communication efficiency, where on average 46.8%,
41.5% and 39.3% reduction in inter-processor commu-
nication latency can be achieved, respectively, compared
with that obtained by mesh NoC [16], NoC-Sprinting [28]
and FoToNoC [25], due to the minimized communication
contention and the maximized bypass routing. With the
same task execution efficiency on homogeneous cores, the
low-latency communication obtained by the TopoMap can
result in averagely 32.7%, 33.5% and 31.1% of application
performance improvement than other three approaches,
respectively. We can observe that the results obtained
in high saturated traffic load are consistent with that
in lower IRAs. Specifically, with the increasing network
traffic load, especially for the situations with high satu-
rated workload, our presented ILP model and the heuris-
tic algorithms can achieve more reduction in communi-
cation latency and improvement of performance-power
efficiency than other techniques, since our approaches
can effectively minimize communication contention and
maximize the single-cycle multi-hop bypass routing. Re-
sults obtained by TopoMap are close to the optimal results
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Fig. 14: Comparison results of communication latency of PARSEC benchmark applications on SMART NoCs.
obtained by the ILP approach, with a 1.8% difference on
average as verified in Fig. 15.

There are several observations. First, with temperature
constraint, cores are selectively activated on physical plat-
form. It has lead to worse communication circumstances
due to the long-distance path, since active cores are in-
terconnected in a mesh topology and communicated via
Hop-by-Hop message forwarding. Second, even cores are
activated specifically on account of workload characteris-
tics in [28], communication is proceeded as that in mesh.
Third, physically distributed arrangement and logically
adjacent interconnection of cores are beneficial to chip
temperature and inter-communication to some extent
due to the folded torus-like topology [25]. Applications
mapped on cores in a cluster are non-centralized but com-
municated with the directly connected link, which has
better performance than that in above two approaches.
However, FoToNoC [25] is determined in design time,
which is not feasible and will take unexpected overhead
for long-distance communication. Fourth, TopoMap can
explore the available thermal-reliable cores and dynam-
ically reconfigure the communication topology between
active cores via single-cycle bypass. It is much more
accurate to approximate the complex runtime commu-
nication scenarios with a fine-grained consideration of
communication contention. Communication latency can
be greatly reduced by the maximized utilization of bypass
for long-distance transmissions, such that application per-
formance can be improved. Finally, TopoMap is efficient

in improving inter-processor communication, which has
obtained the close results with the optimal solutions gen-
erated by ILP model. Note that, since we have considered
real benchmark applications, the improvements can be
slightly different (e.g. the application performance of four
benchmarks on 4 × 4 SMART NoC in Fig. 15) due to the
criticality of the communication in the entire scheduling.

Then, we have conducted another set of experiments
to evaluate the scalability of TopoMap with different
HPCmax in four N×N NoCs. We have recorded commu-
nication latency of a set of X264 benchmark applications
with the increased HPCmax from 3 to 13. As shown in
Fig. 16, evaluation results demonstrate that: i) Commu-
nication latency decreases rapidly when HPCmax ≤ N .
In this stage, HPCmax is the limitation of the efficiency
enabled by bypass. Flits should be stopped and buffered
in the HPCmax router if the inter-processor distance
is longer than HPCmax. Thus, with the increase of
HPCmax, more messages can be transmitted via only one
bypass from the source to destination without buffering.
Then, if HPCmax > N or even HPCmax ≥ 2× (N − 1),
the communication overhead remains nearly constant
since all cores are reachable via one bypass from any
source routers. ii) With a same designed HPCmax, com-
munication efficiency is better in larger scale NoCs. This
can be easily understand that in large NoCs, there will
be more available cores for exploring task mapping in
which there is no communication contention. Without
too much concern about the introduced distance between
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Fig. 15: Comparison results of application performance of PARSEC benchmark applications on SMART NoCs.
non-decentralized cores, messages can be forwarded via
express bypass as long as there is no flits conflict. Thus,
the utilization of bypass can be significantly increased
and its efficiency can be enhanced in large-scale NoCs.

Third, we have recorded the running time of ILP,
TopoMap and FoToNoC [25] in Table. 3. The resolving time
is closely related to design space, that we have quantita-
tively analyzed the complexity of exploration space on
account of the scales of applications and platforms. It is
not surprising that the time complexity of ILP is expo-
nentially increased, since the growth of the search space
is exponential and ILP has introduced a new dimension
for message priority assignment. It takes an average 30×
more time to find the optimal solutions by ILP. We have
integrated the ILP modeling skills to improve the effi-
ciency. Nevertheless, it is worthwhile taking more efforts
to explore the fine-grained communication optimization
opportunities, not only due to the huge performance gain
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Fig. 16: Comparison of communication latency on NoCs
with the increasing HPCmax.

that could be expected, but also because it is running
at design-time for only once and then will probably be
applied to millions of devices for runtime implementa-
tion. Meanwhile, TopoMap is polynomial-time algorithm,
which is verified to be incomparably effective with the
negligible running time (≤ 30) compared with the time-
costing ILP model. Besides, ILP and heuristic algorithms
can respectively achieve at least 36.6% and 35.7% appli-
cation performance than that by FoToNoC [25].

6.2 Comparison of Energy Consumption

Finally, we perform experiments to verify the effective-
ness of TopoMap on system energy efficiency. For sys-
tematic energy consumption of many-cores fabricated as
NoCs, it can be generally regarded as the total energy
consumption of task execution Ee, and communication
Ec, denoted as E = Ee + Ec, where

Ee = P × t,

Ec = N × {[Exbar × (h+ 1) + d× Ebf × (h+ 1)+

Eglobal × h+ 2× Elocal]× Lpk + Ecu × (h+ 1)}.
(13)

The computation energy increases linearly with the
execution time since the per-core power is constant and
obtained from power model McPAT [33]. Notice that
the energy consumption of dark cores is zero. For the
communication energy, the values of the constant pa-
rameters are obtained in 22-nm library by hardware
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TABLE 3: Design Space and Simulation Time of Benchmark Applications on 2-D SMART NoC Platforms.

Benchmarks
Design Space Solutions Simulation Time

4×4 6×6 8×8
4× 4 6× 6 8× 8 Average

ILP Topo FoTo[25] ILP Topo FoTo[25] ILP Topo FoTo[25] ILP Topo FoTo[25]

Blackscholes 1.8E+14 3.2E+16 7.9E+18 54 19 24 154 18 23 277 23 27 1mim 2s 2s

PARSEC Facesim 7.5E+22 2.5E+25 2.1E+28 57 13 27 266 23 31 461 20 29 3mims 4s 5s

V ips 3.0E+26 4.3E+32 5.4E+39 193 15 31 453 16 25 661 21 31 1hr 7s 11s

Bench Swaption 2.0E+24 3.1E+31 9.1E+36 251 21 24 457 19 27 765 28 39 5hrs 11s 16s

X264 8.7E+30 2.7E+36 2.5E+41 351 24 27 758 21 29 1076 27 35 10hrs 18s 21s

synthesis in Hspice simulation [51]. The average unit
energy to transmit a single bit through a crossbar is
Exbar = 0.108 pJ/bit. It takes Eglobal = 0.031 pJ/bit
and Elocal = 0.008 pJ/bit to transmit a single bit through
an electrical interconnect between routers, and through
an electrical interconnect between a core and a router
respectively. Averagely Ebf = 0.0078 pJ/bit energy will
be cost for buffering a bit, and Ecu = 0.917 pJ/packet
energy to make decisions for a packet. Lpk = 128 bit
is assumed as the packet size and d = 8 is the buffer
depth. N is the number of packets and h is the number of
transmission hops obtained by simulation.

Evaluation results in Fig. 17 demonstrate the achieve-
ments on system energy consumption by our proposed
ILP and heuristic approaches over other three state-of-
the-art methods in different benchmark applications with
the injection rate from 0.02 to 0.1. Since the energy
consumption is determined by execution time when the
execution configurations (e.g., frequency/voltage of the
cores) are the same. As shown in Table. 3, the running
time of our algorithm has been reduced on average 20.4%
compared with others, which has demonstrated that the

energy consumption for executing our proposed algo-
rithms will be much less than that of other approaches.
Kindly note that when considering the entire application
scheduling and the total system energy consumption, the
running time of the algorithm is much less than the execu-
tion latency of benchmark applications as demonstrated
in Table. 3. Therefore, to make the comparison results
more focused, we only consider the energy consump-
tion for executing benchmark applications on processors
and the communication on network. We set the energy
consumed by [16] as baseline for easy exhibition. Both
of the proposed ILP approach and TopoMap method can
significantly reduce system energy consumption than the
state-of-the-art approaches due to the reduced overhead
energy on transmission path. Besides, energy consump-
tion of ILP can be further reduced over TopoMap since
ILP approach can always find the optimal solutions in
task mapping and scheduling, which will result in the
minimized energy consumption. The processors in the
lightest thermal region can be explored for contention-
free task mapping, such that the lowest system energy
consumption can be achieved due to the reduced energy
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Fig. 17: Comparison results of system energy consumption of PARSEC benchmark applications on SMART NoCs.
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Fig. 18: Comparison of thermal distribution on X264.

consumed on inter-processor communication when the
energy consumption on processors are the same with
other approaches.

We can observe from the results that, with the in-
creasing injection rate of applications, significant reduc-
tions in system energy consumption (on average 36.2%,
31.7%, 31.3% and 34.9%, 32.4%, 29.7%, respectively)
can be achieved by the ILP approach and the TopoMap
approach compared with that in mesh-based NoC [16],
NoC-Sprinting [28] and FoToNoC [25]. Since the com-
putation of tasks is equivalent in all systems with the
implementation of homogeneous processors, the reduc-
tion in the total system energy consumption is beneficial
from the reduced overhead of on-chip communication.
The runtime topology-reconfigurable SMART NoC with
single-cycle multi-hop bypass routing has dramatically
decreased the energy consumption for arbitration, buffer-
ing and forwarding in intermediate routers and link
channels, enabling the ideal message transmission from
the source to destination router.

Finally, based on the resultant power traces, we can
obtain steady state thermal profiles of heat distributions
after running a set of X264 benchmark applications. Par-
tial thermal maps on mesh [16], NoC-Sprinting [28] and
FoToNoC [25] platforms are shown in Fig. 18, compared
with that obtained by ILP and TopoMap. Since we have
set the safe temperature value as the threshold in the
task mapping and scheduling, all of the executions are
conducted under the constraint, which will not violate
the thermal reliability. Nevertheless, as demonstrated in
the figure, we can observe that the heat is much more
concentrate on the other approaches comparing with that
by ILP approach and TopoMap, since tasks are mapped on
relatively distributed processors on SMART NoC.

Combining sets of experiments, results have verified
the practicability and effectiveness of our proposed ap-
proaches. Distinct from conventional methods, our pre-
sented dynamically reconfigurable communication topol-
ogy can be effectively controlled to guarantee safe chip
temperature, meanwhile outperforming state-of-the-art
static NoC designs in communication efficiency, appli-
cation performance and system energy consumption for
task mapping and scheduling in many-core systems.

7 CONCLUSION

In order to co-optimize chip thermal reliability and com-
munication efficiency in dark silicon many-core systems,
in this paper, we novelly presented an ILP model and
a task mapping technique, TopoMap, on top of the re-
configurable SMART NoC architecture. NoC communi-

cation topology is dynamically reconfigured by thermal-
aware and communication contention-aware task map-
ping, such that a thermal-safe system is guaranteed by
physically decentralized active cores, and communication
overhead is reduced by the minimized communication
contention and the maximized bypass routing. Evaluation
results on PARSEC benchmark applications have verified
the applicability and effectiveness of the proposed tech-
niques for improving communication efficiency, applica-
tion performance, and reducing system energy consump-
tion, compared with state-of-the-art techniques.
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