Quality-guided orientation unwrapping for fringe direction estimation

Haixia Wang and Qian Kemao*

School of Computer Engineering, Nanyang Technological University, Singapore, 639798
*Corresponding author: mkmqian@ntu.edu.sg

Received 29 June 2011; revised 5 September 2011; accepted 5 September 2011; posted 7 September 2011 (Doc. ID 150016); published 24 January 2012

Fringe patterns produced by various optical interferometric techniques encode information such as shape, deformation, and refractive index. Denoising and demodulation are two important procedures to retrieve information from a single closed fringe pattern. Various existing denoising and demodulation techniques require fringe direction/orientation during the processing. Fringe orientation is often easier to obtain but fringe direction is needed in some demodulation techniques. A quality-guided orientation unwrapping scheme is proposed to estimate direction from orientation. Two techniques, one based on wind-owed Fourier ridges and the other based on fringe gradient, are proposed for the quality-guided orientation unwrapping scheme. The direction qualities are compared for both simulated and experimental fringe patterns. Their application to demodulation technique is also given. © 2012 Optical Society of America
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1. Introduction

Optical interferometric techniques have been widely used for precision measurement. Fringe patterns are the outputs of these techniques and can be represented as

\[ f(x,y) = b(x,y) \cos[\varphi(x,y)], \quad (1) \]

where \((x,y)\) is the pixel coordinate and \(f(x,y), b(x,y), \) and \(\varphi(x,y)\) are the recorded fringe intensity, fringe amplitude, and phase distribution, respectively [1]. The background intensity is not included in the fringe pattern model in Eq. (1) for convenience and it can be removed from real fringe patterns by techniques such as low pass filtering [1]. The information to be measured is often related to the phase. The process of retrieving phase from a single fringe pattern is called fringe pattern demodulation. The demodulation process may fail due to the noise presented in the fringe pattern, and denoising becomes necessary. Fringe pattern denoising and demodulation are thus two important aspects of processing a single fringe pattern. Fringe direction/orientation is an essential part of many existing denoising [2–5] and demodulation techniques [6–10]. Reliable direction/orientation estimation technique is of interest. Since orientation estimation techniques have been well established, this paper focuses on direction estimation.

As a preparation, fringe direction and fringe orientation are defined and their relationship is formulated. The fringe direction \(\beta(x,y)\) is defined to be perpendicular to the gradient of the phase as follows [11],

\[ [\cos \beta(x,y), \sin \beta(x,y)]^T \nabla \varphi(x,y) = 0, \quad (2) \]

where \(\nabla \varphi(x,y) = [\varphi_x(x,y), \varphi_y(x,y)]^T\); \(\varphi_x(x,y)\) and \(\varphi_y(x,y)\) are derivatives of \(\varphi(x,y)\) along \(x\) and \(y\) directions, respectively; and \(T\) denotes the transpose of a vector. The direction is then calculated as

\[ \beta(x,y) = \arctan 2[-\varphi_x(x,y), \varphi_y(x,y)], \quad (3) \]

where \(\arctan 2(y,x)\) is a four-quadrant arctangent function where the quadrant of the result is...
determined by the signs of both variables. It is obvious
that $\beta(x, y) \in (-\pi, \pi]$ and thus modulo $2\pi$. However, the
phase derivatives in Eq. (3), $\phi_x(x, y)$, and $\phi_y(x, y)$ are
usually unknown before fringe pattern demodulation.

Assuming that $b(x, y)$ is locally constant, according
to Eq. (1), the fringe intensity gradient is

$$\nabla f(x, y) = [f_x(x, y), f_y(x, y)]^T$$

$$= -b(x, y) \sin[\phi(x, y)][\phi_x(x, y), \phi_y(x, y)]^T,$$  \hspace{1cm} (4)

which suggests the possibility of estimating the di-
rection from $\nabla f(x, y)$. However, a fringe pattern with
$[\phi(x, y), \phi_x(x, y), \phi_y(x, y)]$ or $[-\phi(x, y), -\phi_x(x, y), -\phi_y(x, y)]$
has the same $\nabla f(x, y)$. Although they should have dif-
ferent directions according to Eq. (3), they cannot be
differentiated by $\nabla f(x, y)$. In fact, only the fringe or-
ientation $\theta(x, y)$, which is the fringe direction
restricted into a range of $(-\pi/2, \pi/2)$, can be obtained from $\nabla f(x, y)$ as

$$\theta(x, y) = \arctan[-f_x(x, y)/f_y(x, y)].$$  \hspace{1cm} (5)

The orientation is modulo $\pi$. The detailed definition of
orientation and direction can be found in [12]. There
are many fringe orientation estimation techniques
using fringe intensity, including the gradient-based
 technique [11], the plane-fit technique [2], the com-
bined plane-fit and gradient-based technique [13],
the 2D energy operator technique [14], and the accu-
dulated differences technique [15]. Note that the Fourier
transform based technique [16] estimates the ori-
entation based on information in frequency do-
main instead of spatial domain. However, this tech-
nique requires complex pre- and post-processing of the
fringe pattern and also produces modulo $\pi$ fringe or-
ientation.

The conversion from direction $\beta(x, y) \in (-\pi, \pi]$ to
orientation $\theta(x, y) \in (-\pi/2, \pi/2]$ can be stated as

$$\theta(x, y) = \begin{cases} 
    \beta(x, y) & -\pi/2 < \beta(x, y) \leq \pi/2 \\
    M_{2\pi}[\beta(x, y) + \pi] & \text{else}
\end{cases}$$  \hspace{1cm} (6)

where $M_{2\pi}(\cdot)$ denotes the modulo $2\pi$ operation that
adds or subtracts $2\pi$ so that the output is within
the range of $(-\pi, \pi]$. On the contrary, the conversion
from orientation to direction is more useful but also
more challenging. Marroquin et al. minimize a quad-
artic energy function to determine the possibility of
adding $\pi$ to the orientation [6]. Quiroga et al. compute
the fringe direction by phase unwrapping with a reg-
ularized phase tracking technique based on the
fringe orientation information [17]. Its performance
is affected by noise and scanning strategy [18,19].

The optimization processes used in both techniques
[6,17] are computational costly. Siddiolo et al. un-
wrap the fringe orientation by classifying the gra-
dient vector trends [10], where fringe denoising is
needed before the unwrapping to obtain reliable gra-
dient vectors.

As has been noticed by some researchers, conver-
sion from direction to orientation “wraps” an angle
from $(-\pi, \pi]$ to $(-\pi/2, \pi/2]$ by adding or subtracting
$\pi$, while conversion from orientation to direction “un-
wraps” the angle from $(-\pi/2, \pi/2]$ to $(-\pi, \pi]$ also by
adding or subtracting $\pi$. They are similar to the often
encountered phase wrapping and unwrapping prob-
lems [20]. In this paper, a quality-guided orientation
unwrapping scheme, similar to the quality-guided
phase unwrapping, is proposed. It includes a simple
but general orientation unwrapping criterion of how
to add or subtract $\pi$, and a quality-guided strategy
to avoid low orientation quality points and make the
unwrapping successful.

Further, under the proposed quality-guided ori-
entation unwrapping scheme, two practical techniques
are proposed. The first technique is based on wind-
owed Fourier ridges (WFR) [21,22]. The WFR esti-
mates local frequencies from which the orientation
can be calculated. These local frequencies can also
be used to characterize the fringe density as the qual-
ity map to guide the orientation unwrapping. This
technique provides directions with high accuracy
especially for noisy fringe patterns, at a cost of long
computing time. The second technique uses any ex-
isting techniques to estimate orientation. The gradi-
ent information is used to measure the density and to
guide the orientation unwrapping. Comparatively,
this unwrapping process is much faster. Experiments
are carried out to verify the proposed techniques for
simulated and experimental fringe patterns. Finally,
as an example, the obtained directions are utilized
for phase extraction from a single closed fringe pat-
tern through a spiral phase quadrature (SPQ) trans-
form [7,8].

The rest of the paper is organized as follows. The
proposed quality-guided orientation unwrapping
scheme is introduced in Section 2; the WFR-based
orientation unwrapping is presented in Section 3; the
gradient-based orientation unwrapping is presented
in Section 4; the performances of the proposed tech-
niques are compared and discussed in Section 5; the
paper is concluded in Section 6.

2. Quality-Guided Orientation Unwrapping Scheme

The proposed quality-guided orientation unwrapping
scheme consists of a criterion of how to add
or subtract $\pi$ to unwrap the orientation and a stra-
gy of how to guide the unwrapping by a proper path.

The relationship between modulo $\pi$ fringe orienta-
tion and modulo $2\pi$ fringe direction in one dimen-
sion is shown in Fig. 1 for illustration, where the solid line
is the modulo $2\pi$ fringe direction while the dash line is
the modulo $\pi$ fringe orientation. Three conditions are
encountered. First, for pixels between $A$ and $B$, the
orientation is continuous and no processing is required.
Second, a jump of $\pi$ occurs at pixel $B$, which requires
an angle of $\pi$ to be added to unwrap the orientation.
The pixels between $B$ and $C$ are unwrapped in the
same way. Third, for pixel $C$, an angle of $\pi$ should
be subtracted rather than added in order to keep
the unwrapped value within the range of \((-\pi, \pi]\). The pixels between C and D are processed in the same way. All remaining pixels can be similarly unwrapped. The operations for second and third conditions can be unified by using the operation of \(M_2\theta(x, y) + \pi\).

In practice, to take the noise influence into account, a jump is identified if the orientation of the current pixel, \(\theta(x, y)\), is different from the orientation of its adjacent and unwrapped neighbor, \(\theta(x_0, y_0)\), by more than \(\pi/2\). Consequently, two orientation vectors, \(\{\cos[\theta(x, y)], \sin[\theta(x, y)]\}^T\) and \(\{\cos[\theta_0(x, y)], \sin[\theta_0(x, y)]\}^T\), have a negative dot product. This leads to the following simple criterion for orientation unwrapping,

\[
\beta(x, y) = \begin{cases} 
\theta(x, y) & \text{if } \cos[\theta(x, y)] \cos[\theta(x_0, y_0)] + \sin[\theta(x, y)] \sin[\theta(x_0, y_0)] \geq 0 \\
M_2\theta(x, y) + \pi & \text{else}
\end{cases}
\]

(7)

However, if a pixel has the phase derivatives or local frequencies \(q_u(x, y), q_v(x, y)^T\) close to zero, its direction is actually undetermined as Eq. (3) states. This is also true for its orientation as \(\int f_u(x, y) f_v(x, y)^T\) is also small. The orientation unwrapping through these points can cause errors, and these errors are carried into all the pixels unwrapped afterwards. The unwrapping path is therefore important to avoid passing through low frequency pixels. A quality map indicating the frequency distribution, i.e., fringe density, can be used to guide the processing path to make the orientation unwrapping successful. This is the guiding strategy to be used.

With the above unwrapping criterion and guiding strategy, the quality-guided orientation unwrapping is summarized below and two specific techniques using this scheme will be introduced in next two sections.

Step 1: choose a pixel \((x_0, y_0)\) with the highest quality as the seed pixel and use its orientation as its direction; push the seed pixel into an unwrapping register;

Step 2: select the pixel with the highest quality in the unwrapping register;

Step 3: unwrap the orientations of its four adjacent pixels based on Eq. (7), if they have not been processed; push the unwrapped pixels into the register;

Step 4: repeat steps 2 and 3 until all pixels are processed.

### 3. Windowed Fourier Ridges Based Orientation Unwrapping

To facilitate the quality-guided orientation unwrapping scheme for fringe direction estimation, an orientation map and a density map are required. The WFR technique [21, 22] is able to provide both maps and thus proposed as our first technique for quality-guided orientation unwrapping. The WFR is a fringe pattern analysis technique based on windowed Fourier transform. It estimates the phase and local frequencies from a single fringe pattern with high tolerance to noise. Given a fringe pattern \(f(x, y)\), its windowed Fourier transform is

\[
S_f(u, v; \xi, \eta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) g^*_{u,v;\xi,\eta}(x, y) dx dy,
\]

(8)

where \(S_f(u, v; \xi, \eta)\) is the windowed Fourier spectrum; the symbol \(*\) denotes the conjugate of a complex number; \(g_{u,v;\xi,\eta}(x, y)\) is the windowed Fourier element defined as

\[
g_{u,v;\xi,\eta}(x, y) = g(x - u, y - v) \exp(\jmath \xi x + \jmath \eta y);
\]

(9)

\((x, y)\) and \((u, v)\) are used as spatial coordinates, while \((\xi, \eta)\) is used as frequency coordinate. The spatial extension of the windowed Fourier transform is limited by the window function \(g(x - u, y - v)\), where Gaussian window is used in this paper [22]. Different values of \((\xi, \eta)\) in \(g_{u,v;\xi,\eta}(x, y)\) yield different \(S_f(u, v; \xi, \eta)\). The \((\xi, \eta)\) maximizing \(|S_f(u, v; \xi, \eta)|\), i.e., at the ridge of \(|S_f(u, v; \xi, \eta)|\), is considered as the local frequencies at \((u, v)\), which is formulated as [21, 22]

\[
[\omega_x(u, v), \omega_y(u, v)] = \arg \max_{\xi, \eta} |S_f(u, v; \xi, \eta)|,
\]

(10)

where \(\omega_x(u, v)\) and \(\omega_y(u, v)\) denote the local frequencies at \((u, v)\) along \(x\) and \(y\), respectively. The phase
information can be further estimated based on the local frequencies.

According to the definition [21, 22], \[ \omega_z(x, y), \omega_x(x, y) = [q_z(x, y), q_x(x, y)]. \] However, when the WFR is applied to a single closed fringe pattern, the estimated local frequencies could be either \([-\omega_z(x, y), -\omega_x(x, y)]\) or \([\omega_z(x, y), \omega_x(x, y)]\), which is called the sign ambiguity problem [21–23]. Because of this ambiguity, only the fringe orientation can be estimated from the local frequencies as

\[
\theta_{WFR}(x, y) = \arctan[-\omega_z(x, y)/\omega_x(x, y)].
\]

Meanwhile, the total local frequency (TLF) is defined and computed as

\[
D_{WFR}(x, y) = \omega_{\text{TLF}}(x, y) = \sqrt{\omega_z^2(x, y) + \omega_x^2(x, y)}.
\]

The TLF indicates the fringe density distribution and can be used as the quality map. Having the fringe orientation from Eq. (11) and the quality map from Eq. (12), the fringe direction is obtained according to the quality-guided orientation unwrapping scheme in Section 2.

The estimation of \(\omega_z(x, y)\) and \(\omega_x(x, y)\) in the WFR, which is realized by exhaustive searching, is computational heavy. The computation time can be saved by restricting the searching range of \(\xi\) and \(\eta\) to \([\xi_i, \xi_k] \times [\eta_l, \eta_h]\), which is a frequency band estimated through the fringe density or from Fourier spectrum of the fringe pattern [21, 22].

However, the following problems inherent in the WFR are encountered, which subsequently affect the accuracy of fringe direction: (i) In the current WFR, \([\omega_z(x, y), \omega_x(x, y)]\) is exhaustively searched, which causes staircase local frequencies; (ii) \([\omega_z(x, y), \omega_x(x, y)]\) is not accurate in low frequency regions of a fringe pattern [21, 22].

Gaussian filtering [24] solves both problems. After the fringe orientation has been unwrapped and the fringe direction has been obtained, a new local frequency field is constructed as \([-\omega_{\text{TLF}}(x, y) \sin[\phi(x, y)], \omega_{\text{TLF}}(x, y) \cos[\phi(x, y)]\]), which does not have the sign ambiguity problem. This field is separated into high frequency regions and low frequency regions by thresholding \(\omega_{\text{TLF}}(x, y)\) with a typical value of 0.1. In the high frequency regions, a narrow Gaussian window with a small kernel size \(\sigma_H\) is used to slightly smooth the staircases of local frequencies; in the low frequency regions, a wide Gaussian window with a large kernel size \(\sigma_L\) is used to recover the local frequencies from surrounding pixels. Two results are then combined and used to re-estimate the fringe direction using Eq. (3). Since the WFR is computationally intensive, this orientation unwrapping technique is not fast although the accuracy is often high.

4. Gradient-Based Orientation Unwrapping

The second technique proposed for quality-guided orientation unwrapping aims at faster speed. Since various techniques have been proposed for fringe pattern orientation estimation [21, 15, 13–16], they can be directly used. The gradient-based orientation estimation technique [15] is chosen for its easier implementation and better performance than existing techniques in [13, 15] according to our comparisons. The orientation is estimated as follows:

\[
\theta_{\text{GRA}}(x, y) = \frac{1}{2} \arctan\left[ -\sum_{u=x-r}^{x+r} \sum_{v=y-r}^{y+r} 2f_{x\sigma}(u, v)f_{y\sigma}(u, v), \sum_{u=x-r}^{x+r} \sum_{v=y-r}^{y+r} [f_{y\sigma}(u, v) - f_{x\sigma}(u, v)] \right],
\]

where \(\varepsilon\) is the averaging window size; \(Vf_{x\sigma} = [f_{x\sigma} f_{y\sigma}]^T\) is used instead of \(Vf\), indicating that the fringe pattern undergoes a Gaussian filtering with a kernel size of \(\sigma\) before the gradient is calculated so that the gradient calculation will be more robust to noise.

Having obtained the orientation, the remaining task is to find a quality map representing the density information of the fringe pattern. According to Eq. (4),

\[
|V\phi(x, y)| = |b(x, y)| \sin[\phi(x, y)]|\omega_{\text{TLF}}(x, y)|,
\]

which is proportional to the total local frequency \(\omega_{\text{TLF}}(x, y)\) at each pixel, but it is “modulated” by \(b(x, y)\) and \(|\sin[\phi(x, y)]|\). Unlike \(b(x, y)\) which is often nearly a constant, the term \(|\sin[\phi(x, y)]|\) varies from 0 to 1, which distorts the TLF. To solve this problem, a Gaussian filter \(K_{\rho}\), with kernel size of \(\rho\) is used to smooth the gradient as

\[
\begin{aligned}
D_{\text{GRA}} & = K_{\rho} \otimes |Vf_{x\sigma}(x, y)|,
\end{aligned}
\]

where the symbol \(\otimes\) denotes a convolution operator. Note that \(Vf_{x\sigma}\) is used for the same reason as Eq. (13). Thus, the kernel \(\sigma\) smooths the fringe pattern while the kernel \(\rho\) smooths the gradient field. In high frequency regions, \(|\sin[\phi(x, y)]|\) is fast varying and is flattened after being smoothed by \(K_{\rho}\) so that it does not distort the TLF much; in low frequency regions, \(|\sin[\phi(x, y)]|\) does not affect much since the TLF is already very low. The structure tensor has also been used for local density evaluation [25, 27]. It is very similar to \(D_{\text{GRA}}\) both theoretically as well as in our experiments and can also be adopted as a quality measure in the quality-guided orientation unwrapping scheme.

Having an orientation map from Eq. (13) and a quality map from Eq. (15), the fringe direction can be obtained based on the quality-guided orientation unwrapping scheme in Section 2.

5. Comparisons and Discussions

In this section, the feasibility of the WFR based orientation unwrapping and the gradient-based orientation unwrapping are verified by applying
them to simulated and experimental fringe patterns. The directions from the WFR-based and gradient-based orientation unwrapping are denoted as $\beta_{WFR}$ and $\beta_{GRA}$, respectively. The accuracies of $\beta_{WFR}$ and $\beta_{GRA}$ for the simulated fringe pattern will be quantitatively evaluated by comparing them with...
the ground-truth, while those for the experimental fringe pattern are qualitatively compared. The obtained directions will be further used in SPQ-transform for fringe demodulation [7, 8].

A. Simulated Fringe Pattern
A fringe pattern is simulated and shown in Fig. 2(a), with a size of 256 × 256, fringe amplitude of 1, wrapped phase and theoretical direction β_T shown in Fig. 2(b) and 2(c), respectively. Additive noise with mean of zero and standard deviation (STD) of 0.2, 0.4, 0.6, 0.8, or 1.0 is simulated into the fringe pattern. Speckle noise with speckle size of 1 pixel is also simulated and it is shown in Fig. 2(d). For the WFR-based technique, the exhaustive searching range of ξ and η is set to [−1.5, 1.5] × [0, 1.5]; the frequency step is 0.025; the window size along x and y axis of the windowed Fourier element is 4. Gaussian filterers are used to smooth the WFR results, with σ_L = 6 and σ_H = 4. For the gradient-based technique, σ = 1.5 and ρ = 5 are used.

For fringe pattern in Fig. 2(d), the WFR gives the orientation θ_WFR and density (quality) D_WFR in Figs. 3(a) and 3(b), respectively, based on which the quality-guided orientation unwrapping gives the direction β_WFR in Fig. 3(c). Some stripes are observed in Fig. 3(b), which is due to the small window size used in the WFR, but it does not affect the orientation unwrapping. Similarly, the gradient-based
technique gives orientation $\theta_{\text{GRA}}$ in Fig. 4(a), density (quality) $D_{\text{GRA}}$ in Fig. 4(b), and the unwrapped orientation, i.e., direction $\beta_{\text{GRA}}$, in Fig. 4(c). Both results are satisfactory. To measure the results quantitatively, direction error is calculated as

$$E_\beta = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} |2 \sin \left[ \frac{\beta(x,y)-\beta_T(x,y)}{2} \right]|}{M \times N}, \quad (16)$$

where $\beta$ is the estimated direction and $M \times N$ is the size of the fringe pattern. As mentioned earlier, the WFR has lower accuracy for local frequency estimation in low frequency regions comparing with high frequency regions. Thus the direction errors are evaluated for low and high frequency regions separately, identified with a threshold value of $\omega_{\text{TLF}}(x,y) = 0.1$, to reveal more details. Plots of direction errors with respect to the noise levels are shown in Fig. 5. It can be seen that $\beta_{\text{WFR}}$ is preferred if the fringe pattern is noisy (STD > 0.4); otherwise $\beta_{\text{GRA}}$ can be used. The computation is carried out using MATLAB programming in an Intel Xeon quad-core CPUs of 2.5 GHz main frequency computer. The time costs for $\beta_{\text{WFR}}$ and $\beta_{\text{GRA}}$ are 260 s and 3 s, respectively. The gradient-based orientation unwrapping is much faster as is expected. The speed of the WFR-based orientation unwrapping can be accelerated by parallel computing [28].

The directions obtained by the two proposed techniques, $\beta_{\text{WFR}}$ and $\beta_{\text{GRA}}$, are then used in the SPQ-transform based demodulation technique [7,8]. The

---

Fig. 9. Direction and phase obtained with WFR-based orientation unwrapping. (a) An experimental fringe pattern (image courtesy: Weijuan Qu, Ngee Ann Polytechnic); (b) orientation $\theta_{\text{WFR}}$; (c) density $D_{\text{WFR}}$; (d) direction $\beta_{\text{WFR}}$; (e) phase obtained using $\beta_{\text{WFR}}$; (f) filtered phase of (e).

Fig. 10. Direction and phase obtained with gradient-based orientation unwrapping. (a) Experimental fringe pattern; (b) orientation $\theta_{\text{GRA}}$; (c) density $D_{\text{GRA}}$; (d) direction $\beta_{\text{GRA}}$; (e) phase obtained using $\beta_{\text{GRA}}$; (f) filtered phase of (e).
phase results of Fig. 2(d) using $\beta_T$, $\beta_{\text{WFR}}$, and $\beta_{\text{GRA}}$ are shown in Fig. 6. They are further denoised using the windowed Fourier filtering technique [21, 22] and the results are shown in Fig. 7. Phase errors are measured using Eq. (16), with $\beta$ and $\beta_T$ replaced by the demodulated phase and ideal phase, respectively. They are plotted in Fig. 8 based on low and high density regions, respectively. From Figs. 6 to 8, it can be seen that both $\beta_{\text{WFR}}$ and $\beta_{\text{GRA}}$ help to successfully demodulate the phase from a single closed fringe pattern and the results are very close to the phase obtained using theoretical direction $\beta_T$.

B. Experimental Fringe Pattern

An experimental fringe pattern with size of $288 \times 384$ is shown in Fig. 9(a) to validate the conclusion drawn for simulated fringe patterns. It is captured from an in-line configuration of the digital holography system [29] for microlens characterization. For the WFR-based orientation unwrapping, the exhaustive searching range of $\xi$ and $\eta$ for the WFR is set to $[-1.5, 1.5] \times [0, 1.5]$; the frequency step and the window size are 0.025 and 10, respectively; the kernel sizes of Gaussian filter are $\sigma_L = 15$ and $\sigma_H = 4$. For the gradient-based technique, $\sigma = 1.5$ and $\rho = 5$. The WFR-based orientation $\theta_{\text{WFR}}$, density $D_{\text{WFR}}$, and direction $\beta_{\text{WFR}}$ are shown in Figs. 9(b)–(d), respectively. The direction $\beta_{\text{WFR}}$ is then used in the SPQ-based demodulation technique. The demodulation result is shown in Fig. 9(e), which is further filtered by windowed Fourier filtering and shown in Fig. 9(f). The original fringe pattern, the gradient-based orientation $\theta_{\text{GRA}}$, density $D_{\text{GRA}}$, direction $\beta_{\text{GRA}}$, the phase result using $\beta_{\text{GRA}}$, and the filtered phase are shown in Fig. 10. The original fringe pattern in Fig. 10(a) is replicated from Fig. 9(a) for easier comparison between Fig. 9 and Fig. 10. It can be seen that, the performances of $\beta_{\text{WFR}}$ and $\beta_{\text{GRA}}$ are consistent with the simulated fringe patterns. The two proposed techniques are considered effective in processing experimental fringe pattern.

6. Conclusion

A quality-guided orientation unwrapping scheme is proposed to estimate the direction from orientation. Following the unwrapping scheme, a WFR-based orientation unwrapping technique and a gradient-based orientation unwrapping technique are proposed. The first technique estimates the orientation and density map using the WFR while the second technique uses existing orientation and estimates the density map from the gradient information. The WFR-based orientation unwrapping technique provides directions with high accuracy at a cost of long computing time. The gradient-based orientation unwrapping technique is also able to achieve accurate direction but is much faster. The modulo $2\pi$ directions of the proposed techniques are applied to the SPQ-transform based demodulation technique with good results. The two proposed techniques are thus considered effective and can be used as alternatives to each other.
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