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We address the problem of body pose tracking in a scenario of multiple camera setup with the aim of recovering body motion robustly and accurately. The tracking is performed on three-dimensional (3D) space using 3D data, including colored volume and 3D optical flow, which are reconstructed at each time step. We introduce strategies to compute multiple camera-based 3D optical flow and have attained efficient and robust 3D motion estimation. Body pose estimation starts with a prediction using 3D optical flow and then is changed to a lower-dimensional global optimization problem. Our method utilizes a voxel subject-specific body model, exploits multiple 3D image cues, and incorporates physical constraints into a stochastic particle-based search initialized from the deterministic prediction and stochastic sampling. It leads to a robust 3D pose tracker. Experiments on publicly available sequences show the robustness and accuracy of our approach. © 2012 Optical Society of America

1. Introduction

Estimation and tracking of three-dimensional (3D) articulated body motion from image sequences is an active and important problem in the domain of computer vision. It has wide potential applications, such as in human computer interaction, biomechanics, computer animation, surveillance, and sport analysis. Its task is to recover 3D skeleton body pose parameters that describe the movements of one or multiple human bodies over time. Typically, the targeted body movement is limited to the movement of large body parts (body trunk, head, and limbs), and ignores the movement of fingers, toes, or other body motions. Generally, at least 30 degrees of freedom (DOFs) are needed to describe the human movement with accuracy. Searching in such a high-dimensional state space is challenging and often computationally expensive. In addition, human body motion is often highly complex and nonlinear time varying. Other factors, such as noisy image observations, varied body shapes, and clothing, add to the difficulties. To make the problem tractable, it is common to make assumptions, for example, about the camera setup or the subject’s movement. In this work, we tackle the scenarios where multiple cameras are assumed available and fixed around a 3D volume space within which the subject performs movements.

A variety of model-based approaches have been proposed to estimate body pose from multiple camera images [1–6]. These approaches exploit an implicitly known parametric 3D body model, and estimate the body pose either in a deterministic optimization [2,6] or stochastic state estimation [1] framework. For the former, the best posture is found by aligning the body model to a set of extracted two-dimensional (2D) or 3D image observations, optimizing some form of model-image matching metrics in the parameter space via optimization strategies [2,4,6]. For the latter, the body pose is seen as evolving over time according to an underlying motion dynamic model,
and the task is to maintain a time-evolving probability distribution of the posture state via inference on the probability model. Since the underlying probabilistic models are difficult to obtain, an approximate inference is necessary and it often involves search over the pose space to find the peaks of posterior or likelihood using sampling techniques [1, 7–9].

The high dimensionality of the pose space makes it difficult to search all accurate DOFs simultaneously, requiring sophisticated search strategies that must pay attention to the following aspects mentioned above. (1) For a model-based search, it ought to well fit the shape of the subject since rough modeling may lead to large tracking errors. (2) The image observations always have highly nonlinear correlation with the body posture, and their extraction suffers from various noises. The use of a single image cue is vulnerable and may easily meet failures. (3) Because of ambiguities and nonlinearities, the parameter-space cost function is highly nonlinear and has multiple local optima, so some form of global search incorporated with constraints is required.

In this paper, we present a model-based approach and solve pose estimation in an optimization-based framework. Our pose search method considers each of the three aspects mentioned above. We use a voxel-based subject-specific body model (Section 2), which can provide sufficient support for accurate pose recovery. We exploit the idea of multicue integration, using a robust correspondence metric that combines volume, appearance, and scene flow (Section 3). The computing of scene flow is integrated with the volumetric reconstruction procedure, and uses background subtraction for tracking of good 2D feature points, resulting in efficient and robust 3D motion estimation. We propose to implement the scene flow computing on a GPU, which results in very efficient scene flow computation. We are not aware of any previous work that recovers the multicamera scene flow in such a fast manner and uses it for 3D body pose tracking.

Our model-based pose search procedure follows a strategy involving prediction and estimation (Section 4). The estimation of scene flow in our method avoids repeated 3D-to-2D projection computing, and, thus, is a procedure independent of the tracked body model. At the end, the recovered scene flow represents the actual 3D motion of body shape points, which provides strong information for pose prediction. The scene-flow-based prediction produces a hypothesis of which partial parameters are well recovered, resulting in a lower-dimensional search space. A stochastic particle-based optimization algorithm is used for global optimization in the lower-dimensional state space. The search combines the result of pose prediction with the previous estimate to generate a set of hypotheses that balances the deterministic prediction and stochastic sampling, leading to a robust 3D pose tracker. Our method enforces physical constraints and joint limits into a robust matching metric, which fuses together 3D volume and color information. This makes our approach capable of dealing with complex and ambiguous situations.

Figure 1 gives an overview of our approach. The rest of this paper is organized as follows. In Section 2, we describe the proposed subject-specific body model, and then, in Section 3, we introduce the method of 3D data reconstruction. Section 4 describes the pose search and tracking approach. Finally, experiments are given in Section 5, which is followed by the conclusion in the last section.

2. Articulated Body Model

The 3D articulated body model of our approach is a subject-specific voxel body model that is created from the initial volume [10]. This body model consists of a kinematical skeleton and a shape model. It has 10 body parts connected by joints, which form five open kinematic chains with a total of 36 degrees of freedom to describe the human movements with high accuracy. In pose tracking, we want to explicitly compute the positions of model points with a given posture hypothesis. Each body part is assigned a local coordinate system. Let \( \mathbf{q} \) be a point on a body part that is associated to \( n \) joints (e.g., as shown in Fig. 2, \( n = 4 \) where the point is on the right forearm) with posture parameters \( \phi, \theta_1, \ldots, \theta_{n-1} \), where \( \phi \) is the six global DOFs of the root, \( \theta_i (i = 1, \ldots, n - 1) \) denotes the rotations of joint \( i \) (we assume joint \( i \) is the parent of joint \( i + 1 \) in the kinematic chain). \( \mathbf{q}_i \) denotes homogeneous coordinates in the local coordinate system. We can compute its homogeneous coordinates \( \mathbf{q}_i \) in the world coordinate system by

---

**Fig. 1.** (Color online) Approach overview.
where $M(\phi)$ is the $4 \times 4$ homogeneous matrix associated with free motion of the root, and $M(\theta_i)$ $(i = 1, ..., n - 1)$ denotes the $4 \times 4$ homogeneous matrix of joint $i$.

### 3. 3D Data Reconstruction

Our goal is to recover the full body skeleton motion of a performer with $N_{\text{cam}}$ (e.g., $N_{\text{cam}} = 8$) synchronized and calibrated video cameras. Our method directly performs pose estimation and tracking in 3D space, by using 3D reconstruction data, such as textured volume and scene flow.

A. Colored Volumetric Reconstruction

A visual hull is a geometric entity created by shape-from-silhouette 3D reconstruction techniques [11]. It represents the maximum volume or best approximation that is consistent with a set of the object’s silhouettes. For our goal, we choose to construct a visual hull in a volumetric framework [4,12,13]. Compared to polyhedral-based methods [14-16], the volumetric approaches are relatively robust since they do not rely on the silhouette contours. In addition, the accuracy of the reconstruction can be easily limited to the desired accuracy. The use of dedicated hardware or software acceleration techniques has produced real-time reconstruction [13,17].

Our volumetric reconstruction starts by dividing the 3D space of interest into a total of $N \times N \times N$ voxels: $V = \{v_i | i = 1, ..., N^3\}, v_i \in \{0, 1\}$, where $N$ denotes voxel resolution; all voxels $v_i = 0$ represent the 3D object and the others $v_i = 1$ represent background. Initially, $V$ is set with all $v_i = 0$. In contrast to the method of [13], where occupancy evaluation of voxel is performed by using a sparse pixel occupancy test, we project the center of each voxel to the silhouette images, and evaluate voxel occupancy by performing only a point-silhouette-intersection test for the $N_{\text{cam}}$ projection pixels. We find the reconstruction using this coarse testing strategy is sufficient for our pose estimation task. The projection on every camera plane of each voxel center point is precomputed and stored in a lookup table for computational speeding up. As the surface voxels are sufficient for the pose estimation application, inside voxels are removed to save much CPU rendering time. For the task of appearance modeling, we assign a color to each surface voxel, by mixing the colors of all projection pixels where the corresponding camera can see the voxel. This requires determining the set of cameras $C_{\text{vis}}(v_i)$ that can see voxel $v_i$. For avoiding multiple passes and increasing efficiency, each pixel of every camera plane is given a depth buffer, which is used to store the depth of the potential nearest voxel. The finding of the nearest voxel is combined with the pass of a voxel’s occupancy determination. With such depth buffer, the set $C_{\text{vis}}(v_i)$ can be quickly found together with the pass of removing inside voxels. The process of voxel coloring linearly traverses all surface voxels, and assigns $v_i$ the average color of corresponding projection pixel on every camera.

B. 3D Scene Flow Estimation

1. Scene Flow

The motion of objects in a 3D space is an important characteristic of dynamic scenes. By analogy with optical flow, which is a 2D motion field in the image plane, the 3D motion field of a 3D scene is called scene flow [18]. Most existing methods for scene flow estimation combine stereo and motion in one framework, known as motion–stereo approaches, which result in a view-dependent description of scene flow, also called “disparity flow” in this case [19]. Not much work has been done to estimate scene flow from multiple camera setups. In the work of [18], an algorithm for recovering 3D scene flow from multiple camera views is presented. Another recent approach solves the problem directly in the 3D scene domain, and to track 3D scene points or surface elements instead of 2D image points [20].

2D optical flow is commonly used as a feature in motion-based segmentation and tracking applications (e.g., [21]). Surprisingly, visual-motion research on tracking applications have rarely exploited scene flow information. The work of [22] combines scene flow with a silhouette-based body pose estimation method. The scene flow in this method is computed between the images of the next time step and the temporary images generated by rendering the body model estimated via a silhouette-based estimation. It does not describe the real 3D motion field of the subject’s body. Moreover, the rendering of temporary images requires extra computational cost. It is reported that the computation of scene flow takes more than 45 s per frame. We utilize scene flows that represent the real 3D motion of the human body and introduce a method to compute it efficiently.

Scene flow can be recovered from multiple 2D optical flows by solving a linear system of equations [18]. Let $p_i = (x_i, y_i, z_i)^T$ denote the 3D position of a surface voxel $v_i$ and $u_j = (u_j, v_j)^T$ denote its 2D image.
projection on the \( j \)th camera image plane. If the camera is not moving and can see the voxel \( v_i \), the differential relationships between \( p_i \) and \( u_j \) can be represented by a \( 2 \times 3 \) Jacobian matrix \( J_{ji} = \frac{\partial u_j}{\partial p_i} \):

\[
\frac{d u_j}{d t} = \frac{\partial u_j}{\partial p_i} \frac{d p_i}{d t}.
\]

(2)

\( \frac{d u_j}{d t} \) is the optical flow of the projection point on the \( j \)th camera plane and \( \frac{d p_i}{d t} \) is the scene flow of the voxel. Equation (2) indicates that any optical flow \( \frac{d u_j}{d t} \) is the projection of the scene flow \( \frac{d p_i}{d t} \). Since one optical flow provides two linear constraints, if at least two optical flows of the multiple cameras are available, the scene flow can be recovered. Hence, assuming the voxel \( v_i \) is visible from \( n_i \) \((n_i \geq 2)\) cameras, i.e., \( |C_{vis}(v_i)| = n_i \), we can solve the \( \frac{d p_i}{d t} \) by finding the least-squares solution of a linear system of equations:

\[
B \frac{d p_i}{d t} = U. \tag{3}
\]

2. Our Computation

In our framework, the computing of scene flow is integrated with the 3D visual hull reconstruction, thanks to the volumetric reconstruction method. We assume all the eight cameras are kept static and have been calibrated. Since the cameras are static and the position of every voxel is known, the mapping of each voxel \( v_i \) in the 3D space of interest, i.e., \( v_i \in V \), between its 2D projection \( u_j \) is not changed. Hence, we can compute and store the Jacobian matrices \( J_{ji} \) for each voxel in a lookup table and only need to compute it once at startup. The visibility of a surface voxel (i.e., \( C_{vis}(v_i) \)) has already been computed in the process of voxel coloring. At the end, the matrix \( B \) for each surface voxel \( v_i \) is available. Computing the optical flows for each voxel in turn is computationally expensive and not necessary. Instead, we first determine the set of 2D feature points on every camera image and then compute the sparse optical flows for each image. Thus, we need to compute only the optical flow \( N_{cam} \) times. The 2D feature points on one camera image in fact are the projections of the visible surface voxels of this camera, and are available thanks to the process of voxel coloring. At each time step \( t \), optical flow computing is performed on the segmented images with foreground at \( t \) and \( t + 1 \). The use of segmented foreground images restricts the finding of feature points’ correspondences within the silhouettes, leading to robust motion estimation results. We adopt the pyramidal Lucas–Kanade (LK) algorithm [23]. After estimation of all optical flows, we solve the linear equation system [Eq. (3)] for each surface voxel \( v_i \) such that \( |C_{vis}(v_i)| \geq 3 \) by using the singular value decomposition (SVD) algorithm. Thus the scene flow computing consists of two main steps: optical flow estimation and SVD computing. Owing to the use of foreground segmentation and a multicamera setup, the computation of scene flow in our approach is robust and reliable. Since the optical flow computation at one pixel is independent from the others, and the SVD computing is also individual-voxel dependent, the parallelization of the scene flow computation and the use of a GPU for acceleration are feasible. We have implemented the scene flow computation on a GPU and attained a speed of 10 frames per second (Subsection 5.A). To the best of our knowledge, our method is the first to compute the multicamera scene flow in such an efficient manner and use it for body pose tracking. Figure 3 gives one example of scene flow recovered by our method.

4. Pose Estimation and Tracking

A. Pose Prediction

We can evaluate the quality of scene flow by comparing the points formed by “flowing” the voxels of the last frame with the current voxel reconstruction. Specifically, let \( V_t = \{v_i | i = 1, \ldots, n_i \} \) denote the reconstructed voxel point set at time \( t \), \( p_i \) be the position of voxel \( v_i \), and \( S_t = \{s_i | i = 1, \ldots, n_i \} \) denote the set of the estimated scene flow vector at \( t \). Note that we assign a 0 estimate to those voxels where no valid scene flow is recovered to ensure that every voxel has a scene flow correspondence. We can obtain a flowed voxel set \( V^*_t = \{v^*_i | i = 1, \ldots, n_i \} \), where the position of each flowed voxel \( v^*_i \) is \( p^*_i = p_i + s_i \). We now define a flow-reconstruction error \( e_{fr} \) to measure the quality of scene flow estimation as

\[
e_{fr} = \frac{1}{n^*_t} \sum_{s_i \in \emptyset} ||p^*_i - \mathcal{F}(p^*_i, V_{t+1})||.
\]

(4)

where \( n^*_t \) is the number of valid scene flow in \( S_t \), and \( \mathcal{F}(p^*_i, V_{t+1}) \) is a function that returns the position of the closest voxel in \( V_{t+1} \) for the flowed voxel \( v^*_i \). The finding of closest voxel correspondence and the computing of Euler distance between the correspondence pair can utilize the 3D distance transform (DT) and

Fig. 3. (Color online) View-independent 3D scene flow of one frame in a “Wheel” sequence. For visualization, each scene flow is represented by one 3D arrow in blue (small motion) to red (large motion), of which the length and direction are the magnitude and direction of the scene flow vector, respectively. Green denotes that no valid scene flow is recovered at that voxel.
closest feature transform (CFT) of the binary volume data [10]. Figure 4 plots the flow-reconstruction error of each frame for one multi-image sequence and gives an example of the flowed and reconstructed voxel sets. It is seen that the average flow-reconstruction error is less than 1.0 cm, which means that the 3D motion estimation in our framework is fairly robust and reliable and provides a good prediction of the body movement. This is why we can utilize scene flow estimation for pose prediction.

We assume that the body pose vector tracked at time \( t \) is \( x_t \) and the body model fits well with the voxel data \( V_t \). The goal of pose prediction is to estimate a middle pose \( x_{t+1}^* \) such that the body model in the new pose would fit well with the flowed voxel set \( V_t^* \). Let \( q^*_i(x_i) \) denote an arbitrary model point on body part \( k \left( k \in \{1, \ldots, 10\} \right) \); its closest voxel correspondence at time \( t \) is found as \( v^*_i \), it is therewith associated with the scene flow \( s^*_i \), and we obtain an error \( f^*_i \) for each such correspondence: \( f^*_i = (q^*_i(x_i) - q_i^*(x_i)) - s^*_i \). The optimal pose \( x_{t+1} \) can be found by minimizing the sum of error from all body parts. Instead of optimizing all pose parameters at the same time, we can exploit a hierarchical optimization strategy to avoid high dimensional optimization. The whole body pose \( x \) is divided into seven subposes, \( x = (\theta_1, \ldots, \theta_7) \), of which \( \theta_1 \) covers the three global rotations and three global translations of the torso, \( \theta_2 \) and \( \theta_3 \) are the rotations of the chest and head joint, respectively, and \( \theta_4-\theta_7 \) each covers the six DOFs of one limb. We obtain an objective function \( F(\theta) \) for each subpose \( \theta \):

\[
F(\theta) = \sum_{\theta_i} \sum_{x_i} \| (q_i^*(\theta_j) - q_i^*(x_i)) - s_i \|^2. \tag{5}
\]

where \( B_j \subset \{1, \ldots, 10\} \) denotes the relevant body parts of which the motion is affected by the subpose \( \theta_j \). For example, for the limb of left arm, \( B_j \) contains the body parts of the left upper arm and forearm. Note that for subposes \( \theta_1 \) and \( \theta_2 \), only the torso is considered, as the torso can provide a sufficient set of correspondences. Because \( F \) is parametered only by \( \theta_j \), we can calculate the gradient \( \nabla F(\theta_j) \) easily and use the Levenberg–Marquardt (LM) [24] algorithm to optimize it efficiently.

B. Search Space Reduction

The prediction using scene flow estimated at \( t \) gives an estimate of the pose at \( t + 1 \). Although the predictive result may not well match the reconstructed volume and appearance at the current time, often the pose parameters associated to the body parts that do not move fast are well recovered. To detect the body parts where the prediction is not sufficiently good, we compute an error \( E_k \) individually for each body part. The error is defined by

\[
E_k = \frac{1}{n_k} \sum_{i} \| q_i^* - \mathcal{F}(q_i^*, V_{t+1}) \|^2. \tag{6}
\]

where \( \{q_i^* \mid i = 1, \ldots, n_k \} \) is the set of all model points on the body part \( k \). If the error of any body part \( k \) is less than a predefined threshold \( \mathcal{E} \), the associated pose parameters estimated from the pose prediction is taken as the final estimate for time \( t + 1 \). Otherwise, the body part’s pose parameters are not sufficiently well estimated and need to be optimized in the procedure of global optimization (Subsection C).

C. Global Optimization

1. Objective Function

With the above evaluation and detection process, the high-dimensional search space \( \mathbb{R}^d \) is changed to a lower one \( \mathbb{R}^m \) by keeping the parameters of the detected body parts fixed. The goal is to find the optimal pose vector \( x_{t+1} \) from the volume and appearance data. To achieve this, we need to define an objective function \( \mathcal{F}(x_{t+1}) \) that measures how accurately the body model in the pose configuration \( x_{t+1} \) matches the volume and appearance data.

The first part of the objective function is measuring the fitting of the body model with the 3D volume shape \( V_{t+1} \). Assuming \( \{q_i \mid i = 1, \ldots, N_m \} \) denotes the set of all points on the body model, we find a voxel correspondence \( p_i \) for each \( q_i \): \( p_i = \mathcal{F}(q_i, V_{t+1}) \), where \( \mathcal{F}(q_i, V_{t+1}) \) is the closest correspondence function that returns the closest voxel in the set \( V_{t+1} \) to the point \( q_i \). The error \( E_v \) that describes the similarity of the body model and the volume is defined as

\[
E_v(x_{t+1}) = \frac{1}{N_m} \sum_{i=1}^{N_m} \| q_i(x_{t+1}) - \mathcal{F}(q_i, V_{t+1}) \|^2. \tag{7}
\]

Minimization of the above error results in solutions that may not be physically feasible. We introduce a penalty value \( \lambda_i \) to each correspondence.
for incorporating soft physical constraints. A higher penalty value is given for model points that lie in the same voxel bin with others or are associated to the same feature voxel with other model points. Assuming the sample point \( q \) lies in a voxel bin \( B \) and is associated to a closest feature voxel \( F_v \), the value of \( \lambda_i \) is set according to the rules below:

\[
\lambda_i = \begin{cases} 
\delta_c, & q \notin V_{vol}, \text{else} \\
\delta_1, & B \rightarrow \text{others}, \text{else} \\
\delta_2, & F_v \rightarrow \text{others}, \text{else} \\
1, & \text{otherwise}
\end{cases}
\] (8)

where \( \delta_c > \delta_1 > \delta_2 > 1 \). In the rules, if the point \( q \) lies outside the volume space (i.e., \( q \notin V_{vol} \) and the volume space \( V_{vol} \) is the 3D cube space of interest where the subject is performing), a very large penalty value \( \delta_c \) is used; if \( B \) has been taken by other sampling point(s) (i.e., \( B \rightarrow \text{others} \)), \( \lambda_i = \delta_1 \); else, if \( F_v \) has been associated to other sampling point(s) (i.e., \( F_v \rightarrow \text{others} \)), \( \lambda_i = \delta_2 \); otherwise, \( \lambda_i = 1 \). The optimal values of \( \delta_1 \) and \( \delta_2 \) are set through experiments. Equation (7) then becomes

\[
E_v(\hat{x}_{t+1}) = \frac{1}{N_m} \sum_{i=1}^{N_m} \lambda_i ||q_i(\hat{x}_{t+1}) - F_q(\hat{x}_{t+1}), V_{t+1})||^2.
\] (9)

The second part of the objective function defines the appearance similarity between the body model and the color voxel data. Our voxel body model is comprised of color voxels, which define an appearance model for pose tracking. We define an error of appearance based on the similarity of the color distribution of the body model and the reconstructed voxels. The mixed colors assigned to one voxel involve two color channels, the H and S channel of the HSI color space. We adopt the histogram formulation to represent the density of the color distribution. For a body part \( b \), assuming the corresponding closest feature voxel set for the set of body model point is found, for each color channel \( c \), the two point sets separately correspond to a normalized \( K \) bin (here we set \( K = 64 \)) histogram \( q_c = \{q_{c,i}\}_{i=1}^{64} \) and \( p_c(\hat{x}) = \{p_{c,i}\}_{i=1}^{64} \) (with \( \sum_{i=1}^{K} q_{c,i} = 1 \) and \( \sum_{i=1}^{K} p_{c,i} = 1 \)). By using the Bhattacharya distance to measure the histogram deviation, the error of appearance can be defined as

\[
E_a(\hat{x}_{t+1}) = \frac{1}{2} \sum_b w_b \sum_{c=1}^{2} \left( 1 - \sum_{i=1}^{K} \sqrt{p_{c,i} q_{c,i}(\hat{x}_{t+1})} \right).
\] (10)

where \( w_b \) balances the influence of the different body parts.

The third part of the objective function is a smoothness term that penalizes high acceleration in the parameter space. It is defined as

\[
E_s(\hat{x}_{t+1}) = \frac{1}{2} (\dot{x}_{t-1} + \dot{x}_{t+1} - x_t)^2.\] (11)

Combining the three terms of error using a weighted formulation, the total objective function is

\[
E(\hat{x}_{t+1}) = E_v(\hat{x}_{t+1}) + w_a E_a(\hat{x}_{t+1}) + w_v E_v(\hat{x}_{t+1}).\] (12)

2. Hybrid Particle-Based Search

To minimize the objective function defined by Eq. (12), one strategy is to use local optimization starting from a pose initialized from a previous estimate, and perform an iterated closest point (ICP)-like optimization. However, when the previous estimate and the prediction are far away from the true pose, a global search is required to find the optimal solution and to recover from tracking failure. We exploit a particle-based stochastic search technique [25] for this global optimization.

The adopted particle-based stochastic search method is a hybrid algorithm derived from particle swarm optimization (PSO) and differential evolution (DE) [25]. The search ability of this algorithm comes from the interaction and the mutation between a swarm of \( N_{swa} \) particles evolved in an evolutionary computation framework. At the beginning, each individual particle is initialized with a random position \( X_i \) defined in the state space \( X_i \in \mathbb{R}^D \). Every particle has a self-best position \( P_i \) that it has met so far, and the entire swarm has a global-best position \( P_g \) defined as the best one among all \( P_i \). In every iteration, each particle’s position is updated according to its own experience, the whole swarm’s best position, and the differential mutation information. The equation of position update on each \( k \)th dimension is defined as

\[
X_{i,k} = Q^*_k + N(0,1)|P_{m,k} - P_{g,k}| + \alpha (X_{i,k} - X_{k,k}).\] (13)

The first two terms on the right of the Eq. (13) represent a Gaussian sample \([N(0, 1)]\) denoted a random generated from the standard Gaussian distribution generated around a local attractor \( Q^* \), with a standard deviation \( |P_{m} - P_{g}| \), where \( Q^* \) is the median between the local best and global best, and \( P_{m} \) is the mean of all particles’ self-best. The use of all self-best information to compute the standard deviation gives a sampling covariance of global level. It enhances the particle diversity and the exploration ability of a particle. The third term, e.g., \( \alpha (X_{i,k} - X_{k,k}) \), in Eq. (13) is a mutation term borrowed from the DE algorithm. The DE mutation helps particles exchange information with each other, making it possible for exploring the state space more effectively. For particle \( i \), two different particles \( j \) and \( k \) are randomly selected from the population such that \( i, j \), and \( k \) are mutually different. \( \alpha \) is a real factor in \([0, 1]\). A larger \( \alpha \) value
means larger differential value, which enables particles to have a global exploration ability; while a smaller $\alpha$ allows particles to have a stronger exploitation ability.

3. Adaption to Pose Tracking

We adapted the algorithm to our optimization scheme with the aim of finding the optimal solution at an appropriate computational cost. In our problem, each particle individual represents a position $\hat{x}$ in the state space $\mathbb{R}^m$. At the first frame, particles are normally sampled around the initial pose with a predefined diffusion covariance vector. With the convergence of the estimate at $t (t > 1)$, particles are attracted to the area around the global optimal, resulting in the loss of particle diversity. Since the initial particles’ positions and the particles’ diversity largely affect the search ability of the algorithm, the particles need to be regenerated for each new frame. The initial particles’ positions are generated from $N$ positions and the particles’ diversity around the prediction pose by a Gaussian distribution

$$X_t \sim N(x_t^{prev}, \Sigma_{prev}).$$  

(15)

and normally sample $(1 - \rho)N_{swa}$ particles around the previous estimate according to

$$X_t \sim N(x_t, \Sigma_{prev}).$$  

(14)

$\Sigma_{prev}$ and $\Sigma_{prev}$ are the covariance matrices of the two Gaussian distributions; we set $\Sigma_{pred} = \kappa \Sigma_{prev}$, where $\kappa$ is a constant factor usually set to 0.5. The diagonal elements of $\Sigma_{prev}$ are set to the maximum absolute interframe angular or translation differences learned from the training data. The parameter $\rho$ controls the number of particles sampled around the two pose hypotheses. We determine its value by considering the flow-reconstruction error, $\rho = 1 - \frac{e_{const}}{e_{pred}}$, where $e_{const}$ is a predefined constant upper-bound error. In this way, lower flow-reconstruction error means higher quality of scene flow estimation, which leads to generating more particles around the prediction.

In the $g$th iteration of the search, we set the parameter $\alpha$ in the algorithm via an annealing form $\alpha = 0.7 - \frac{g}{g_{max}}$, where $g_{max}$ is the maximum iteration number. Using such a differential term with annealing allows particles to explore a wider area of the state space since it not only randomly samples around the median point $Q^*$, but also exploits the information of random individual differences of the population. On each objective error evaluation, a subset of body model points is randomly chosen for the computing. The stochastic sampling of a point set has an advantage over the use of the whole point set or the deterministic sampling of a subset. It only enhances efficiency but also increases robustness, which also has been demonstrated by previous work [4].

D. Failure Detection and Recovery

Similar to all methods dealing with pose estimation in an optimization framework, our tracker may meet tracking failure, especially in situations with very complex and fast motions. Although we have combined the prediction with robust scene flow and low-dimensional global search using volume and appearance data, local minima may result in incorrect estimation or low accuracy in partial pose parameters, such as the rotations of one or two limbs, as shown in Fig. 5.

One typical failure happens when the limbs are very close to the torso. In this situation, the limbs may be easily attracted to touch or protrude into the torso and be trapped in an incorrect position, as shown in Fig. 5(a). Although we have incorporated constraints in the particle-based search, the self-intersection problem cannot be avoided completely. To cope with this failure, we perform collision detection for each limb. If one limb, for example, the right upper arm, is detected as protruding into the torso, the associated pose parameters (e.g., for the right upper arm, the associated parameters include the rotations of both right shoulder and right elbow) are reinitialized and reoptimized. For initialization, a larger sampling covariance is given and the previous several estimates are used for prediction, hoping that the tracker can climb out of the failure. Another typical failure that may be met is that the parameters of forelimbs are not of sufficient accuracy [Fig. 5(b)]. Most often, only one or two forelimbs are found with a relatively low accuracy estimation, but they do not intersect with other body parts. They can be detected in a similar way as that of detecting the limbs with a poor scene-flow-based prediction. After labeling these limbs, we use the LM local optimization to align them by minimizing the volume and appearance-based objective error. The optimization

![Fig. 5. (Color online) Typical tracking failures. The reconstructed volume is shown by the green point cloud, and the body model is at the estimated posture configuration. Note that only the skeleton of the body model is shown for comparison. (a) The left forearm is protruding into the torso. (b) The pose estimation loses accuracy in the parameters of the left forearm.](image-url)
can be performed like an ICP iterative algorithm to ensure sufficient accuracy is reached.

5. Experimental Results

A. 3D Data Reconstruction

Voxel resolution is a critical factor of the entire process speed. We evaluate the algorithm on the public multicamera sequences [6], which are recorded with eight cameras at a resolution of 1004 × 1004 pixels at 40 frames per second. For efficient 3D data reconstruction and tracking, we scale these images to half-size. We found the half-size resolution (i.e., 502 × 502 pixels) is a good compromise between efficiency and accuracy. Figure 6 shows the timings of volumetric reconstruction on the “Wheel” sequence of [6] with voxel resolution ranges from 100 to 200. It is seen that, without estimating scene flow, the volumetric reconstruction can reach 15 frames per second at \( N = 100 \). The reconstruction speed, however, rapidly decreases to about 2 frames per second at \( N = 200 \). Voxel resolution also affects the performance of scene flow estimation. We test scene flow estimation on the 200-frame “Wheel” sequence, where we set the LK window size \( w = 70 \) and pyramidal level \( l = 3 \). The average numbers of surface voxels at \( N = 100 \) and \( N = 128 \) are about 2600 and 4400, respectively. Figure 6(b) plots the ratio of invalid scene flows for these two cases. It shows that the ratio of voxels having invalid scene flow estimation, i.e., 0 estimation, at \( N = 128 \) is much larger than that of \( N = 100 \). For the two cases, the average number of valid scene flows over the sequence is found almost equal, i.e., 2300 for \( N = 100 \) and 2500 for \( N = 128 \). This observation is consistent with the scene flow computation in our framework. The increase of voxel resolution leads to more surface voxels and smaller voxel size. This would certainly cause the increase of voxels that have their projections overlapping each other, causing more voxels that cannot be seen by the cameras. Without considering these 0 flows, the two cases have similar performance on scene flow reconstruction, as demonstrated by Fig. 6(c), which plots the flow-reconstruction error of each frame. In our experiments, we choose to set \( N = 100 \) with each voxel 2.5 cm³. We found that this voxel resolution best balances efficiency and accuracy.

Although the computing of scene flow in our approach benefits from the procedure of volumetric reconstruction, it is not sufficiently efficient. For our experimental image data, we generally set the LK window size \( w = 70 \) and pyramidal level \( l = 3 \) (Fig. 7). The other relevant data and timings are shown in Table 1. It is seen that scene flow computing takes more than 2 s for one frame, and the most time-consuming step is the computing of optical flow. To increase the efficiency, we exploit graphics hardware for accelerating the computation of scene flow. Currently, GPUs are found on most personal computers and often exceed the capabilities of the CPU. The GPU provides a streaming, data-parallel arithmetic architecture and can allow remarkable performance gains when compared to the CPU for computationally intensive applications. We optimize and implement the computing of optical flow and SVD on a...
GPU by using compute unified device architecture (CUDA) \cite{26}, which results in speedup of more than 20 times compared with the computation on a CPU, as shown in Table 1. Because of limitation of space, the details of CUDA implementation are not given in this paper. The implementation of optical flow on a GPU can also be found in previous work \cite{27}. The GPU-accelerated scene flow can run at frame rates of nearly 10 frames per second in our system. A demonstration of our efficient GPU-accelerated scene flow and volumetric reconstruction can be found at http://youtu.be/mtR44XbexFY.

### B. Tracking Performance

We first tested our pose tracking algorithm on three of the multiple camera sequences of \cite{6}: “Dance,” “Wheel,” and “Handstand.” At initialization of each sequence, we acquire a subject-specific articulated body model by using our body model acquisition approach (see Section 2, or refer to \cite{10} for detail). The tracking may not start from the given first frame but from one where the reconstructed volume has few noise voxels and is suitable for body model acquisition.

Our pose tracking method mainly involves three steps: pose prediction from scene flow, global optimization in a lower-dimensional state space, and limb failure detection and recovery. The parameters in our method mainly include threshold $E_{\text{thr}}$ (Subsection 4.B), constraint penalty constants $\delta_s$, $\delta_1$ and $\delta_2$ [Eq. (8)], weights $w_a$ and $w_s$ [Eq. (12)], and the number of particles $N_{\text{swa}}$ and maximum iterations $g_{\text{max}}$. In the majority of our experiments, we set a small value for $E_{\text{thr}}$, e.g., 0.8 cm, to ensure that only prediction results that are sufficiently reliable can be taken as the final estimate. The actual penalty constants we use are $\delta_s = 100$, $\delta_1 = 8$, and $\delta_2 = 5$, but we find the method is not overly sensitive to these parameters in the experiments. $w_a$ and $w_s$ balance the effect of the objective function terms in Eq. (12) and are set to $w_a = 0.4$ and $w_s = 0.02$ for most of our experiments. $N_{\text{swa}}$ and $g_{\text{max}}$ are two critical parameters we need to determine. It is found that search space reduction via the prediction stage usually leads to a lower-dimensional space of 9–21 DOF. For global optimization, we typically run the tracking with $N_{\text{swa}} = 50–100$ particles and $g_{\text{max}} = 40–60$ iterations. Thanks to the use of a 3D DT map, which significantly increases the efficiency of objective error evaluation, the average time of the global optimization is about 1.2–2.5 s per frame. Failure detection, in fact, can be regarded as a pose refinement stage, while the particles of the labeled body parts are rediffused and forced to converge again via the hybrid evolutionary search procedure. In most failure situations, only one or two forelimbs are not well aligned. The entire tracking speed of the system can reach near to 2 frames per second.

The prediction using scene flow is an important asset of our tracking method. We demonstrate its benefit by running the tracker with and without using scene flow. When scene flow is not used, the tracker uses the same stochastic optimization algorithm of the global optimization but in a hierarchical search framework, as done in our previous work \cite{10}. We use seven hierarchical steps for the hierarchical search: torso $\rightarrow$ chest $\rightarrow$ head $\rightarrow$ four limbs. To ensure optimal estimation, suboptimization on the chest and head is performed with 25 particles and 30 iterations; others are given 30 particles and 40 iterations. The global optimization stage of the tracking with scene flow prediction is given 50 particles and 60 iterations. The results at one time instance are shown in Fig. 8. It is seen that the tracking without using scene flow loses accuracy at the frame where the legs are close to each other. The tracker with scene flow survives, because prediction from scene flow information.

### Table 1. Algorithm Parameters and Timings of GPU and CPU

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Voxel resolution</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Image resolution</td>
<td>$502 \times 502$</td>
<td></td>
</tr>
<tr>
<td>Surface voxel number</td>
<td>2600</td>
<td></td>
</tr>
<tr>
<td>Feature point number per image</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>LK pyramidal level</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>LK window size (pixel)</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>Optical flow time (ms)</td>
<td>1455</td>
<td>2366</td>
</tr>
<tr>
<td>SVD time for all voxels (ms)</td>
<td>71</td>
<td>93</td>
</tr>
<tr>
<td>GPU</td>
<td>139</td>
<td>140</td>
</tr>
<tr>
<td>CPU</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Fig. 8. (Color online) (a) Reconstructed scene flow and the result of the tracker using scene flow. (b) Result obtained by hierarchical optimization without using scene flow information.

Fig. 9. (Color online) Average joint position errors of the three methods on each sequence.
flow guides the sampling of particles, and reduces the chances of being trapped by local minima.

There is no ground truth data of the body pose for these eight-camera sequences. To quantitatively evaluate the reliability and accuracy of the tracking, we manually obtain the joint positions at each frame of every sequence by using a convenient user intervention tool with visual feedback. An error metric is defined to evaluate the quality of an estimated configuration. Assuming \( \{ m_i(x) \}_{i=1}^{M} \) are the positions of targeted joints at the posture configuration of \( x \), the error between an estimated pose \( x^* \) and the ground truth pose \( x_0 \) is defined by \( \frac{1}{M} \sum_{i=1}^{M} \| m_i(x^*) - m_i(x) \| \). Figure 9 plots the average absolute joint errors in our tracking method, the hierarchical PSO method [10], and ICP local optimization algorithm. In the ICP algorithm, the pose estimation is performed iteratively where the estimation of each iteration is used to find the set of correspondences for the next iteration until the search converges to a local minimum. It is seen that our method clearly outperforms the local optimization (ICP) and the hierarchical PSO algorithm. Figure 10 gives some examples of the tracking results obtained by our method.

We also tested our method on the HumanEva-II dataset [28], which contains two sequences captured by four cameras at a resolution of \( 656 \times 490 \) pixels and 60 Hz. Ground truth data is available for these sequences. To extract silhouettes, we use a color-based background subtraction algorithm [29], which is shown capable of robustly removing shadows. The body model is created at the first frame. Figure 11 plots the first 50 frames' relative joint position errors over the “S2” sequence, and gives one example of the tracked body model. Since the dataset is captured by only four cameras, the reconstructed volume is of

Fig. 10. (Color online) Example tracking results. Each sample gives the volume data (green), scene flow estimation, and the tracked body pose where only the skeleton of the body model is shown. Top two rows: “Dance” sequence, where every 40th frame between frame 196 and frame 440 are shown. Middle row: “Wheel” sequence (frames 70, 95, 110, 143, 166). Bottom row: “Handstand” sequence (frames 75, 90, 103, 127, 264, 390).

Fig. 11. (Color online) (a) Relative joint position error of HumanEva-II sequence S2 (frames 1–50). (b) One example estimated scene flow and the tracked result.
poor quality. This results in a body model having many erroneous voxels. Moreover, the camera configuration of the HumanEva-II dataset cannot carve erroneous voxels and may often generate a strangely shaped reconstruction. These factors significantly affect tracking accuracy and robustness. As any other volume based pose recovery method, the improvement of background subtraction quality and the increase of camera number would lead to much better tracking performance.

6. Conclusion
We address the problem of recovering 3D articulated body pose in the setting of multiple cameras. Our final goal is to build a markerless tracking framework that can track body movements as accurately and efficiently as the marker-based commercial motion capture systems. In this work, we present an approach that performs pose tracking directly in 3D space on the sequences of reconstructed volume and the 3D motion field. It is found that 2D optical flow is widely used in the application of object tracking. However, rarely has work utilized 3D scene flow for the pose tracking task. We propose computing scene flow by integrating it with the 3D volumetric reconstruction and accelerate it by a GPU. To this end, we have obtained fast and robust view-independent scene flow estimation, which we have not found in any previous work. To attain robust and accurate tracking performance, a prediction hypothesis is first computed from reliable scene flow estimation, and then global optimization is carried out to find the optimal pose in a lower-dimensional state space. We adopt a stochastic particle-based search algorithm into the global optimization, and introduce a robust metric that exploits multiple 3D cues and physical constraints. A method of tracking failure detection and recovery is introduced in order to make the tracker more robust and reliable. We have shown the effectiveness of our approach by testing it on several multiple camera sequences. For future work, we may analyze the effect of voxel noise and enhance tracking robustness in order to make it adaptable to general capture environment.
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