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1. Introduction

Desalination plants have been in operation for years at many coastal sites not only for producing drinking water but also for treating waste water generated from oil production fields [1]. In the technology of desalination by sea water reverse osmosis (SWRO), salt is removed by applying very high pressure up to 80 bars to force sea water against a semi-permeable membrane. Energy needed in such a process can consume as high as 70% of the total cost [2]. As a result several types of energy recovery devices (ERD) have been designed to reclaim the high pressure remaining in the brine reject. Among these the isobaric pressure exchanger (PX) seems to be the most efficient [3,4]. The central part of the design is a rotor with several ducts of small radius distributed along a circle of large radius, as shown in Fig. 1. At any instant the right half of a duct is filled with brine reject and the left half with fresh seawater. During one half of the rotation cycle, several ducts are open to the inlet A and the outlet B. A fixed volume of brine reject enters the right end and instantly passes the high pressure to the fresh
sea water. The same volume of seawater is pushed out of B, and joins the flow in the outgoing pipe towards the membrane. This is followed by a short period of blockage during which there is no flow in the duct. In the next half cycle after passing a blocked sector, the same duct is open to the feeder pipe at the left end and to the brine outfall at low pressure at the right end. Fresh sea water enters C and discharges the brine reject at D. After passing another blocked sector the same duct is open at the inlet A again to receive new brine reject for the second cycle, etc.

Because there are many ducts in the same rotor, the brine reject and the seawater flow steadily through the system but at opposite ends of each duct, recycling the high pressure continuously.

At the moment of switch-on there is a pulsating interface near the middle of the duct separating the fresh sea water from the brine reject. Diffusion will change the interface into a broad zone of mixing. In existing systems the typical rotor dimensions are: duct length =1 m, rotor radius = 0.2 m and duct radius = 0.01 m [3]. The rotor speed lies between 500 to 2000 rpm. An array of 40 rotor units can be installed at a plant. Such units are attractive not only for on-land installations but also on desalination vessels for serving offshore sites.

An isobaric pressure exchanger should be designed to avoid as much as possible adding more salt to the flow reentering the membrane from the high-pressure outlet B of the system. While the design can be guided by laboratory tests, mathematical models can be useful as economical alternatives. Based on the assumption of full turbulence in the ducts, a numerical analysis based on k-ε model has been reported by [5]. This assumption is however at variance with laboratory studies for oscillatory flows in pipes of comparable radius. Motivated by other reasons, Hino and Ohmi et al. have shown for a pipe flow under a sinusoidal pressure gradient that transition to turbulence takes place when the Reynolds number \( Re_\delta = \frac{U \delta}{\nu} \) can be higher than 760, where \( U \) is the characteristic velocity, \( \nu \) the fluid kinematic viscosity and \( \delta = \sqrt{2\nu/\omega} \) is the Stokes boundary layer thickness and \( \omega \) the oscillation frequency [6,7]. By numerical simulation the critical Reynolds number is found by Ahn & Ibrahim to be

\[
Re_\delta = 336.75 \left( \frac{a_o}{\delta} \right)^{1/7}
\]

which shows a weak dependence on the ratio \( a_o/\delta \), where \( a_o \) is the pipe radius [8]. Motivated by flows in blood vessels, Akahaven et al. have carried out extensive laboratory and numerical studies in simple-harmonic pipe flows, and concluded that transition to turbulence occurs roughly when \( Re_\delta = 500–550 \) [9,10]. Similar experiments by Eckman & Grotberg also found that transition to turbulence in a tube of diameter 1.25 inches occurs during the decelerating phase when \( 500 < Re_\delta < 854 \) for \( 9 < a_o/\sqrt{\nu/\omega} < 33 \) [11].

In the duct of a pressure exchanger, the plug flow is not simple harmonic but a periodic series of intermittent pulses of alternating signs. Let \( T_0 \) be the duration of blockage per half rotation and \( T = 2\pi/\omega \) the rotation period. Their ratio depends on the inlet design. If only one duct is blocked during each half cycle, the ratio can be estimated by \( T_0/T = O(a_o/\pi r_0) \) where \( r_0 \) is the radial distance from the duct center to the rotor axis. Using a generous estimate of the duct velocity 5 m/s, we get \( Re_\delta \sim 700 \). Hence duct flow is likely laminar under many operating conditions. A theory of convective diffusion in laminar oscillatory flow is called for.

Following the pioneering work of G.I. Taylor [12] on convective diffusion (i.e., dispersion) in steady channel flows, theories for sinusoidal laminar pipe flows have been advanced in [12–15]. In this article we extend their theories to intermittent flows in a duct with a view to predict the longitudinal dispersivity, i.e., the effective diffusivity, of the averaged concentration. The duration of transient diffusion for the mixing zone to spread across the full length of the duct will be first predicted for a range of duct and rotor dimensions, and rotor speed. To assess the efficiency of the pressure exchanger, the amount of salt transfer during the final steady state will also be calculated. Details of transient evolution of the averaged concentration as well as its quasi-periodic fluctuation will be examined.

2. Velocity in the duct

Because the drum is forced to rotate like a hydraulic turbine by high-pressure infl ow through specially shaped inlets, detailed prediction of the velocity near the duct ends is a complex task of numerical simulation.
depending on the inlet/outlet geometry. It is only known that the oscillating flow velocity is roughly proportional to the rotation frequency so that the fluid plug is kept away from the ends of the duct [3]. Because the duct radius is typically much smaller than the duct length, we shall ignore the end effects and assume the velocity to be uniform along the entire length, and its maximum amplitude is known. For generality $T_c/T$ is assumed to range from moderate to very small values. Although the radial profile of the longitudinal velocity $u'(r',t')$ can be found exactly in terms of Bessel functions by extending Womersley from simple-harmonic to multi-harmonic flows, it is sufficient for present purposes to employ the boundary layer approximation because of the small viscosity [16].

Using primes to denote physical variables, we let the velocity profile be the sum of the inviscid core velocity $W'(r')$ (plug-flow velocity) and the correction in the viscous boundary-layer $V' = (r', t')$

$$u'(r', t') = W'(r') + V'(r', t')$$  \hfill (2)

### 2.1. Inviscid core

The plug-flow velocity $W'(r')$ is a periodic series of intermittent pulses of alternating signs. Let all dimensionless variables be without primes. Defining the dimensionless time by $t = o t'$, we expand the series of pulses as an odd Fourier series in $-\pi < t < \pi$,

$$W'(r') - U W(t) - U \sum_{n = -\infty}^{\infty} W_n e^{-int} = 2U \sum_{n = 1}^{\infty} W_n \sin(nt)$$  \hfill (3)

then

$$W_n = \frac{\int_0^{\pi} W(t) \sin(nt) dt}{2 \int_0^{\pi} \sin^2(nt) dt} = \frac{1}{\pi} \int_0^{\pi} W(t) \sin(nt) dt$$  \hfill (4)

The crudest model of the plug-flow velocity is a series of rectangular pulses

$$W = \begin{cases} 0, & 0 \leq t \leq c; \\ 1, & c \leq t \leq \pi - c; \\ 0, & \pi - c \leq t \leq \pi, \end{cases}$$  \hfill (5)

where $2c/\pi = 2T_c/T$ is the fraction of blockage time in a half-period. It is easy to find

$$W_n = \frac{\pi - c}{\pi} \int_0^{\pi} \sin(nt) dt = \frac{2}{n\pi} \cos(nc),$$  \hfill (6)

which converges slowly. Because it takes finite time for a circular duct to be fully open to the inlet flow, a slightly more realistic model is a series of rectangles with rounded corners

$$W(t) = \begin{cases} 0, & 0 \leq t \leq c; \\ \frac{1}{2} \left[ 1 + \cos \left( \frac{\pi(t - (c + b))}{b} \right) \right], & c \leq t \leq c + b; \\ 1, & c + b \leq t \leq \pi - (c + b); \\ \frac{1}{2} \left[ 1 - \cos \left( \frac{\pi(t - (\pi - c))}{b} \right) \right], & \pi - (c + b) \leq t \leq \pi - c; \\ 0, & \pi - c \leq t \leq \pi, \end{cases}$$  \hfill (7)

More accurate computation of $W(t)$ accounting the duct/rotor geometry is possible but it will only affect the details of $W_n$ and not the essential physics. In this article the rounded rectangles will be used with the special choice\(^1\) of $c = 2b = 0.15$ for simplicity. The lengthy expression of $W_n$ is given in Appendix A. A sample time series of $W(t)$ is shown in Fig. 2.

### 2.2. Boundary layer correction

The boundary-layer correction is governed by

$$\frac{\partial V'}{\partial t'} = \frac{u}{r'} \frac{\partial V'}{\partial r'} \left( r' \frac{\partial V'}{\partial r'} \right)$$  \hfill (8)

subjected to the boundary conditions:

$$V' = -W', \ r' = a_0, \text{ and } \frac{\partial V'}{\partial r'} = 0, \ r' = 0$$  \hfill (9)

![Fig. 2. Model of velocity pulses in the inviscid core as smoothened rectangles with $c = 2b = 0.15$.](image)

\(^1\)It has been found that the numerical results computed from the two models are quite close.
With the normalization:

\[(u', W', V') = U(u, W, V), t' = \frac{t}{\omega}, r' = a_0 r\]  \hspace{1cm} (10)

Eq. (8) becomes

\[\frac{\partial V}{\partial t} = \frac{\varepsilon^2}{r} \frac{\partial}{\partial r} \left( r \frac{\partial V}{\partial r} \right) \]  \hspace{1cm} (11)

The typical values of the scales are \(U = 1 \text{ m/s}, \omega = 100 \text{ rad/s}, a_0 = 1.5 \text{ cm}, \nu = 10^{-2} \text{ cm}^2/\text{s}\), hence the inverse of the Stokes-Womersley number defined by

\[\varepsilon = \frac{1}{a_0 \sqrt{\omega}} \ll 1, \]  \hspace{1cm} (12)

is very small. The boundary conditions are

\[V(1, t) = -W, \text{ and } \frac{\partial V(0, t)}{\partial r} = 0 \]  \hspace{1cm} (13)

Let

\[V = \sum_{n = -\infty}^{\infty} V_n e^{-\text{int}} \]  \hspace{1cm} (14)

then

\[-i V_n = \frac{\varepsilon^2}{n} \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial V_n}{\partial r} \right) = \frac{\varepsilon^2}{n} \left( \frac{\partial^2 V_n}{\partial z_n^2} + \frac{1}{r} \frac{\partial V_n}{\partial r} \right) \]  \hspace{1cm} (15)

with the boundary conditions:

\[V_n(1) = -W_n, \quad \frac{\partial V_n(0)}{\partial r} = 0 \]  \hspace{1cm} (16)

Similar to the simple harmonic case treated by Watson [15], we introduce the boundary layer coordinate (see Fig. 3),

\[z_n = \frac{1 - r}{\varepsilon \sqrt{n}} \]  \hspace{1cm} (17)

then,

\[-i V_n = \frac{\partial^2 V_n}{\partial z_n^2} + \frac{1}{\varepsilon^2 \sqrt{n}} \frac{\partial V_n}{\partial z_n} + O \left( \frac{\varepsilon}{\sqrt{n}} \right) \]  \hspace{1cm} (18)

The leading-order solution is

\[V_n(0) = -W_n e^{-\sqrt{\omega} z_n} \]  \hspace{1cm} (19)

which diminishes to zero exponentially outside the boundary layer \((z_n >> 1)\).

In summary the dimensionless velocity everywhere is

\[u(r, t) = \sum_{n = -\infty}^{\infty} U_n e^{-\text{int}} \]  \hspace{1cm} (20)

where

\[U_n = W_n \left( 1 - e^{-\sqrt{\omega} z_n} + O \left( \frac{\varepsilon}{\sqrt{n}} \right) \right) \]  \hspace{1cm} (21)

to the leading order. The amplitudes of \(U_n\) and \(u\) depend on two parameters, \(c\) and \(\varepsilon\).

3. Effective equation for salt diffusion

We consider diffusion in a duct of finite length \(-L/2 < \chi' < L/2\), and begin with the exact equation for salt concentration \(C'\):

\[\frac{\partial C'}{\partial t'} + u'(r', t') \frac{\partial C'}{\partial \chi'} = D \left( \frac{\partial^2 C'}{\partial \chi'^2} + \frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{\partial C'}{\partial r'} \right) \right) \]  \hspace{1cm} (22)

Let

\[C' = C_j' (\chi', t') + C_i' (\chi', r', t') \]  \hspace{1cm} (23)

where

\[C_i' (\chi', t') = \langle C' \rangle \]  \hspace{1cm} (24)

is the time and area average defined by

\[\langle f \rangle = \frac{2\pi}{na} \int_0^n \int r' f (r', t') dr' dt', \quad \overline{f} = \frac{\Omega}{2\pi} \int_0^{2\pi} f (r', t') dr' \]  \hspace{1cm} (25)

Fig. 3. Geometry in dimensionless coordinates. (a) The duct. (b) The boundary layer magnified.
Thus

\[
\langle C_1 \rangle = 0
\]

and \( C'(x', r', t') \) is the deviation from the average. We expect that

\[
C_1' \ll C_0, \quad \frac{\partial}{\partial x'} \ll \frac{\partial}{\partial r'}
\]

and that the time scale of \( C_0' \) is much longer than \( O(2\pi/\omega) \).

Substituting Eq. (23) in Eq. (22) and taking the area and time average, we get

\[
\frac{\partial C'}{\partial t'} + \left( u' \frac{\partial C'}{\partial x'} + u \frac{\partial C'}{\partial x} - \left( \frac{u'}{D} \frac{\partial C}{\partial x} \right) \right) = D \frac{\partial^2 C'}{\partial x'^2} + \frac{D}{r'} \frac{\partial}{\partial r'} \left( r' \frac{\partial C'}{\partial r'} \right)
\]

Because of Eq. (27), we have, at the leading order

\[
\frac{\partial C_1'}{\partial t'} + u' \frac{\partial C_0'}{\partial x'} = D \frac{\partial}{\partial x'} \left( r' \frac{\partial C_0'}{\partial r'} \right)
\]

From this result we infer that

\[
C_1' = O \left( \frac{U}{\omega L} \right) C_0
\]

Using for estimates \( U = 1 \text{ m/s} \), \( \omega = 100 \text{ rad/s} \), \( L = 1 \text{ m} \), it is evident that \( U/\omega L << 1 \), hence \( C_1' << C_0' \) as expected. Now assume

\[
C_0' = B(r', t') \frac{\partial C_0'}{\partial x'}
\]

then \( B' \) is governed by

\[
\frac{\partial B'}{\partial t'} + u' \frac{\partial B'}{\partial r'} = D \frac{\partial}{\partial r'} \left( r' \frac{\partial B'}{\partial r'} \right)
\]

with the boundary conditions

\[
\frac{\partial B'}{\partial r'} = 0, \quad r' = 0, \quad u_0
\]

Once \( B' \) is solved, the solution can be substituted in Eq. (28) to get the effective diffusion equation for the area- and period-averaged concentration:

\[
\frac{\partial C_0'}{\partial t'} + \left( u' B' \right) \frac{\partial^2 C_0'}{\partial x'^2} = D \frac{\partial^2 C_0'}{\partial x'^2},
\]

namely,

\[
\frac{\partial C_0'}{\partial t'} = \left( D + D' \right) \frac{\partial^2 C_0'}{\partial x'^2},
\]

where

\[
D' = - \left( \frac{u' B'}{\omega} \right)
\]

is the dispersion coefficient (or dispersivity).

Let us introduce the additional dimensionless variables

\[
C_0' = C_0, \quad C_1' = \frac{U}{\omega L} C_1, \quad B' = B, \quad x' = L x,
\]

where \( C_0 \) is the concentration of the seawater. The scale of \( B' \) is inferred from Eq. (31) and Eq. (32). In normalized variables, \( B \) is governed by

\[
\frac{\partial B}{\partial t} + u = \frac{U^2}{S_e} \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial B}{\partial r} \right), \quad 0 < r < 1
\]

where

\[
S_e = \frac{v}{D}
\]

is the Schmidt number. \( B \) must also satisfy the boundary conditions

\[
\frac{\partial B}{\partial r} = 0, \quad r = 0, 1
\]

Finally the dimensional and dimensionless dispersion coefficients are related by

\[
D' = \frac{U^2}{S_e} D, \quad D = - \left( \frac{u' B'}{\omega} \right)
\]
4. Boundary layer solution for $B$

In view of Eq. (20) and Eq. (21), we assume

$$B = \sum_{m = -\infty}^{\infty} B_m e^{-imz},$$ \hspace{1cm} (43)

Then $B_m$ is governed by

$$-imB_m + U_m = \frac{\varepsilon^2}{S_c} \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial B_m}{\partial r} \right)$$ \hspace{1cm} (44)

and the boundary conditions:

$$\frac{\partial B_m}{\partial r} = 0, \quad r = 0, 1.$$ \hspace{1cm} (45)

Note that $B_0 = 0$ since $U_0 = 0$.

Using the boundary-layer coordinate $z_m$ defined for the velocity profile, the leading-order approximation of Eq. (44) is governed by

$$-imS_mB_m + S_m U_m = m \frac{\partial^2 B_m}{\partial z^2}, \quad 0 < z_m < \frac{m}{\varepsilon} \gg 1$$ \hspace{1cm} (46)

and

$$\frac{\partial B_m}{\partial z_m} = 0, \quad z_m = 0, \infty$$ \hspace{1cm} (47)

Let $B_m$ be the sum of homogeneous and inhomogeneous parts

$$B_m = B^H_m + B^I_m$$ \hspace{1cm} (48)

It is easy to find by boundary layer approximation

$$B^I_m = -i \frac{W_m}{m} \left( 1 + \frac{S_c}{1 - S_c} e^{-i\varepsilon z_m} \right)$$ \hspace{1cm} (49)

and

$$B^H_m = i \frac{W_m}{m} \frac{\sqrt{S_c}}{1 - S_c} e^{i\varepsilon z_m}$$ \hspace{1cm} (50)

Hence

$$B_m = -i \frac{W_m}{m} \left( 1 + \frac{S_c}{1 - S_c} e^{-i\varepsilon z_m} \right) + i \frac{W_m}{m} \frac{\sqrt{S_c}}{1 - S_c} e^{i\varepsilon z_m}$$ \hspace{1cm} (51)

The solution here is a straightforward extension of that of Watson for the simple harmonic case [15]. Note that both $U_m$ and $B_m$ are essentially constant across the duct except in the velocity and mass boundary layers. For salt in water, $D = 1.62 \times 10^{-9}$ m$^2$/s, and $v = 10^{-4}$ m$^2$/s, hence the Schmidt number $S_c = 617.28$ is very large. The concentration boundary layer is much thinner than the velocity boundary layer. Eq. (51) can be well approximated simply by

$$B_m(r) = -i \frac{W_m}{m} \left( 1 - e^{-i\varepsilon z_m} + \frac{1}{\sqrt{S_c}} e^{i\varepsilon z_m} + O(S_c^{-1}) \right),$$

$$S_c \gg 1$$ \hspace{1cm} (52)

5. The dimensionless dispersion coefficient

The dimensionless dispersion coefficient is

$$\mathcal{D} = -\left\langle \frac{\partial^2 \xi}{\partial t \partial x} \right\rangle = -\left\langle \sum_{n = -\infty}^{\infty} U_n \phi \text{e}^{-iml} \sum_{m = -\infty}^{\infty} B_m \text{e}^{iml} \right\rangle$$

$$= -2 \text{Re} \sum_{n=1}^{\infty} \left\langle U_n B_n^* \right\rangle$$ \hspace{1cm} (53)

where asterisks denote the complex conjugates.

Let us derive the dispersivity for arbitrary $S_c$. Transforming to boundary-layer coordinates $z_n = (1 - r)/\varepsilon \sqrt{n}$ and taking the area average, we get after some algebra,

$$\left\langle U_n B_n^* \right\rangle = -\int_0^1 2 \pi r dr \left( 1 - e^{-i\varepsilon z_n} \right) \left( \frac{i W_n}{n} \right) \cdot$$

$$\times \left( 1 + \frac{S_c}{1 - S_c} e^{-i\varepsilon z_n} - \frac{\sqrt{S_c}}{1 - S_c} e^{i\varepsilon z_n} \right)$$

$$= 2 \varepsilon \sqrt{n} \left( \frac{i W_n^2}{n} \right) \left( \frac{\sqrt{n}}{\sqrt{2} (1 - S_c)} \right)$$

$$\times \left( 1 + \sqrt{S_c} - i \left( 1 - \sqrt{S_c} \right) \right)$$ \hspace{1cm} (54)

Hence

$$\text{Re} \sum_{n=1}^{\infty} \left\langle U_n B_n^* \right\rangle = \frac{4}{\sqrt{2} \sqrt{n}} \left( \frac{W_n^2}{n} \right) \frac{\sqrt{S_c}}{1 - S_c} \left( 1 - \sqrt{S_c} \right)$$

$$= \frac{4}{\sqrt{2} \sqrt{n}} \left( \frac{W_n^2}{n} \right) \frac{\sqrt{S_c}}{1 + \sqrt{S_c} (1 - S_c)}$$ \hspace{1cm} (55)
which is positive. This positiveness can be proven from Eq. (44) and Eq. (45) without resorting to their explicit solution. Finally

\[
D = \varepsilon \sum_{n=1}^{\infty} \frac{4}{\sqrt{2n}} \frac{W_n^2}{n} \left( 1 + \sqrt{S_c} \right) \left( 1 + S_r \right)
\]  

(56)

The small factor \(O(\varepsilon)\) arises from the small thickness of the boundary layer, where dispersion is produced by shear. In general \(D\) depends on \(\varepsilon\), \(c\) and \(S_r\). For salt in water \(S_r = 617.28 \gg 1\). \(D\) can be approximated by the simple formula

\[
D = \frac{\varepsilon}{S_c} \sum_{n=1}^{\infty} \frac{4}{\sqrt{2n}} \frac{W_n^2}{n}
\]  

(57)

This limiting result, which can also be derived quickly by using the approximate formula Eq. (52), will now be employed to predict the performance of the isobaric pressure exchanger.

6. Dispersivity and the performance of the pressure exchanger

The following values of duct and rotor radii are typical in existing designs: \(0.015 < a_0 < 0.05\) m and \(0.20\) m \(< r_0 < 0.60\) m [3]. In order to have sufficiently high flow rate only a few of the many ducts should be blocked, hence the blockage parameter \(c\) is likely a small number. Fig. 4 shows the variation of the dimensionless dispersivity \(D/\varepsilon\) for different blockage parameters and Schmidt numbers. Expectedly \(D/\varepsilon\) decreases with decreasing mass diffusivity, hence with increasing \(S_r\). It is interesting that for salt and water \(S_r = 617.28\), \(D/\varepsilon\) changes very little with the blockage parameter.

Since the rotor is driven as a turbine by the high pressure inflow, the plug flow velocity \(U\) is nearly proportional to the frequency \(\omega\) so that the maximum amplitude of the interface displacement is nearly a constant equal to a few duct radii [3]. To have some quantitative idea of the dispersivity in physical dimensions, we consider only salt and water mixture and take a typical pressure exchanger with duct radius \(a_0 = 0.015\) m, and rotor radius \(r_0 = 0.20\) m. Let the rotating frequency be \(\omega = 150\) rad/s and plug flow speed be \(U = 3\) m, implying that the order of magnitude of the interface displacement is \(X = \frac{U}{\omega} \approx 0.015\) m. The physical dispersivity is calculated to be \(5.72 \times 10^{-7}\) m/s. Compared with the molecular diffusivity of salt in water \(D = 1.62 \times 10^{-9}\) m²/s, the physical dispersivity \(D'\) is greater by a factor of \(O(300)\). Note that the boundary layer thickness is \(\delta = 1.15 \times 10^{-4}\) m and the Reynolds number is \(Re_0 = 346.4\), well below the threshold of turbulence.

6.1. Duration of transient dispersion

Now for a duct of length \(L\), the time scale for a sharp concentration discontinuity to spread from the middle to the ends is roughly,

\[
T = \frac{(L/2)^2}{D + D'} - \frac{L^2}{4D'}
\]  

(58)

Beyond this time diffusive transfer of salt will take place steadily from the brine reject into the feeder pipe. As an example, let the length be \(L = 1\) m, the time for continuous operation is roughly \(T_L = 121\) h or \(5\) d. Multiplying the duct length by \(N\) increases \(T_L\) by \(N^2\) times. Longer ducts are clearly better for delaying the steady transfer.

Note that from our theory,

\[
D' = \frac{U^2 \varepsilon}{\omega} \frac{D}{\varepsilon} - X^2 \omega^2 \sqrt{\frac{1}{\omega a_0}} \frac{1}{\sqrt{U}} = \frac{X^2}{a_0} \frac{1}{\sqrt{U}} \frac{1}{\sqrt{\varepsilon}} \omega \varepsilon, \quad X = \frac{U}{\omega}
\]  

(59)

and \(D/\varepsilon\) depends only on \(c\) for fixed \(S_r\). Increasing the rotor frequency by a factor \(N\) will increase \(D'\) by a factor of \(\sqrt{N}\). The operating time \(T_L\) is reduced by a factor of \(1/\sqrt{N}\). On the other hand \(D'\) is inversely proportional to the duct radius \(a_0\), hence can be made smaller by using a larger duct. This likely calls for a larger rotor in order to have a fixed number of ducts per rotor. The interface displacement \(X\) should be kept as small as \(O(a_0)\) in order to keep the mixing zone close to the middle for a long time. Sample predictions on the effects of rotor frequency and duct radius are shown in Tables 1 and 2 respectively.

6.2. Steady leakage

Beyond the stage of transient mixing, a steady gradient of the salt concentration is reached so that there is
Table 1  
Effect of rotor frequency $\varepsilon$ for fixed $X = 0.02$ m, $L = 1$ m, $a_0 = 0.015$ m and $r_0 = 0.2$ m  

<table>
<thead>
<tr>
<th>$\varepsilon$ (m/s)</th>
<th>$\omega$ (rad/s)</th>
<th>$\delta$ (m)</th>
<th>$Re_\omega$</th>
<th>$D'$ (m$^2$/s)</th>
<th>$T_\omega$ (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>50</td>
<td>$2.0 \times 10^{-4}$</td>
<td>200.0</td>
<td>$3.3 \times 10^{-7}$</td>
<td>209.4</td>
</tr>
<tr>
<td>2.0</td>
<td>150</td>
<td>$1.15 \times 10^{-4}$</td>
<td>346.4</td>
<td>$5.72 \times 10^{-7}$</td>
<td>121.2</td>
</tr>
<tr>
<td>3.0</td>
<td>200</td>
<td>$8.94 \times 10^{-5}$</td>
<td>447.2</td>
<td>$7.37 \times 10^{-7}$</td>
<td>93.9</td>
</tr>
</tbody>
</table>

Table 2  
Effect of duct radius $a_0$ for fixed $c = 2a_0/r_0 = 0.15$, $L = 1$ m, $\varepsilon = 3$ m/s and $\omega = 150$ rad/s. $\delta = 1.15 \times 10^{-4}$ m and $Re_\omega = 346.4$  

<table>
<thead>
<tr>
<th>$a_0$ (m)</th>
<th>$D'$ (m$^2$/s)</th>
<th>$T_\omega$ (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.015</td>
<td>$5.72 \times 10^{-7}$</td>
<td>121.2</td>
</tr>
<tr>
<td>0.03</td>
<td>$2.58 \times 10^{-7}$</td>
<td>272.3</td>
</tr>
<tr>
<td>0.05</td>
<td>$1.16 \times 10^{-7}$</td>
<td>592.9</td>
</tr>
</tbody>
</table>

7. Transient evolution of salt concentration in a duct  

For detailed checking of the present theory by laboratory experiments, it is useful to know the slow spreading of the mixing zone from the initial discontinuity in the middle of the duct. Let us define the dimensionless time $\tau$ by

$$
\tau = \frac{D + D'}{L^2} \tau' = \frac{\tau'}{4 L_0}
$$

So that the dimensionless averaged salt concentration $C_\omega$ satisfies

$$
\frac{\partial C_\omega}{\partial \tau} = -\frac{1}{2} C_\omega - \frac{1}{2} C_0,
$$

Consider the initial conditions

$$
C_\omega (x, 0) = \begin{cases} 
1, & -\frac{1}{2} < x < 0, \\
1 + \Delta C, & 0 < x < \frac{1}{2}
\end{cases}
$$

and the boundary conditions

$$
C_\omega (-1 / 2, \tau) = C_\omega (1 / 2, \tau) = 0
$$

where $\Delta C$ is the percentage concentration difference between the brine reject and the fresh seawater. Clearly the final steady state at $\tau \to \infty$ is given by

$$
C_\omega (x, \infty) = 1 + \Delta C \left( x + \frac{1}{2} \right), \quad -\frac{1}{2} < x < \frac{1}{2}
$$

The transient state $C'(x, \tau)$ defined by

$$
C'(x, \tau) = C_\omega (x, \tau) - \Delta C \left( x + \frac{1}{2} \right)
$$

satisfies Eq. (66), the initial condition

$$
C'(x, 0) = \begin{cases} 
-\Delta C \left( x + \frac{1}{2} \right), & -\frac{1}{2} < x < 0, \\
\Delta C \left( x + \frac{1}{2} \right), & 0 < x < \frac{1}{2}
\end{cases}
$$
and the boundary conditions
\[ C'_0 \left( -\frac{1}{2}, \tau \right) = C'_0 \left( 1/2, t \right) = 0 \quad (72) \]

By expanding \( C'_0(x, 0) \) as a Fourier series it is easy to solve for \( C'_0 \) and get finally
\[ C_0 = 1 + \frac{\Delta C}{2} (2x + 1) + \sum_{m=1}^{\infty} \frac{\Delta C}{m} \exp \left[ \left( \frac{2m\pi}{L} \right)^2 \tau \right] \sin \left( 2m\pi x \right) \quad (73) \]

This series converges quickly for \( \tau > 0 \).

A sample space/time evolution of \( C'_0/C_s \) is plotted in Fig. 5 in physical variables for the typical sea-water concentration of \( C_0 = 40,750 \) mg/l and brine reject concentration of \( 73,110 \) mg/l. After about 200 h, steady leakage of salt enters the feeder pipe and returns to the membrane section.

In dimensionless form, the concentration fluctuation from the mean can be obtained from
\[ C_1(x, t) = B \frac{\partial C_0}{\partial x} \quad (74) \]
(cf. Eq. (32)). The dimensionless concentration fluctuation is
\[ \tilde{C} = \frac{C'_1}{C_s} = - \frac{U}{\omega L} C_1 - \frac{U}{\omega L} B \frac{\partial C_0}{\partial x} \quad (75) \]

For salt in water, the Schmidt number is so large that the mass boundary layer is extremely thin and \( B_m \) is essentially constant across the duct, as seen in Eq. (52). Thus,
\[ \tilde{C} = -\frac{U}{\omega L} \frac{C_1}{C_s} - \frac{U}{\omega L} \frac{\partial C_0}{\partial x} \quad (76) \]

Recall that \( C_0(x, t) \) varies in time slowly through \( \tau \). In Fig. 6 we show some sample results of transient fluctuations for two oscillation periods around four dimensionless times at \( \tau = 0.005, 0.01, 0.03 \) and \( \tau = 0.05 \). For the pressure exchanger with \( L = 1 \) m, \( a_0 = 0.015 \) m, \( r_0 = 0.2 \) m, \( \omega = 150 \) rad/s and \( U = 1.5 \) m/s, the blockage time fraction is assumed to be \( c = 0.15 \).

8. Conclusions

In this article we have provided a theoretical confirmation of the efficacy of the isobaric pressure exchanger. The theory predicts the spreading by convective diffusion of salt along each duct inside the pressure exchanger. The effective equation for the slow dispersion along the duct is derived and an explicit formula for the dispersivity (effective diffusivity) is found. The analytical result is used to predict the time scale for the transient mixing to spread across the entire duct length. Moreover, it is shown that even after the transient state is passed, the steady transfer of salt from brine reject to the fresh seawater reentering the membrane is small.
Hence the high efficiency of the isobaric pressure exchanger is theoretically confirmed. Detailed laboratory measurements are not yet available in the literature and would be very worthwhile. For guiding the design it is worth further investigation to predict accurately the magnitude of the pressure transmitted to the feeder pipe. For this purpose the detailed fluid mechanics in the inlet, the outlet and the feeder pipe may have to be taken into account. Other design concerns such as leakage and loud noise would require more elaborate effort in computational modeling.
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Appendix

Fourier expansion of the rectangular pulses with rounded corners
In the positive half period, let

\[
W(t) = \begin{cases} 
\sin(t), & 0 \leq t \leq c; \\
\frac{1}{2} \left[ 1 + \cos \left( \frac{\pi \left( t - (c+b) \right)}{b} \right) \right], & c \leq t \leq c+b; \\
\frac{1}{2} \left[ 1 - \cos \left( \frac{\pi \left( t - (\pi - c) \right)}{b} \right) \right], & n-(c+b) \leq t \leq n-c; \\
0, & n-c \leq t \leq n. 
\end{cases}
\]

(A.1)

\[
\pi W_n = \int_c^{c+b} \frac{1}{2} \left[ 1 + \cos \left( \frac{\pi \left( t - (c+b) \right)}{b} \right) \right] \sin(nt) dt + \int_{c+b}^{\pi-(c+b)} \frac{\pi}{2} \sin(nt) dt + \int_{\pi-(c+b)}^{\pi} \frac{\pi}{2} \left[ 1 - \cos \left( \frac{\pi \left( t - (\pi - c) \right)}{b} \right) \right] \sin(nt) dt
\]

= I_1 + I_2 + I_3.

(A.2)

We only give the explicit results for \( c = 2b \),

\[
I_1 = \frac{\cos(nc) \cos \left( \frac{3nc}{2} \right)}{2n} - \frac{n \cos \left( \frac{3nc}{2} \right) + \cos \left( \frac{nc}{2} \right)}{n^2 \frac{4\pi^2}{c^2}},
\]

\[
I_2 = \frac{(1 - (-1)^n) \cos \left( \frac{3nc}{2} \right)}{n},
\]

\[
I_3 = \frac{\cos \left( \frac{3nc}{2} \right) - \cos (nc)}{2n} + \frac{(-1)^n}{2} \cos \left( \frac{2\pi^2}{c} \right)
\times \left\{ \frac{\cos \left( \frac{nc + \frac{2\pi^2}{c}}{3} \right) + \cos \left( \frac{2\pi^2}{c} \right)}{2 \left( n - \frac{2\pi}{c} \right)} \right. \\
+ \left. \frac{\cos \left( \frac{nc - \frac{2\pi^2}{c}}{3} + \frac{2\pi^2}{c} \right)}{2 \left( n + \frac{2\pi}{c} \right)} \right\}.
\]

\[
= \frac{(-1)^n}{2} \sin \left( \frac{2\pi^2}{c} \right) \times \left\{ \frac{-\sin \left( \frac{nc + \frac{2\pi^2}{c}}{3} \right) - \sin \left( \frac{3nc}{2} + \frac{2\pi^2}{c} \right)}{2 \left( n - \frac{2\pi}{c} \right)} \right. \\
+ \left. \frac{-\sin \left( \frac{nc - \frac{2\pi^2}{c}}{3} + \frac{2\pi^2}{c} \right) - \sin \left( \frac{3nc}{2} + \frac{2\pi^2}{c} \right)}{2 \left( n + \frac{2\pi}{c} \right)} \right\}.
\]

(A.3)

Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F )</td>
<td>quantity ( F ) in physical dimensions.</td>
</tr>
<tr>
<td>( F' )</td>
<td>normalized quantity ( F ) without dimensions.</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>duct radius.</td>
</tr>
<tr>
<td>( B )</td>
<td>concentration normalized for unit ( \partial C / \partial x ).</td>
</tr>
<tr>
<td>( B^m )</td>
<td>( m )-th harmonic amplitude of ( B ).</td>
</tr>
<tr>
<td>( C )</td>
<td>brine concentration.</td>
</tr>
<tr>
<td>( C_m )</td>
<td>concentration perturbation at order ( m ).</td>
</tr>
<tr>
<td>( \bar{C} )</td>
<td>time-averaged brine concentration.</td>
</tr>
<tr>
<td>( \langle C \rangle )</td>
<td>cross-sectional average of duct concentration.</td>
</tr>
<tr>
<td>( \Delta C )</td>
<td>concentration difference between brine reject and fresh seawater.</td>
</tr>
<tr>
<td>( D )</td>
<td>molecular diffusivity of brine in water.</td>
</tr>
</tbody>
</table>
\( D \) — dispersion coefficient (Eq. (42)).
\( \delta = \sqrt{2v/\omega} \) — dimensional boundary layer thickness.
\( \varepsilon \) — Stokes-Wormersley number (Eq. (12)).
\( \nu \) — molecular viscosity.
\( L \) — duct length.
\( \omega \) — rotation frequency.
\( r \) — radial distance from duct center line.
\( \text{Re}_5 \) — Reynolds number (Eq. (1)).
\( S_c \) — Schmidt number.
\( t \) — time.
\( T_c \) — time for concentration interface to diffuse from center to ends of duct.
\( u(r, t) \) — longitudinal flow velocity.
\( U \) — characteristic scale of velocity.
\( V(r, t) \) — velocity correction in the boundary layer.
\( V_n \) — amplitude of the \( n \)-th harmonic of \( V \).
\( W(t) \) — flow velocity in the inviscid core.
\( W_m \) — \( m \)-th harmonic amplitude of \( W \).
\( X \) — displacement amplitude of concentration interface.
\( z_n \) — boundary layer coordinate for the \( n \)-th harmonic (Eq. (17)).
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