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Abstract—Recently, many studies have been conducted to find the correspondence points between two images. However, they are useful if they employed in the application for finding the correspondences between two images of the same scene and they fail if the number of true matches between two images was in small quantity in compare with all the potential correspondence points found. In this paper, we have presented an approach which uses both the geometry and appearance of features and utilizes the discriminative features to find the real correspondence points even if the number of true matches was small portion of all the correspondence points found between two comparing images. The experimental results show that the proposed method also stabilizes very fast where other methods are still searching for the correspondences.
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I. INTRODUCTION

Finding the real correspondence points between two images of different views has been in demand in many computer vision applications. There are many matching techniques have been introduced during the past decade [1], [2], [3], [4], [5], [6]. Among them, the method proposed by Mikolajczyk and Schmid [5] and the one introduced by Lowe [6] are very famous. Mikolajczyk and Schmid [5] proposed to find the correspondence points between two images of similar scene using scale and affine invariant interest point detector based on Harris detector [7]. They used cross correlation to discard the low score matches. Lowe [6] proposed another matching method based on scale invariant features. In his method, after finding keypoints in two comparing images, the appearance descriptors from features of the first image are compared to the appearance descriptors of the second image. Finally, the nearest neighbor of each feature’s descriptor is considered as the best match if its distance was significantly small in compare with the distance of the second closest match. These matching algorithms are not completely perfect and they return many incorrect correspondence points. Thus, a refinement method should be used to reject outliers and select the real correspondence points between two images. Typically, the optical flow between two comparing images is considered for matching refinement and a method such as RANSAC method [8] or Hough transform [9] is performed to find the parameters of the optical flow. Hough transform is useful only when we have a model of object and we desire to refine the matches between the model and the enquiry image. RANSAC is more general than Hough transform and it has been used widely in many computer vision applications; however, it has some deficiencies which make it useless in some case studies. Although many studies have been conducted to solve RANSAC issues [10], [11], [12], it fails when the number of real correspondence points is small in compare with the all matches found between two images [5]. Thus, any matching technique based on RANSAC is not able to find real correspondence points between the pair of images with major number of dissimilarities. This problem intensifies when the number of real correspondence are very small in compare with all the potential correspondence points found between two images. The main issue of these matching and refinement techniques is that they all use only appearance descriptor to find the correspondence points. Dorko and Schmid [13] have shown that the appearance of a descriptor from a patch of object could have many similarities to the one from noise and background area if the descriptor was not discriminative. Therefore, other constraints should be considered to find the reliable matching points between image pairs. In this paper we have presented an approach which uses appearance and geometry information of matched points besides considering the more discriminative features to find the real correspondence points between comparing images.

II. PROPOSED MATCHING FRAMEWORK

In the proposed approach, interested points and their descriptors are extracted for two comparing images using scale invariant features. Common appearance features are discarded by computing likelihood ratio for each feature. Lowe’s matching approach [6] is applied to these features in order to find the potential correspondence points between these two images. After that, the geometric registration is applied to find the real match points among image pairs. We have explained these steps with more detail in the following sections.

A. Distinctive Features and Common Features

All scale invariant features extracted by Lowe’s method [6] are not informative and may be derived from noise or background clutter. Only a few features can represent the object very well. Unfortunately, those non-distinctive features impress the informative features so much and change
the overall result of matching dramatically. In this section, we aim to find the most informative features, which are expected to be the most discriminative parts of an object. It is very likely that one feature from a part of object and a feature from a part of clutter background emerge the same appearance [13]. It indicates that this appearance is not so discriminative to represent the object patches. Typically, a reliable feature’s appearance is the one which represents a patch of that object with high probability. Let feature \( f_i \) has been extracted from an image which includes the object of interest. Two hypotheses exist. First, the feature \( f_i \) comes from a patch of object (\( f_i = 1 \)) or the other hypothesis that it is from background (\( f_i = 0 \)). In order to determine these hypotheses we need to evaluate the likelihood ratio test \( \psi(f_i) \) in (1) for this feature. If the obtained value in this test for the feature \( f_i \) was greater than one, it says the probability that this feature comes from a patch of the interest object is higher than it comes from background clutter.

\[
\psi(f_i) = \frac{p(f_i = 0 | \Gamma)}{p(f_i = 1 | \Gamma)}
\]

where \( \Gamma \) is some observations on feature \( f_i \). To evaluate this ratio we have used Maximum Likelihood Estimation (MLE) as follows: Let feature \( f_i \) be a binary random variable that might be originated from a part of object (\( f_i = 1 \)) or non-object (\( f_i = 0 \)) area. We can assign a Bernoulli distribution with parameter \( \theta \) to it that determines its uncertain value as it is shown in (2).

\[
p(f_i | \theta) = \theta^{f_i}(1 - \theta)^{1-f_i}
\]

Let us have a sequence of \( N \) observation \( \Gamma \) over the feature \( f_i \) in the training data. The likelihood for the given \( \Gamma \) is obtained by (3) assuming that the observations are independent.

\[
p(\Gamma | \theta) = \prod_{j=1}^{N} \theta^{f_{ij}}(1-\theta)^{1-f_{ij}} = \theta^M (1-\theta)^{(N-M)}
\]

where \( M \) is the number of times that feature \( f_i \) has represented the object area in the observation \( \Gamma \). When we have sufficient number of observation data or \( N \) is a large number, we can estimate the distribution parameter \( \theta \) using MLE estimation in (4).

\[
\hat{\theta}^{MLE} = \arg\max_{\theta} (p(\Gamma | \theta))
\]

We assess the maximum likelihood estimate (MLE) to estimate the probability in (1) as follows: Let feature \( f_{(1,i)} \) be a feature from the first image \( I_1 \) which compared to all \( N_2 \) features in the second image \( I_2 \). If this feature was a distinctive feature of the object, it should be unique and the occurrence of it in the other part of the object would be very limited. Ideally, there would only be one such feature and for symmetrical parts, only two features can be found. Thus, we can estimate its probability as \( p(f_{(1,i)} = 1 | \Gamma) = \frac{1}{N_2} \). But if this feature originated from the common appearance parts of the image, the number of similarities found for it could be any number, \( \beta \). Thus, we can estimate its probability as \( p(f_{(1,i)} = 0 | \Gamma) = \frac{\beta}{N_2} \).

Substituting these estimations into (1) indicates that all features with similarity number (\( \beta \)) greater than 2 can be regarded as common appearance features and tagged as such. To compute the similarity number of feature \( f_{(1,i)} \) in the first image, its appearance descriptor \( f_{(1,i)}^A \) is compared to the appearance descriptors of all features in the second image \( f_{(2,j)}^A \) and \( j \in \{1,\ldots,N_2\} \), within a global threshold \( ((f_{(1,i)}^A - f_{(2,j)}^A)^2 < T^a) \). This procedure is then repeated for each feature found in the second image, which is then compared to all the features in the first image. Finally, all common features found are removed. To find an optimum value for \( T^a \) several image pairs from different databases such as FERET have been investigated. We have observed that a value between 0.2-0.3 is an optimum value for \( T^a \). A greater value yields elimination of the distinctive features whereas a lower threshold lets noise and common features to appear in the correspondence points. Since this threshold corresponds to features appearance descriptor, its value is fixed as long as the features have been extracted by SIFT method in descriptor has 128 bins (standard SIFT feature).

**B. Finding Real Correspondence Points**

Without discarding common features, correspondence pairs from non-object parts may occur in the matching results. Thus, these undesired points yield unreliable correspondence points among image pairs. Once the common features are reduced from the extracted features, Lowe’s feature matching method [6] is applied to them. This amendment not only removes the common features, but also results some distinctive parts of object to be revealed in the matching procedure that were not detected before. Lowe’s method returns many potential correspondence points between two images. Assume that \( P \) potential correspondence points have been found between two images. Let \( \{f_{(1,k)} \} \leftrightarrow \{f_{(2,k)} \} \) and \( k \in \{1,\ldots,P\} \) be the \( P \) potential matched pairs found between feature \( f_{(1,k)} \) from the first image \( I_1 \) and feature \( f_{(2,k)} \) from the second image \( I_2 \). Each feature has a geometric information includes position, scale and orientation, like the vector \( f_{(1,k)}^G = (X_{1,k},Y_{1,k},\sigma_{1,k},\phi_{1,k}) \) for features in the first image \( I_1 \) and the vector \( f_{(2,k)}^G = (X_{2,k},Y_{2,k},\sigma_{2,k},\phi_{2,k}) \) for the features in the second image \( I_2 \). To find reliable correspondence points between image pair we need to define a reference point in each image. First we consider pair \( \{f_{(1,k)} \} \leftrightarrow \{f_{(2,k)} \} \) to be a potential reference point for its associated image. The geometry of all the other matched pairs \( \{f_{(1,r)} \} \leftrightarrow \{f_{(2,r)} \} \) and \( r \in \{1,\ldots,P\} \& k \neq 1 \) are normalized to the scale, position and orientation of the potential reference point in that image using the affine transformation. Those matched pairs which overlay each other after normalization are considered as members for the potential reference points \( \{f_{(1,k)} \} \leftrightarrow \{f_{(2,k)} \} \) and we count their numbers in \( H_k \). With varying \( k \) from 1 to \( P \) we obtain a histogram for \( H_k \). The bin with maximum value \( (K_m = \arg\max_k (H_k)) \) is the winner and we consider
it as reference points \( \{f(1,k)\}_{k=1}^{K_m} \rightarrow \{f(2,k)\} \) and all its member are considered as reliable correspondence points between the comparing image \((I_1, I_2)\). The graphical representation of explained approach is demonstrated in Figure 1. In this figure, (a) and (b) are two sets of potential correspondence points between two images represented as features’ vectors. Let feature vector \(1^v\) \(\text{Figure1(a)) be a real match for feature vector \(1^v\) \(\text{Figure1(b))}; thus, after applying the affine transformation to the two sets of correspondence points, the geometry of them should remain consistency with regards to the transformation based on this feature. For a correct match, we require a minimum three points from one plane to be matched to three points from another plane. Since each pair contains information about location, scale and orientation, a minimum of two pairs of the real correspondence points are sufficient to produce a correct match. However, with higher number of matched pairs, this will increases the confidence level of the matching operation.

### III. EXPERIMENTAL RESULT

#### A. Data Description

The first image dataset have been used to evaluate the matching algorithm is the dataset that Mikolajczyk and Schmid [14] have used to evaluate the performance of different feature extraction methods in different scenarios. This dataset contains eight sets of different scenes, which may be blurred, zoomed, rotated or changed in illumination condition and viewpoints in six different levels. JPEG compression effects are also included. The images have different resolution form \(765 \times 512\) to 1000 \(\times\) 700 pixels. To make sure that the proposed matching algorithm is reliable, the worst-case images of each category are selected, which means the pair with maximum variation is selected in each category. The second data sources, which used to evaluate our matching algorithm, are Multi-view evaluation images provided by Strecha et al. [15]. These images have wide view variation. The third dataset, which have been used for finding reliable correspondence points among faces of multi-views is the standard color FERET images [16]. The images of this dataset are resized to the resolution 256 \(\times\) 384 pixels and converted to grayscale. This dataset contains single face of different persons. It consists of 1209 persons with various age, gender and ethnicity. The average 10 images per person were captured which cover a wide range of face rotation from left profile to oblique, frontal and right profile.

### B. Matching Objects and Scenes

In order to find the reliable correspondence points, first the SIFT features are extracted in two comparing images based on the method proposed by Lowe [6]. We tuned the parameters such that at least 1k features were extracted from each image. In the next step, common features are reduced from extracted features in both images using the likelihood ratio test in (1). Pruned features are then participated in Lowe’s matching algorithm [6] to determine the potential correspondence points between the comparing images. Matching refinement performs by applying the affine transformation (described in previous section) to the potential correspondence points. Finally, the proposed method returns the real reference points between images pair if the number of matching points, found between them, was greater than 3 points; otherwise, the method returns nothing. This is the privilege of our method to the other methods such as RANSAC that our method returns NULL when the number of real correspondence points are so small which are not detectable but others always return many false matching points or it is better to say that they fail in this case. Although the process seems very complicated, it takes less than a second to find the real correspondence points between two comparing images at the resolution 256 \(\times\) 384 pixels with non-optimized Matlab code using an ordinary PC.

The results of applying the matching procedure to the images of different scenes and objects have been demonstrated in Figure 2 and Figure 3. The robustness of the algorithm over zoomed-rotated images, 180 rotation and different viewpoints is examined in Figure 2. The number of matched points found for image pairs in Figure 2(a) and (b) were 86 and 1004 points, respectively, without any error. It is inferred that if two comparing images follow an affine transformation, the number of real correspondence
points found is large. However, the algorithm is able to find correspondence points between images that have nonlinear transform such as wide view difference as it is shown in Figure 3. Our method has found 10 points and 118 points for image pairs in Figure 3(a) and (b), respectively, without any error. The main issue of the image pair in Figure 3(b) is the repeated textures such as windows that usually make confusion for the matching techniques to detect the correct correspondence points. As the proposed method overlays two comparing images in the feature level and considers the relative geometry between features, the problem of confusing among similar texture is solved.

C. Matching Faces from Multi-Views

Faces of different people are not exactly the same. Due to gender, ethnicity and genetic factors the facial features differ from one face to another face in spite of similarities between the geometry of facial patches which is almost constant in all face images. This difference yields face image a wide in-class variation. Thus, it is not easy to find many true correspondence points between two comparing faces. However, it is possible to find some patches of one face to be matched to the similar patches in the other face image. In this case the number of real correspondence points between image pairs is very small such that ordinary methods fail to find these real correspondence points. We have applied our proposed method to these groups of images to show the strength of our method when the number of real correspondence points between them is very small, we have set the Lowe’s matching parameter to obtain the maximum number of potential correspondence points between two comparing images to increase the chance of finding some real correspondence points. The results of comparing the mentioned methods with our proposed method in the face image pair of the same view is demonstrated in Figure 4. Figure 4(a) demonstrates the potential correspondence points between two images found by the matching algorithm proposed by Lowe [6]. Since Lowe’s method only considers the feature appearance to find the correspondence, many found correspondence points are not correct correspondence. Hence, we have manually selected the real correspondence between these two images among all the potential matches as it is shown in Figure 4(b). We have tried to find the real correspondence points among the potential correspondence points by applying RANSAC method with 8 points fundamental matrix model, affine fundamental matrix model and Euclidean matrix model in Figure 4(c), (d) and (e), respectively. But all the methods failed due to the low number of real correspondence points. The result of our proposed method is shown in Figure 4(f).

In term of stability comparison between models, we have sketched the number of correct correspondence points found between two comparing images, the number of wrong correspondence points, precision and recall graphs versus time as they are shown in Figure 4(g), (h), (i) and (j), respectively. As it is seen, our method has stabilized after a while but others failed. The number of potential correspondence points and ground truth for the image pair after applying Lowe’s matching algorithm and the number of false positives, true positives and mutual information index obtained from different methods after passing one second have been compared in Table 1.

We have also evaluated the accuracy of our method versus others using mutual information metric described in [17], [18]. Mutual information index ($\mu$) between the predicted label and the ground truth label is obtained using (5).

$$\mu = \frac{1}{1 \sum_{y=0}^{k}} \sum_{t=0}^{l} Z(y,t) \log \frac{Z(y,t)}{Z(y)Z(t)}$$

(5)

where $Z(y = 1, t = 1)$ represents the true positive normalized with the number of test points, $Z(y = 1, t = 0)$ represents the normalized false positive and so on. The two individual terms can be calculated by applying summation in one variable for instance $Z(y) = \sum_{t=0}^{l} Z(y,t)$. This criterion shows that our proposed method performs much better than the other methods as it is depicted in Figure 4(k). In this graph method c, d and e refer to RANSAC with different models and f refers to our method. When image pairs come from different views, it is more difficult to find many real correspondence points between them. However, our method is able to
Figure 4: Shows the result of finding correspondence points between two face images of the same view. (a) Potential correspondence points obtained using Lowe’s method; (b) Ground truth correspondence points found manually; (c), (d) and (e) show the results for RANSAC method with different models and (f) shows the results of our method.

Figure 5: Shows the result of finding correspondence points between two face images from different views. (a) Potential correspondence points obtained using Lowe’s method; (b) Ground truth correspondence points found manually; (c), (d) and (e) show the results for RANSAC method with different models and (f) shows the results of our method.

Table 1: Compares the Performance of Different Methods on Face Images of Multi-Views

<table>
<thead>
<tr>
<th>Method</th>
<th>Figure 4</th>
<th>Figure 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Potential Correspondence</td>
<td># Ground Truth</td>
</tr>
<tr>
<td>Our Method</td>
<td>1095</td>
<td>34</td>
</tr>
<tr>
<td>RANSAC 8-Points</td>
<td>1095</td>
<td>34</td>
</tr>
<tr>
<td>RANSAC Affine</td>
<td>1095</td>
<td>34</td>
</tr>
<tr>
<td>RANSAC Euclidean</td>
<td>1095</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 1: Compares the Performance of Different Methods on Face Images of Multi-Views

find the small group of consensus points in the presence of heavy noise where other methods typically fail as it is demonstrated in Figure 5. A brief comparison between our method and RANSAC method with different models is provided in Table 1 based on the comparing image pairs in Figure 4 and Figure 5. As it is illustrated in this table, the number of true matched points or ground truth is about 1% to 3% of all the potential points found between images. However, our method has returned the least number of false positives and the most number of true positives. Thus, the mutual information index ranked our method in much higher value than the other methods. Our method has also another privilege that if we set a minimum on the total number of returned correspondence points (false positives plus true positives), the results could be NULL for those cases which two comparing images has no similarities based on matched points found by Lowe’s method. However, other methods typically return only false positive points in this case. We have repeated our experiment for 500 different face images from multi-views over 500 × 499 different image combinations and obtained the same results as above. It is concluded that the only suitable method for finding real correspondence
points between face images of multi-poses is the proposed method.

IV. CONCLUSIONS

We have introduced a matching algorithm which uses the information about appearance and geometry descriptors besides the discriminative features to find the real correspondence points between two images. The presented method is able to find the correct matches even if the number of true correspondence points between images is very small where other methods would simply fail. The other advantage of the proposed method is that it will return NULL results if it could not find any real correspondence points but other methods return only false correspondence points. This method also stabilizes very fast but other methods based on RANSAC are not able to finalize the results and they should be forced to stop their searching for the correspondences.
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