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\textit{Abstract} — We describe a smart sensor for EEG acquisition comprising a programmable gain low-noise amplifier followed by an integrated feature extraction and classification circuits. The feature extraction block comprises a bank of four band-pass filters followed by a wide dynamic range peak detector. The output of the peak detector is fed into a spiking neural network implementing the extreme learning machine (ELM) for classification. The advantage of ELM is that it has been shown to attain comparable performance to support vector machine (SVM) but with fewer computational nodes. We describe simulation results of each block designed in 0.35 um CMOS and demonstrate system level performance by using this to detect seizure onset in epileptic patients. The system can be reconfigured for other applications like speech classification.

I. INTRODUCTION

The electroencephalogram (EEG), micro volt signals that results on the scalp from brain activity, provides a non-invasive method of recording a person's brain waves. In the traditional non-invasive EEG recording systems, EEG sensors acquire brain signals from the scalp and transmit the digitized raw EEG data to a base station for further analysis and processing. EEG data can be used for the diagnosis and treatment of neurological disorders including epilepsy, dementia, coma and sleep disorders. Another application is brain computer interface (BCI) that transforms brain signals to commands that can control external assistive devices or applications for rehabilitative support in completely paralyzed or seriously disabled patients with spine injury, central nerve damage and motor disabilities\textsuperscript{[1]}. EEG signal analysis and processing for different pattern recognition/classification are very important for EEG based communication as well as for clinical diagnosis and control.

EEG data often contains large bulk of redundant and irrelevant data with very little data related to rare or subtle patterns associated with desired medical conditions. For wearable applications like continuous long term recording for neural disorder diagnosis and treatment, wireless transmission of data is necessary and a large bulk of data for wireless transmission implies significant power overheads\textsuperscript{[2]}. This large volume of data requires large memory for storage and more time and resource intensive data processing and analysis. Data reduction by local signal processing to identify relevant patterns, while rejecting diagnostically useless background brain activity can reduce the amount of EEG data by several orders of magnitude. This can enable quick processing and interpretation of EEG data that is essential for prompt feedback in applications like portable closed-loop epileptic seizure controller, BCI and augmented cognition solutions\textsuperscript{[2]}.

This paper presents a smart sensor IC designed in 0.35 um CMOS for scalp EEG acquisition that integrates local processing on the sensor node itself. By increasing the processing power on the sensor with ultralow power electronic circuits, and transmitting less information, the power consumption of the system can be reduced increasing operational life time and reducing battery size as well as weight.

The proposed smart sensor consists of a low-noise amplifier (LNA) for signal acquisition from a single electrode, followed by feature vector extraction and machine learning classification of feature vectors. Analog signal processing and classification methods are employed for improved power and area performance. A spiking neuron based Extreme Learning Machine (ELM) pattern classification hardware is used in this design. ELM possesses similar classification capabilities as a support vector machine (SVM), but requires less nodes for classification\textsuperscript{[3]}. Also ELM requires random weights in the first stage which can be obtained from the inherent threshold voltage variations of transistors. The mismatch inherent in analog VLSI circuits, which is seen as a disadvantage in most of the analog designs, is thus exploited in ELM hardware implementation.

Depending upon the application a number of smart sensors can be collated to make EEG based communication or diagnosis/treatment system. For example, in the case of epileptic seizure detection, a number of smart sensors can be worn to achieve spatial correlation. The output from individual classifiers can be combined to detect the epileptic seizure onset.

The remainder of the paper is organized as follows. In section 2 system architecture is discussed, followed by detailed description of different sub blocks. Results are
included in Section 3 and finally we present conclusions in the last section.

II. SYSTEM ARCHITECTURE

The proposed smart sensor block diagram is as shown in Fig 1. It integrates an LNA, feature vector extraction filters, peak detectors and an ELM pattern classifier. The system extracts the spectral energy of the signal in four different frequency bands to form a feature vector. This feature has been shown to be useful in many applications including seizure onset detection[4]. Feature vectors are then provided to an analog ELM classifier (as currents) to classify them into categories. Since this topology is also useful in a wide set of applications, we have made the system reconfigurable so that it can be used for signals in the audio frequency range as well. Next, we describe each sub-block in the system.

A. LNA

The LNA uses a capacitive amplifier topology commonly used in neural recording applications[5]. A MOS-bipolar pseudo-resistor is used to bias the input node which creates a high pass corner at very low frequencies (<0.1 Hz). The circuit has five programmable gain settings of 1, 20, 25, 50 and 100 by varying capacitor ratios. It dissipates 12 uW for a noise floor of 3 uV rms in the EEG signal band of 0.1-200 Hz.

B. Band-pass Filters

Figure 2 shows the topology of the low power filter bank comprising 4 low pass filters (LPF) each followed by a wide linear range transconductor (WLRT). The LPF circuit is same as the LNA; but the bias currents are chosen much smaller to set the desired corner frequencies. The closed loop gain, \( A_M \) is fixed to 10. The bias currents of 4 LPFs are set to be 1: 2: 4: 8 creating octave spacing in the corner frequencies. By tuning the master bias current using a current splitter[6], this circuit can be applied in different applications with different frequencies. The WLRT achieves a subtraction of the output voltages of two adjacent LPFs and forms one low pass filter and 3 band pass filters finally. To preserve linearity in the signal chain, a capacitor divider composed of two capacitors \( C_3 \) and \( C_4 \) is added at input terminals of the traditional transconductor. Thus, only a fraction of the input differential voltage (proportional to \( C_3/C_3+C_4 \)) will be coupled to the input node effectively increasing the linear range of the transconductor. Pseudo-resistors are again used to bias the input nodes. Figure 3(a) shows the SPIICE simulation result of the LPF and BPFs for EEG applications. When the corner frequencies are 2Hz, 4Hz, 8Hz and 16Hz respectively, the total power consumption for this part is only 36nW.
A major problem in the WLRT is increased effective input offset due to the capacitive attenuation before the differential pair. In our design, a 6 bit signed current splitter using one-eighth of the bias current is employed to reduce the offset current for 9 bit precise operation.

C. Envelope Detector

Envelope detection is a significant process in the feature extraction part since it provides an estimate of relative strengths of the signals in different frequency bands. We chose envelope detection over energy detection due to the large output dynamic range needed for the squaring operation in energy detection. To keep the system configurable and allow wide input dynamic range, we used a current rectifier followed by current-mode peak detection[7] as shown in Fig. 4. A class B current conveyor is used as a rectifier; though both positive and negative currents can be obtained from this circuit, we only use the positive half. For positive currents only $M_p$ conducts while only $M_n$ conducts in the negative half of the input current waveform. In order to reduce the dead zone of the current rectifier (caused by insufficient time available to small currents to charge the parasitic capacitance at the input), an OTA is employed in a feedback loop to reduce the input impedance by a factor equal to its open-loop gain. Minimum transistor size is adopted for $M_n$ and $M_p$ to reduce the parasitic capacitor at input due to miller effect. We found that for the extremely low signal frequencies in EEG applications, the OTA is not necessary; however it is very important even for audio frequencies of a few kHz. Hence, we have an option of switching off the OTA when the desired signals are of very low frequency saving the 400 nW/channel consumed by this design.

The peak detector (PD) uses current mode topology[7] with adjustable attack and release times obtained by tuning the bias current $I_a$ and $I_r$. While $I_a$ is same for all four frequency bands, $I_r$ is set in proportion to the corner frequency of the respective band. To avoid an extra voltage bias as needed in [7], the source of $M_1$ and $M_4$ can be biased with a transistor diode connected to $V_{dd}$. Figure 3(b) depicts the performance of the envelope detector with the X-axis showing peak value of the input sinusoid while the Y-axis plots the DC output current. In this case, the frequency of the sinusoid is kept at 1 kHz to show the advantage of using the OTA. The power dissipation of this block is signal dependent with an average value of 50 nW/channel.

D. Spiking Neuron based ELM classifier

We have earlier demonstrated that a spiking neural network can be used to efficiently implement an ELM[8]. The spiking neuron essentially implements a sigmoid-like transfer function where the input is a current and output is a spike rate. In this chip, we have used the diff-pair integrator (DPI) based neuron[9] though other simpler structures would suffice. The primary reason for this is to enhance the usability of this chip in bio-realistic neural network simulations as well. Figure 3(c) shows the current-frequency relationship of this neuron. The input current for the neuron comes from the PD output. Transistor M4 and M6 in Fig. 4 are replicated ‘N’ times (where N is the number of neurons) for each frequency band and the input current for each neuron is obtained by summing the four PD outputs for that neuron. These current copies of the PD output will be different due to the inherent
mismatch between transistors—this exactly fits the requirement of random weights for the input stage of the ELM! In fact, smaller transistors have more mismatch; this is a unique property of our implementation which makes it favorable for VLSI scaling.

III. SYSTEM SIMULATIONS

The simulation for the whole processing chain from the LNA to the peak detector output is shown in Fig. 5. The input frequency was increased from 2 Hz to 16 Hz in this simulation. Figure 5 plots the outputs of the four peak detectors for one of the neurons. We can see that the output currents of each band reach a maximum value when the input signal has a frequency that best matches the frequency of that band demonstrating correct operation.

To test the classification performance of this system in a real application, we chose the task of seizure onset detection. We have implemented the proposed algorithm, for seizure detection application, in MATLAB and evaluated the detector performance using the dataset available in CHB-MIT EEG database downloadable from the Physionet website: http://physionet.org/physiobank/database/chbmit/.

EEG dataset from 3 patients, consisting of around 110 hours of data having 19 seizures, is used as test data. The seizure detector performance is characterized in terms of sensitivity, specificity and latency and we employed a leave-one-record-out cross-validation scheme for evaluation[4]. To compare the performance of the analog processor with a reference, we have also implemented a digital version of the algorithm using 100 tap FIR filters and energy detection as the gold standard. An example of a simulation for the whole processing chain in MATLAB using digital and analog processing is shown in Fig. 6. The results of the experiment are summarized in Table I. It can be seen that though the latency and sensitivity of the analog processor is comparable to the digital one, its specificity is much worse. This has been traced to the first order filters used in this design and points to an obvious modification of increasing the order of the filters in the next design iteration. This analog processor can still be used as a wakeup engine for a power hungry but accurate digital processor or can be used to trigger data collection.

### Table I. Classification Results for Seizure Onset Detection

<table>
<thead>
<tr>
<th>Feature vector implementation</th>
<th>ELM Classification Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
</tr>
<tr>
<td>Digital feature vector</td>
<td>100%</td>
</tr>
<tr>
<td>Analog feature vector</td>
<td>95%</td>
</tr>
</tbody>
</table>

![Fig. 5: SPICE simulation of the whole signal processing chain showing peak detector outputs for an input signal with varying frequencies. Absolute values are not shown for ease of viewing.](image)

![Fig. 6: Simulation of whole processing chain showing feature vectors extracted using digital and analog processing. Absolute values are not shown.](image)

IV. CONCLUSION

We presented a reconfigurable smart sensor system for EEG acquisition and classification. The feature extracted from the raw signal is indicative of the signal strength in octave spaced frequency bands, with the actual frequency configurable according to application by current splitters. The features are classified using a spiking neuron implementation of ELM which utilizes the variability prevalent in VLSI to perform a computation intensive step in the algorithm. System simulations show that the analog features can be used for epileptic seizure detection.
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