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The effects of two-phase-flow modeling on nuclear reactor single-channel stability analysis are investigated with four two-phase-flow models, namely, the homogeneous-equilibrium model, the homogeneous-nonequilibrium model, the nonhomogeneous-equilibrium model, and the nonhomogeneous-nonequilibrium model. The models are applied to hot-channel analyses of a proposed typical supercritical-water-cooled-reactor (SCWR) design. The neutral stability boundaries derived by using the four models are compared and plotted on the traditional subcooling number versus phase change number plane. To ensure proper development of the models, they are benchmarked to the experimental data. It is found that the homogeneous models predict more conservative stability boundaries than the nonhomogeneous models and that the differences of the stability boundaries predicted by all four two-phase-flow models are reduced under higher-pressure conditions.

I. INTRODUCTION

The single- or parallel-channel density wave oscillation (DWO) type of flow instability is a well-known and important issue in the design of boiling water reactors (BWRs), and such DWO flow instability needs to be avoided during actual operation. For the supercritical fluids proposed to be used in Generation IV supercritical-water-cooled reactors (SCWRs), although the coolant is normally under a single-phase supercritical pressure condition during steady-state operation, two-phase flow under subcritical pressure may occur during some off-normal conditions. Therefore, an appropriate two-phase-flow model also needs to be developed for SCWR stability analysis.

For a two-phase-flow channel, the governing parameters for flow stability are the subcooling number and the phase change number (also called the Zuber number). They were derived from nondimensional analyses of the conservation equations and are usually used to plot the stability map that defines the neutral boundary between stable and unstable regions on a plane.1,2 Construction of stability maps for the flow inside a heated channel at subcritical pressure has a long history. Reference 1 uses a nonhomogeneous drift-flux model with a thermal equilibrium condition to construct a stability map in the subcooling number versus phase change number plane. Reference 3 improves the Ref. 1 model by including the effect of thermal nonequilibrium. But, deriving the characteristic equation analytically using a detailed vapor generation model such as an exponential distribution was found to be too complicated. The exponential distribution was simplified to a linear model in Ref. 3 so that the characteristic equation could be derived analytically.

More recently, Ref. 4 has compared the stability boundary effects of three different two-phase-flow models: homogeneous-equilibrium model (HEM), drift-flux...
model, and two-fluid model. In Ref. 4, it is found that HEM is the most conservative among the three compared. Using a nonlinear reduced-order model, Ref. 5 investigated the effects of using a drift-flux model versus HEM in a nuclear-coupled thermal-hydraulic BWR stability analysis. It was found that HEM is not always more conservative than the drift-flux model.

In the case of the SCWR, although the supercritical water does not experience phase change, the thermodynamic properties exhibit boiling-like drastic changes around some pseudosaturation temperature. In analogy to subcritical water, nondimensional parameters called the pseudosubcooling number and the expansion number were derived for supercritical water channel stability.\(^2\)\(^-\)\(^6\)

A three-region model consisting of a heavy fluid region, a heavy-light fluid mixture region, and a light fluid region was used to simulate the supercritical coolant flowing through the core, and a stability map was constructed in the pseudosubcooling number versus expansion number plane. Reference 7 also confirmed similar dynamic behavior between subcritical and supercritical water flow channels. HEM was used in simulating the heavy-light fluid mixture region.\(^2\)\(^-\)\(^6\) To ensure that HEM is adequate in simulating supercritical water, one is required to compare it with other two-phase-flow models.

In the present work, we use nonhomogeneous and nonequilibrium models with a detailed exponential vapor generation distribution for two-phase flow, and we numerically derive the characteristic equation. To have a complete comparison and better understanding of the modeling effects of nonhomogeneity and nonequilibrium on the stability boundaries, we construct the stability maps using four different two-phase-flow models, namely, HEM, the homogeneous-nonequilibrium model (HNEM), the nonhomogeneous-equilibrium model (NHEM), and the nonhomogeneous-nonequilibrium model (NHNEM). The nonequilibrium models, HNEM and NHNEM, account for the existence of subcooled boiling, whereas the nonhomogeneous models, NHEM and NHNEM, incorporate the drift-flux concepts.

Extensive BWR experience shows that neutron reactivity feedback creates a fission power response to density perturbation, and that power is filtered through the fuel rods, causing a time lag for the heat flux that counteracts the original perturbation of the fluid density. The heat conduction delay—even though the gain is attenuating—forces the feedback to be destabilizing. In this paper, an idealized model without coupling the power fluctuations is used. Since the main purpose of this paper is to compare the aforementioned four different two-phase-flow models, this simplification in modeling will not hurt the comparative value of this paper. The impact of neutronic feedback and power fluctuation will be investigated in future work.

II. MODEL DEVELOPMENT

II.A. NHNEM Description

II.A.1. Net Vapor Generation Point and Exponential Vapor Generation Rate

The net vapor generation point that defines the boiling boundary was predicted by applying the widely used Saha and Zuber correlation\(^3\):

\[
\Delta h_h = h_f - h_L = 0.0022 \frac{q_w'' D_h C_{pf}}{k_f}, \quad P_e \leq 70000
\]  

and

\[
\Delta h_h = h_f - h_L = 154 \frac{q_w''}{P_{f u_{in}}}, \quad P_e \geq 70000
\]

For the vapor generation rate, an exponential distribution along the channel is assumed:

\[
\Gamma_g = \frac{q_w'' P_h}{A_h h_{f k}} \left[ 1 - \exp \left( -\frac{z - \lambda_1(t)}{\Delta l} \right) \right]
\]

\[
= \Gamma_{g, eq} \left[ 1 - \exp \left( -\frac{z - \lambda_{eq}(t)}{\Delta l} \right) \right],
\]

where

\[
\lambda_1 = \frac{G A_{h}(h_f - h_{in})}{q_w'' P_h} = \text{boiling boundary}
\]

and

\[
\Delta l = \lambda_{eq} - \lambda_1
\]

\[
= \frac{G A_{h}(h_f - h_h)}{q_w'' P_h} = \text{characteristic length}
\]

The vapor generation rate model based on the exponential distribution and the thermal equilibrium assumption is illustrated in Fig. 1.

II.A.2. Bestion Drift-Flux Correlation

For NHEM and NHNEM, the Bestion’s drift-flux correlation\(^8\) is applied in this work. According to Ref. 9, despite the simplicity of this correlation, it yields good
results for most of the experimental data. This correlation has the following form:

$$C_o = 1.0$$

and

$$V_{gj} = 0.188 \sqrt{\frac{gD_e \Delta \rho}{\rho_g}}$$ \hspace{1cm} (6)

where

- $C_o =$ concentration parameter and represents the global effect due to radial nonuniform void and velocity profiles
- $V_{gj} =$ drift velocity of the vapor.

II.A.3. Subcooled Flow Quality and Void Fraction

Using the exponential vapor generation model defined in Eq. (3), Ref. 3 derives the flow quality in the following form:

$$x(z) = x_{eq} - x_{eq,\lambda} \exp \left( \frac{x_{eq}}{x_{eq,\lambda}} - 1 \right).$$ \hspace{1cm} (7)

Formula (7) follows that of Ref. 10 using the profile-fit approach. The equilibrium quality in formula (7) can be expressed as

$$x_{eq} = \frac{q''_d P_h \Delta I (z - \lambda_1)}{GA_h h_f (\Delta I - 1)}.$$ \hspace{1cm} (8)

The value $x_{eq,\lambda}$ is the equilibrium quality at net vapor generation point $z = \lambda_1$. The void fraction may then be predicted from the drift-flux model as

$$\alpha(z) = \frac{x}{C_o \left(x \frac{\Delta \rho}{\rho_f} + \frac{\rho_i}{\rho_f} + \rho_i V_{gj} G \right)}.$$ \hspace{1cm} (9)

II.B. Friction Factors

According to Ref. 11, for $Re = 3 \times 10^4$ to $3 \times 10^6$, the following McAdams relation can be applied:

$$f = 0.184Re^{-0.2}.$$ \hspace{1cm} (10)

For $Re < 3 \times 10^4$, the following Blasius relation can be applied:

$$f = 0.316Re^{-0.25}.$$ \hspace{1cm} (11)

Using the above correlations [Eqs. (10) and (11)], the friction factor calculations are carried out as follows:

1. Single-phase liquid region: The friction factor is assumed constant and equals $f_s$, which is the friction factor at the boiling boundary. Thus, $f_1 = f_s$.

2. Two-phase mixture flow region: According to Ref. 1, in the two-phase mixture region, the friction factor could be assumed in the following form:

$$f_2 = C_m f_s,$$ \hspace{1cm} (12)

where $C_m$ is a constant number and $f_s$ is calculated at the boiling boundary. For high system pressure and reasonably high exit qualities in a subcritical pressure system, $C_m$ has a range from 1.5 to 2.5. Thus, $C_m = 2.0$ was taken in both Refs. 1 and 3. In this paper, $C_m = 2.0$ is also taken. Thus, $f_2 = 2.0 f_s$.

It is worth noting that single-phase friction as a function of the Reynolds number given in Eqs. (10) and (11) is discontinuous, which can greatly disturb the stability analysis. In this paper, since the saturation properties are used to calculate the friction factor that is assumed to be constant along the channel in the specific single- or two-phase-flow regions, only one correlation, either Eq. (10) or Eq. (11), is used for a specific analysis case. For any stability analysis, the discontinuity issue must be resolved if the two correlations are both used along the flow channel in a specific analysis case.

II.C. Characteristic Equation for NHNEM

The two-phase-flow models described above are used in this section to develop the stability characteristic equation for a typical SCWR hot channel. Further details can be found in Refs. 2 and 6.

The single flow channel of the SCWR core in the subcritical pressure condition can be divided into four
sections: the inlet orifice, the lower nonheated part, the heated part, and the upper nonheated part.

II.C.1. Inlet Orifice

The momentum equation for the inlet orifice can be expressed as

$$\Delta p_{ori} = k_{in} \rho_f u_{in}^2 / 2 .$$

(13)

Perturbation and Laplace transforming energy equation obtains

$$\delta \Delta p_{ori} = k_{in} \rho_f u_{in} \delta u_{in} .$$

(14)

II.C.2. Heated Part

This part includes the single-phase liquid region and the two-phase mixture region.

II.C.2.a. Liquid Region. The conservation equations can be expressed as

$$\frac{\partial u}{\partial z} = 0 (\rho(z) = \rho_f = Const.) ,$$

(15)

$$\rho_f \frac{\partial h}{\partial t} + \rho_f u_{in} \frac{\partial h}{\partial z} = \frac{q'' P_h}{A_c} ,$$

(16)

and

$$- \frac{\partial p}{\partial z} = \rho_f \frac{du_{in}}{dt} + \frac{f_1 \rho_f u_{in}^2}{2D_e} + \rho_f g .$$

(17)

In this region, the water density is assumed constant and equal to the saturated water density $\rho_f$. Perturbing and Laplace transforming energy equation (16), one obtains

$$\frac{d \delta h}{dz} + \frac{s}{u_{in}} \delta h + \frac{q'' P_h}{A_c \rho_f u_{in}^2} \delta u_{in} = 0 .$$

(18)

Equation (18) is a Bernoulli-type ordinary differential equation that can be readily integrated from inlet to some axial point $z$. Then, the enthalpy perturbation at the net vapor generation location is

$$\delta h(s, \lambda_1) = \exp(-s \lambda_1 / u_{in}) \delta h_{in} - \frac{q'' P_h}{\rho_f u_{in} A_c s}$$

$$\times \left[1 - \exp(-s \lambda_1 / u_{in})\right] \delta u_{in} .$$

(19)

For perturbation of the boiling boundary, there are two parts. The first part is due to the direct relationship of the inlet velocity to the enthalpy at the point of net vapor generation, which may be obtained from Saha-Zuber formulas (1) and (2) as

$$\delta h_1(s, \lambda_1) = \begin{cases} 0 , & P_e \leq 70 000 \\
154 \frac{q''}{P_h} \frac{\delta u_{in}}{\rho_f u_{in}} , & P_e \geq 70 000 .
\end{cases}$$

(20)

The other part is due to the influence of inlet velocity oscillation on the enthalpy at the boiling boundary or point of net vapor generation, which can be described as follows:

$$\delta h_2(s, \lambda_1) = -\frac{q'' P_h}{\rho_f u_{in} A_c s} \left[1 - \exp(-s \lambda_1 / u_{in})\right] \delta u_{in} .$$

(21)

Then, the total enthalpy oscillation at the net vapor generation point is

$$\delta h(s, \lambda_1) = \delta h_1(s, \lambda_1) + \delta h_2(s, \lambda_1) .$$

Thus, the boiling boundary perturbation can be obtained as the following. For $P_e \leq 70 000$,

$$\delta \lambda_1 = -\frac{\rho_f A_c u_{in}}{q'' P_h} \delta h(s, \lambda_1) = \frac{1 - \exp(-s \lambda_1 / u_{in})}{s} \delta u_{in} .$$

(22)

For $P_e \geq 70 000$,

$$\delta \lambda_1 = \left[154 \frac{A_c}{P_h u_{in}} + \frac{1 - \exp(-s \lambda_1 / u_{in})}{s} \right] \delta u_{in} .$$

(23)

The authors of Ref. 3 and 12 found that the boiling boundary fluctuation model described by Eq. (22) was a better match to the experimental data for flow instability even for $P_e \geq 70 000$. Thus, Eq. (22) will be applied during this analysis for all Peclet numbers. If the inlet enthalpy $h_{in}$ in Eq. (4) is higher than $h_A$, the net vapor generation will occur right at the inlet of the channel. In that case, $\lambda_1 = 0$ and $\delta \lambda_1 = 0$.

From integration of the momentum equation, the pressure drop perturbation in this region can be obtained as

$$\delta (\Delta p_{liquid}) = \Gamma_1 \delta u_{in} + \Gamma_2 \delta h_{in} ,$$

(24)

where

$$\Gamma_1 = \rho_f \lambda_1 s + \frac{f_1 \rho_f u_{in} \lambda_1}{D_e} + \left(\frac{f_1 \rho_f u_{in}^2}{2D_e} + \rho_f g\right)$$

$$\times \left(\frac{1 - \exp(-s \lambda_1 / u_{in})}{s}\right).$$

(25)

Since we assume no inlet enthalpy fluctuation, the derivation of $\Gamma_2$ is omitted.
II.C.2.b. Two-Phase Mixture Region. This region starts from the net vapor generation point. The conservation equations for two-phase flow provided in Ref. 12 are applied:

\[
\frac{\partial j_i}{\partial z} = \frac{\Gamma_j \Delta \rho}{\rho_e \rho_f}, \tag{26}
\]

\[
\frac{\partial \rho_m}{\partial t} + C_k \frac{\partial \rho_m}{\partial z} + \rho_m \frac{\Gamma_j \Delta \rho}{\rho_e \rho_f} = 0, \tag{27}
\]

\[
\rho_m \left( \frac{\partial u_m}{\partial t} + u_m \frac{\partial u_m}{\partial z} \right) = -\frac{\partial \rho_m}{\partial z} - \frac{f_m}{2D_e} \rho_m u_m^2 \\
- g \rho_m - \frac{\partial}{\partial z} \left[ \frac{\rho_f - \rho_m}{\rho_m - \rho_g} \rho_m V_{kj}^2 \right], \tag{28}
\]

and

\[
\rho_m \left( \frac{\partial h_m}{\partial t} + u_m \frac{\partial h_m}{\partial z} \right) = \frac{q''_w P_h}{A_e} + \frac{\partial \rho_m}{\partial t} \\
- \frac{\partial}{\partial z} \left( \frac{\rho_f - \rho_m}{\rho_m - \rho_g} \Delta \rho V_{kj} h_{fg} \right), \tag{29}
\]

where

\[
C_k = j + V_{kj}, \tag{30}
\]

\[
u_m = j - \left( \frac{\rho_f}{\rho_m} - 1 \right) V_{kj}, \tag{31}
\]

\[
\rho_m = (1 - \alpha) \rho_f + \alpha \rho_g, \tag{32}
\]

and

\[
h_m = \frac{\alpha \rho_g}{\rho_m} h_g + \frac{(1 - \alpha) \rho_f}{\rho_m} h_f. \tag{33}
\]

Linearization, perturbation, and Laplace transformation of velocity equation (26) at node \(i\) yield

\[
\delta j_{i+1} = \delta j_i + \frac{\Delta z \Delta \rho}{\rho_e \rho_f} \delta \Gamma_{g,i}. \tag{34}
\]

The volumetric flux oscillation at the first node (\(z = \lambda_1\)) should be the same as the inlet velocity oscillation. Therefore, \(\delta j_1 = \delta u_m\).

From Eq. (3),

\[
\delta \Gamma_{g,i} = -\Gamma_{g,eq} \exp \left( \frac{(i - 1) \Delta z}{\Delta l} \right) \frac{1}{\Delta l} \delta \lambda_1. \tag{35}
\]

Linearization, perturbation, and Laplace transformation of density propagation equation (27) at node \(i\) yield

\[
\delta \rho_{m,i+1} = -\frac{\Delta z}{j_i + V_{kj}} \left( s + \frac{j_{i+1} - 2j_i - V_{gj}}{\Delta z} \right) \delta \rho_{m,i} \\
- \frac{\rho_{m,i+1} - \rho_{m,i}}{j_i + V_{gj}} \delta j_i \\
- \frac{\Delta z}{j_i + V_{gj}} \frac{\rho_{m,i} \Delta \rho}{\rho_e \rho_f} \delta \Gamma_{g,i}. \tag{36}
\]

The density oscillation at the first node (\(z = \lambda_1\)) should be zero since the exponential vapor generation rate distribution will give a zero vapor generation rate at the boiling boundary.

Perturbation and Laplace transformation of identity (31) at node \(i\) yield

\[
\delta u_{m,i} = \delta j_i + \frac{\rho_f V_{gj}}{\rho_m^2} \delta \rho_{m,i}. \tag{37}
\]

Now, we are ready for linearization, perturbation, and Laplace transformation of momentum equation (28) at node \(i\). The acceleration part of the momentum equation is only related to the inlet and outlet conditions of the region, and it is treated separately:

\[
\delta \Delta p_i = \rho_{m,i} u_{m,i} \delta u_{m,i+1} \\
+ \left( u_{m,i} (u_{m,i+1} - u_{m,i}) + f_2 \Delta z u_{m,i} / (2D_e) \right) \\
+ 9.81 \Delta z \delta \rho_{m,i} \\
+ (s \rho_{m,i}) \Delta z + \rho_{m,i} (u_{m,i+1} - u_{m}) \\
- \rho_{m,i} u_{m,i} + f_2 \Delta z \rho_{m,i} u_{m,i} / (D_e) \delta u_{m,i}. \tag{38}
\]
For the acceleration part,
\[
\Delta p_{\text{acc}} = \int_{\lambda_1 + \delta \lambda_1}^{L} \frac{\partial}{\partial z} \left( \rho_f - \rho_m \frac{\rho_f}{\rho_m} \frac{V^2}{\rho_m} \right) dz
\]
\[
= \rho_f - \rho_m(L) \frac{\rho_f}{\rho_m} \frac{V^2}{\rho_m} + \rho_m(L) \frac{\rho_f}{\rho_m} V^2 \delta \rho_m(L) .
\]  
(39)

It is easy to perturb and Laplace transform Eq. (39) to obtain the total acceleration pressure drop oscillation as
\[
\delta \Delta p_{\text{acc}} = \frac{\rho_m(L) - 2 \rho_f}{\rho_m^3(L)} \frac{\rho_f}{\rho_m} V^2 \delta \rho_m(L) .
\]  
(40)

The nodalization is from \( \lambda_1 \) to \( L \), but the real case should be from \( \lambda_1 + \delta \lambda_1 \) to \( L \). Thus, the pressure drop oscillation due to boiling boundary oscillation should be deleted from the total oscillation. The pressure drop oscillation due to boundary oscillation can be expressed as
\[
\delta \Delta p_{\delta \lambda_1} = \left( G \frac{\partial u_m}{\partial z} \right)_{z = \lambda_1} + f_2 \rho_f u_m^2/(2D_r) + 9.81 \rho_f \right) \delta \lambda_1 .
\]  
(41)

From identity equation (31),
\[
u_m = j - \left( \frac{\rho_f}{G} u_m - 1 \right) V_{gj} = j - \left( \frac{\rho_f}{\rho_f} u_m - 1 \right) V_{gj}
\]
\[
= j - \left( \frac{u_m}{u_m} - 1 \right) V_{gj} .
\]  
(42)

Solving \( u_m \) from formula (42),
\[
u_m = \frac{j + V_{gj}}{1 + \frac{V_{gj}}{u_m}} .
\]  
(43)

Thus,
\[
\frac{\partial u_m}{\partial z} = \frac{\partial j}{\partial z} u_m + V_{gj} = \frac{\gamma_s \delta p}{\rho_f \rho_f} u_m + \frac{V_{gj}}{u_m} .
\]  
(44)

For the exponential vapor generation distribution, \( \Gamma_s = 0.0 \) at \( z = \lambda_1 \). Therefore, \( \frac{\partial u_m}{\partial z} \) at \( z = \lambda_1 \) = 0.0. Thus,
\[
\delta \Delta p_{\delta \lambda_1} = (f_2 \rho_f u_m^2/(2D_r) + 9.81 \rho_f) \delta \lambda_1 .
\]  
(45)

Now, the total pressure drop oscillation in the heated part can be expressed as
\[
\delta \Delta p_{\text{heated}} = \delta \Delta p_{\text{liquid}} + \sum_{i=1}^{N} \delta \Delta p_i + \delta \Delta p_{\text{acc}} - \delta \Delta p_{\delta \lambda_1} .
\]  
(46)

II.C.3. Nonheated Gas Plenum Part

II.C.3.a. Lower Gas Plenum. As mentioned in the supercritical region characteristic equation derivation, applying the conservation equations and assuming a constant density in this part, the relation between the pressure drop oscillation and the inlet flow oscillation can be expressed as
\[
\delta \Delta p_{\text{nod}} = (f_1/D_r L_{nod} G + sp_f L_{nod}) \delta u_m .
\]  
(47)

II.C.3.b. Upper Gas Plenum. Applying the conservation equations to this part,
\[
\delta \Delta p_{\text{noU}} = \left( f_2/D_r L_{noU} \frac{u_m^2}{2} + gL_{noU} + s u_m L_{noU} \right)
\]
\[
\times \delta \rho_m \frac{u_m}{2} + (f_2/D_r L_{noU} G + sp_m L_{noU})
\]
\[
\times \delta u_m .
\]  
(48)

II.C.4. Total Pressure Drop Oscillation

Adding up all of above pressure drop oscillation parts, the total pressure drop oscillations can be obtained as
\[
\delta \Delta p_{\text{channel}} = \delta \Delta p_{\text{ori}} + \delta \Delta p_{\text{heated}} + \delta \Delta p_{\text{noU}} + \delta \Delta p_{\text{nod}} .
\]  
(49)

If we set the drift velocity \( V_{gj} = 0.0 \), the characteristic equation, derived for NHHNEM, will become that for the HNEM.

II.D. The Characteristic Equation for NHEM

The characteristic equation based on NHEM has been analytically derived in Ref. 1. In this paper, we derive the characteristic equation based on a numerical method since that for the NHNEM was derived numerically. Also, the numerical method avoids the complicated integration procedure that is needed in the analytical method.

The same procedure as adopted for NHNEM can be applied to NHEM. The vapor generation rate of exponential distribution needs to be changed to a constant value corresponding to the equilibrium vapor generation rate \( \Gamma_{s, eq} \), which is defined in Eq. (3). Also, the two-phase region will start at \( z = \lambda_{ij} \). Therefore, volumetric flux conservation equation (26) can be expressed as
\[
\begin{align*}
\frac{\partial j}{\partial z} &= \frac{\Gamma_g}{\rho_g \rho_f} \frac{\Delta \rho}{\Delta \rho} = \frac{v_{fg} q'' P_h}{h_{fg} A_c} = \Omega_1, \quad (50) \\
j(z) &= u_{in} + \Omega_1 (z - \lambda_{eq}), \quad (51)
\end{align*}
\]

and
\[
\delta j = \delta u_{in} - \Omega_1 \delta \lambda_{eq}. \quad (52)
\]

Therefore, the perturbation of volumetric flux will be constant along the channel in the two-phase region.

The density oscillation and mixture velocity oscillation will have the same scheme as NHNEM. However, the density oscillation of the boiling boundary for NHEM will be different from that of NHNEM since the vapor generation rate at the boiling boundary is not zero for NHEM while it is zero for NHNEM. According to Ref. 3, the density oscillation at the boiling boundary for NHEM can be derived as
\[
\delta \rho_{m,1} = \frac{\rho_f \Omega_1}{u_{in} + V_{gj}} \delta \lambda_{eq}. \quad (53)
\]

The pressure drop oscillation scheme will also be the same as NHNEM. Applying the same procedure as NHNEM, the characteristic equation based on NHEM can be derived easily. Similarly, if we set the drift velocity \( V_{gj} = 0.0 \), the characteristic equation, derived for NHEM, will become that for HEM.

III. COMPARISON OF DIFFERENT TWO-PHASE-FLOW MODELS

Using the four two-phase-flow models—HEM, HNEM, NHEM, and NHNEM—developed in Secs. II.C and II.D, the stability maps are plotted in the subcooling number versus phase change number plane.\(^1\)\(^{13}\) The subcooling number is defined as
\[
N_{sub} = \frac{(h_f - h_{in}) \Delta \rho}{h_{fg} \rho_g}. \quad (54)
\]

The subcooling number scales the inlet subcooling and is the dimensionless residence time of a fluid particle in the single-phase liquid region. The phase change number scales the rate of phase change due to heat addition and is defined as
\[
N_{pch} = \frac{v_{fg} q'' P_h L}{h_{fg} A_c u_{in}}. \quad (55)
\]

For the previously mentioned typical SCWR design, stability boundaries are plotted at the pressure of 5.0 MPa for the hot channel (with \( k_{in} = 20.0 \)). Figure 2 compares the four two-phase-flow models. Detailed information on the typical SCWR design that is required to conduct this analysis can be found in Ref. 14.

Figure 2 indicates that HNEM predicts the most conservative stability boundary at high subcooling numbers, whereas HEM yields the most conservative stability boundary at low subcooling numbers. HEM and HNEM predict a more conservative stability boundary both for thermal equilibrium and thermal nonequilibrium conditions. This can be explained physically because in NHEM and NHNEM, the vapor phase always moves faster than the liquid phase. Thus, HEM and HNEM always calculate a higher void fraction and a less stable system compared to NHEM and NHNEM. Therefore, HEM and HNEM predict a conservative stability boundary. On the other hand, at high subcooling numbers, HNEM and NHNEM are found to be more conservative than NHEM and HEM for all models: HEM, HNEM, NHEM, and NHNEM. Physically, HNEM and NHNEM predict a higher void fraction since the subcooled boiling was accounted for in HNEM and NHNEM. However, at low subcooling numbers, the situation reverses: HEM and NHEM predict a conservative boundary. This can also be explained physically. At low subcooling numbers, the subcooled boiling is negligible compared to the saturation boiling. Thus, HNEM and NHNEM do not affect the void fraction calculation much. But, at the saturation boiling region, HNEM and NHNEM with exponential vapor generation asymptotically approach HEM and NHEM, which makes the vapor generation rate of HNEM and NHNEM below that of HEM and NHEM. Therefore, the average void fraction for HNEM and NHNEM is less than that of HEM and NHEM as the inlet subcooling number is below some value.
Physically, the stability boundary differences among the four different models will decrease as the pressure increases. This can be seen from Fig. 3 where various stability boundaries have been plotted at a pressure of 10 MPa for the hot channel.

Therefore, at high pressures, simple HEM may be chosen for a quick check of the system stability boundary. As mentioned previously, the value of multiplier $C_m$ in the two-phase friction factor was assumed to be 2.0. The effect of $C_m$ on the stability boundary was evaluated by setting $C_m = 1.0, 1.5, 2.0, 2.5, 3.0$ for HEM for the hot channel at 10-MPa pressure. The results are shown in Fig. 4.

Figure 4 indicates that the stability boundary will move toward the left as $C_m$ increases. The effects on the stability boundary will decrease as $C_m$ increases. Also, it is seen that applying $C_m = 2.0$ will give reasonable results since $C_m$ ranges from 1.5 to 2.5. It is worth noting that although a constant two-phase friction factor multiplier is used in this paper—which will not hurt the comparative value of the paper—especially since a sensitivity study on the multiplier has been performed and a suitable value was chosen—the multiplier has strong dependence on steam quality. To evaluate the channel stability more accurately, a quality-dependent multiplier should be used.

**IV. MODEL EVALUATION**

To ensure the proper development of the models, the two-phase-flow models developed in this paper are compared with the experimental data of Refs. 15 and 16. The experiments of both Refs. 15 and 16 use water as the working fluid. Reference 15 uses an annulus as the heated channel with water at 70-atm pressure, whereas Ref. 16 uses a circular tube as the heated channel with water at 80-atm pressure.

The nonequilibrium models developed in this paper, HNEM and NHNEM, are compared with the experimental data in Figs. 5 and 6. It is seen that HNEM and NHNEM match the experimental data reasonably well.

The two experiments shown in Figs. 5 and 6 are also used in Ref. 1 to benchmark NHEM developed analytically. The comparison is shown in Figs. 25 and 27 of Ref. 1. To make sure HEM, HNEM, NHM, and NHNEM are correctly developed, HNEM, developed numerically in this paper, is also plotted in Figs. 5 and 6. Comparing Figs. 25 and 27 in Ref. 1 with Figs. 5 and 6 in this paper, one can see that NHNEM is consistent with the analytical model developed in Ref. 1, and therefore, the correctness of NHEM can be confirmed.

Figure 4 indicates that the stability boundary is sensitive to the two-phase friction factor $C_m$. As discussed previously, a value of $C_m = 2.0$ is chosen in this paper. To make sure a correct $C_m$ value was selected, the NHNEM is evaluated against the experimental data by varying $C_m$. The results are shown in Figs. 7 and 8.

One can see from Figs. 7 and 8 that as $C_m$ increases, the stability boundary is sensitive to the two-phase friction factor $C_m$ and NHNEM matches the experimental data well as $C_m = 2.0$. In practice, a higher $C_m$ value can be selected for conservatism.

One can see from Figs. 5 through 8 that the inversion of the stability boundary at low subcooling numbers and
high phase change numbers occurs for HNEM and NHNEM. Further investigations on this phenomenon are required.

The experimental data used in evaluating HEM, HNEM, NHEM, and NHNEM in Figs. 5 through 8 are located in the region of stabilizing with increasing the subcooling number, i.e., the upper part of the stability map. Although the proposed SCWR is designed to operate in the upper part of the stability map for steady-state and sliding pressure start-up operation, further investigation and model evaluation are required for the lower part of the stability map especially for the unusual stability boundary inversion phenomenon mentioned earlier.

Fig. 5. Model evaluation with experimental data of Ref. 15.

Fig. 6. Model evaluation with experimental data of Ref. 16.

Fig. 7. The $C_m$ effects on NHNEM with the experimental data of Ref. 15.

Fig. 8. The $C_m$ effects on NHNEM with the experimental data of Ref. 16.
V. CONCLUSIONS

Through the comparison of stability boundaries constructed using the four different two-phase-flow models, it was found that the homogeneous models, either equilibrium or nonequilibrium, i.e., HEM and HNEM, predict more conservative stability boundaries than the nonhomogeneous models, i.e., NHEM and NHNEM. The nonequilibrium models HNEM and NHNEM are found to be more conservative than the equilibrium models HEM and NHEM at high subcooling numbers, while the equilibrium models HEM and NHEM are more conservative than the nonequilibrium models HNEM and NHNEM at low subcooling numbers. Therefore, generally speaking, among the four different two-phase-flow models, HNEM predicts the most conservative stability boundary at high subcooling numbers, whereas HEM yields the most conservative stability boundary at low subcooling numbers.

In addition, investigation on the system pressure effects on the stability boundaries finds that the differences among the four stability boundaries are decreased as the system pressure increases. Therefore, HEM can be conveniently used with adequate accuracy to check the reactor flow stability at high-pressure operating conditions.

Finally, it is found that the stability boundary is sensitive to the two-phase friction factor $C_m$ and that NHNEM is well-matched with the experimental data at $C_m = 2.0$. In practice, a higher $C_m$ value can be selected for conservatism.

NOMENCLATURE

- $A_c$ = channel flow area (m$^2$)
- $C_k$ = kinematic wave velocity, $C_k = j + V_{eq}$ (m/s)
- $C_v$ = void distribution parameter
- $c_p$ = specific heat at constant pressure [kJ/(kg·K)]
- $D_e$ = hydraulic diameter (m)
- $f_1$ = friction factor at liquid region
- $f_2$ = friction factor at two-phase mixture region
- $f_s$ = friction factor at boiling boundary
- $G$ = mass flux (kg/m$^2$·s)
- $h$ = enthalpy (kJ/kg)
- $j$ = volumetric flux density (m/s)
- $K_m$ = inlet orifice coefficient
- $k_f$ = liquid thermal conductivity [W/(m·K)]
- $L$ = length of fuel rod heated region or channel heated length in the definition of phase change number (m)
- $L_{nod}$ = length of fuel rod lower gas plenum (m)
- $L_{nou}$ = length of fuel rod upper gas plenum (m)
- $N_{pch}$ = phase change number
- $N_{sub}$ = subcooling number
- $P_e$ = Peclet number, $P_e = \frac{GD_e c_p f}{k_f}$
- $P_h$ = heated perimeter (m)
- $p$ = pressure (MPa)
- $q'' (q''_s)$ = surface heat flux (kW/m$^2$)
- $Re$ = Reynolds number
- $s$ = variable of Laplace transformation
- $t$ = time (s)
- $u$ = coolant velocity (m/s)
- $V_{eq}$ = vapor drift velocity (m/s)
- $x$ = flow quality
- $x_{eq}$ = equilibrium quality
- $x_{eq,exit}$ = equilibrium quality at channel exit

Greek

- $\alpha$ = vapor void fraction
- $\Gamma$ = transfer function
- $\Gamma_g$ = actual vapor generation rate (kg/m$^3$·s)
- $\Gamma_{g,eq}$ = vapor generation rate in the thermal equilibrium model (kg/m$^3$·s)
- $\Delta l$ = characteristic length for subcooled boiling, $\Delta l = x_{eq} - x_1$ (m)
- $\Delta p$ = pressure drop (MPa)
- $\Delta \rho$ = density drop between liquid and vapor at saturation (kg/m$^3$)
- $\delta$ = perturbation
- $\lambda_1$ = boiling boundary (m)
- $\lambda_{eq}$ = boiling boundary in the thermal equilibrium model (m)
- $\nu$ = specific volume (m$^3$/kg)
- $\rho$ = coolant density (kg/m$^3$)
- $\Omega_1$ = two-phase mixture phase change frequency, $\Omega_1 = \frac{v_{eq} q''_s h_f}{h_{eq} A_c}$ (rad/s)

Subscripts

- $eq$ = thermal equilibrium
- $exit$ = channel outlet
\[ f = \text{saturated liquid} \]
\[ fg = \text{difference between values of vapor and liquid at saturation} \]
\[ g = \text{saturated vapor} \]
\[ i = \text{axial node number} \]
\[ in = \text{channel inlet} \]
\[ m = \text{two-phase mixture} \]
\[ nod = \text{lower nonheating part} \]
\[ nou = \text{upper nonheating part} \]
\[ ori = \text{orifice} \]
\[ \lambda = \text{properties at net vapor generation point} \]
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