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The fault detection (FD) problem for linear discrete time-varying (LDTV) systems with measurement packet dropouts is considered. The objective is to design a new observer-based fault detection filter (FDF) as a residual generator through employing packet dropout information on the measurement sequence. Based on some new defined input-to-output operators, the FD problem is formulated in a framework of maximizing stochastic $H_\infty$ or $H_\infty/H_\infty$ performance index. By introducing an adjoint-operator-based optimization method, the analytical optimal solution can be derived in terms of solving a modified Riccati equation. A numerical example is provided to demonstrate the effectiveness of the proposed approach.

1. Introduction

The problem of model-based fault detection and isolation has attracted much attention during the last two decades and bred numerous results. One of the most useful strategies is the observer-based fault detection (FD) approach which involves constructing an observer as a fault detection filter (FDF) for generating a residual signal that is sensitive to fault while insensitive to unknown input [1–7]. Among the developments of FD techniques, the $H_\infty$ filtering scheme which formulates the FD problem into the framework of $H_\infty$ filtering is widely used for systems with $\mathcal{L}_2$-norm bounded unknown inputs and faults [8–11]. Another efficient way is the so-called $H_\infty$ optimization scheme which employs $H_\infty$ norm as a robustness measure while the $H_\infty$ or $H_\infty$ norm is introduced as a fault sensitivity measure, and, then, the FD problem can be formulated as an $H_\infty/H_\infty$ or $H_\infty/H_\infty$ optimization problem. In [12–14], the global optimal solution to $H_\infty/H_\infty$ and $H_\infty/H_\infty$ optimization problem is given for linear time-invariant (LTI) systems by coprime factorization and linear matrix inequality (LMI) techniques, respectively. Recent years, some new results are dedicated to this problem for linear time-varying (LTV) systems, especially for linear discrete time-varying (LDTV) systems, under the background that real systems are intrinsically time varying and most industrial processes are operated by digital devices. In [15, 16], the unified approach in [12] is extended to $H_\infty/H_\infty$ optimization FD problem for linear discrete-time periodic systems. Finite horizon $H_\infty/H_\infty$ and $H_\infty/H_\infty$ FD formulation for LDTV systems is proposed in [17–19] and the optimal solution is derived by solving a standard Kalman-like Riccati equation.

On another frontline, research on systems with intermittent measurements has gained growing interests due to that the communication networks are widely utilized in control systems [20–25]. In the literature of control and filtering, stochastic parameters such as the Bernoulli distributed variables and Markov chain are introduced to model the phenomenon of missing measurements, which can be divided into two fundamentally different categories. One is the UDP-like protocol-based model where there is no acknowledgement mechanism of successful delivery of data packets. The other model is based on the TCP-like protocol where successful transmissions of packets are acknowledged at the receiver [20]. With the increasing demands for system safety and reliability, FD for systems with measurement...
packet dropping has become one of the most critical issues and many related results have emerged with the help of LMI technique. In [26], a robust $H_{\infty}$ FDF is designed for LTI systems with missing measurements. In [27–29], the same idea is extended to Markovian jump singular systems, T-S fuzzy systems, and discrete-time switched systems under intermittent measurements condition, respectively. The $H_{\infty}$ filtering FDF scheme is also applied to networked control systems with both induced delays and incomplete measurements through augmenting retarded vectors into delay-free variables and numerical solutions are derived, we refer to [30–34] and references therein. However, it should be noted that most of the existing results are based on $H_{\infty}$ filtering scheme under the assumption that the measurements are transmitted using UDP-like protocol-based model and only infinite-horizon cases are considered. There remain some problems to be figured out in the open area; for example, the existing LMI-based approach does not efficiently work for time-varying systems owing to large computational burden brought by optimization iterative algorithm at each time instant, and, consequently, how to detect a fault for LDTV systems with missing measurements in the TCP-like protocols scenario.

Motivated by the above discussions, the FD problem for LDTV systems with measurement packet dropout in TCP-like protocol frame will be investigated in this paper. The main contributions of the paper are twofold.

1. A more generalized FD problem description in the framework of optimizing stochastic $H_{\infty}/H_{\infty}$ or $H_{\infty}/H_{\infty}$ performance index is formulated by defining input-to-output operator that maps from fault or unknown input to residual signal. Then, a new observer-based FDF is proposed for generating residuals based on the acknowledgement mechanism of data packet transmission.

2. An analytical solution to the aforementioned problem is explicitly expressed by solving a modified Riccati equation through a proposed adjoint-operator-based optimization method.

The remainder of this paper is organized as follows. In Section 2, the FD problem is formulated in the sense of maximizing a stochastic sensitivity/robustness ratio. In Section 3, a unified solution to optimizing stochastic $H_{\infty}/H_{\infty}$ or $H_{\infty}/H_{\infty}$ performance index problem is derived by using the proposed adjoint-operator-based optimization scheme. Finally, an illustrative example is given in Section 4 to demonstrate the effectiveness of our proposed approach.

Notations. Throughout this paper, for a matrix $X$, $X^T$ and $X^{-1}$ stand for the transpose and inverse of $X$, respectively. $R^n$ means the set of $n$-dimensional real vectors. $I$ and $0$ denote identity matrix and zero matrix with appropriate dimensions, respectively. $X > 0$ ($X < 0$) means that $X$ is positive (negative) definite. $E\{\theta(k)\}$ represents the mathematical expectation of $\theta(k)$. $\|\|$ denotes the Euclidean norm of $\xi$, $\|\theta(k)\|_2$ stands for the deterministic $l_2$-norm of $\theta(k)$ with $\|\theta(k)\|_2^2 = \sum_{k=0}^{N} \theta^T(k)\theta(k)$, while $\|\xi(k)\|_E$ for the stochastic case with $\|\xi(k)\|_E^2 = E\{\sum_{k=0}^{N} \xi^T(k)\xi(k)\}$, where $N$ is a positive integer.

$E\{\mu_0, \mu(k), (\zeta_0, \zeta(k))\} = E\{\mu_0^T\Pi\zeta_0\} + E\{\sum_{k=0}^{N} \mu^T(k)\zeta(k)\}$ gives the definition of the inner product on a Hilbert space for $l_2$-norm bounded vector $\mu(k)$ and $\zeta(k)$ with appropriate dimensions, where $\Pi$ is a positive-definite initial weighting matrix. $\Phi\{\cdot\}$ means the occurrence probability of the event “$\cdot$”.

2. Problem Formulation

Consider the following LDTV system with measurement packet dropping:

$$x(k+1) = A(k)x(k) + B(k)u(k) + B_d(k)d(k) + B_f(k)f(k),$$
$$y(k) = y_c(k)x(k) + D_d(k)d(k),$$
$$x(0) = x_0,$$

where $x(k) \in R^n$, $y(k) \in R^{n_y}$, $u(k) \in R^{n_u}$, $d(k) \in R^{n_d}$, and $f(k) \in R^{n_f}$ denote the state, measurement output, control input, unknown input, and fault, respectively. $A(k)$, $B(k)$, $B_d(k)$, $B_f(k)$, $C(k)$, and $D_d(k)$ are known time-varying matrices with appropriate dimensions. $f(k)$ and $d(k)$ are $l_2$-norm bounded signals. $y(k)$ depicts the measurement packet dropouts and is assumed to be a scalar Bernoulli distributed binary stochastic variable; that is,

$$\text{Prob}\{y(k) = 1\} = E\{y(k)\} = \rho,$$
$$\text{Prob}\{y(k) = 0\} = 1 - E\{y(k)\} = 1 - \rho,$$

where $\rho$ is a known constant which can be obtained as prior knowledge through statistical test method [32].

Before describing the underlying problems, the following definition and assumptions are introduced.

Definition 1. System (1) is said exponentially stable in mean square sense (ESMS) with $u(k) = 0$, $d(k) = 0$, and $f(k) = 0$, if there exist $\beta \in (0, +\infty)$ and $q \in (0, 1)$ such that

$$E\{\|x(k)\|^2\} \leq \beta^k q^k \|x(0)\|^2,$$

for any initial condition $x_0$.

Assumption 2. $(A^T(k), \rho C^T(k), 0, C^T(k))$ is stabilizable.

Assumption 3. $(A^T(k), 0, B_d^T(k))$ is exactly observable.

Assumption 4. $y(k)$ is available at each time instant $k$.

The primary object of FD is to construct an FDF for generating a residual signal which is robust to unknown input $d(k)$ while sensitive to fault $f(k)$. Note that the indicator
\( y(k) \) is known due to Assumption 4, and hence \( y(k) \) can be involved in the following observer-based FDF:

\[
\hat{x}(k+1) = A(k)\hat{x}(k) + B(k)u(k) + L(k)(y(k) - y(k)C(k)\hat{x}(k)),
\]

\[
r(k) = V(k)(y(k) - y(k)C(k)\hat{x}(k)),
\]

with

\[
\hat{x}(0) = \tilde{x}_0,
\]

where \( \tilde{x}(k) \in R^n \) is an estimation of \( x(k) \), \( r(k) \in R^n \) is the generated residual, \( \tilde{x}_0 \) is a guess of initial state, \( L(k) \) is the observer gain matrices, and \( V(k) \) is the (regular) post-filters to be determined.

Let \( e(k) = x(k) - \tilde{x}(k) \); it follows from (1) and (4) that

\[
e(k+1) = (A(k) - \gamma(k)L(k)C(k))e(k) + (B_d(k) - L(k)D_d(k))d(k) + B_f(k)f(k),
\]

\[
r(k) = V(k)(y(k) - \gamma(k)C(k)\hat{x}(k)),
\]

\[
\hat{x}(0) = \tilde{x}_0,
\]

where \( \tilde{x}(k) \in R^n \) is an estimation of \( x(k) \), \( r(k) \in R^n \) is the generated residual, \( \tilde{x}_0 \) is a guess of initial state, \( L(k) \) is the observer gain matrices, and \( V(k) \) is the (regular) post-filters to be determined.

After designing the FDF, the remaining task is to evaluate the generated residual. In this paper, we adopt the residual evaluation function in the following forms:

\[
J(k) = \frac{1}{k_f}\sum_{k=0}^{k_f} r^T(k)r(k),
\]

where \( k_f \) denotes the length of the evaluation time window [2]. The corresponding threshold is chosen as

\[
J_{th} = \sup_{f(k)=0} E\{J(k)\},
\]

and hence the occurrence of faults can then be recognized based on the following rule:

\[
J(k) > J_{th}, \quad \Rightarrow \text{a fault is detected},
\]

\[
J(k) \leq J_{th}, \quad \Rightarrow \text{no faults}.
\]

**Remark 5.** Assumptions 2 and 3 are given without loss of generality to guarantee the stability of the proposed FDF. For more details about the definitions on stabilizable and exactly observable, we refer to [24, 36] and references therein. With the aid of time-stamp technique, Assumption 4 is also reasonable due to the acknowledgements of successful transmissions of data packets for TCP-like protocols. Furthermore, under the condition that Assumption 4 holds, our proposed FDF is different from the ones given in [26–29] since the new FDF exploits additional information on the observation sequence.

**Remark 6.** It should be emphasized that since stochastic characteristic is introduced by \( y(k) \), the existing FD problem formulation and results in [17–19] for deterministic LTV systems would not be reasonably established. Our proposed performance index \( \| \mathcal{G}_r^f \|_\infty/\| \mathcal{G}_rd^f \|_\infty \) or \( \| \mathcal{G}_rd \|_\infty/\| \mathcal{G}_rd \|_\infty \) is a generalized stochastic version comparing to that of the existing contributions. In what follows, a novel adjoint-operator-based optimization approach will be proposed with the well-defined linear operator \( \mathcal{G}_rd \) and \( \mathcal{G}_rf \), and we will show that detailed interpretation of \( \mathcal{G}_rd \) and \( \mathcal{G}_rf \) is not necessary owing to our proposed method.

### 3. Main Results

Before deriving the main results of this paper, the following definitions and lemmas should be given.

**Definition 7** (see [37]). Let \( \mathcal{G}_s \) denote an operator or a system mapping from \( L_2 \)-norm bounded space \( S_1 \) to \( L_2 \)-norm bounded space \( S_2 \). An operator \( \mathcal{G}_s^- \) is called to be the adjoint operator of \( \mathcal{G}_s \) from space \( S_2 \) to \( S_1 \) if \( \langle \mathcal{G}_s^T(\mu_0, \mu), \zeta \rangle = \langle \mu_0, \mu \rangle, \mathcal{G}_s^T \zeta \rangle \), for all \( \mu \in S_1 \) and \( \zeta \in S_2 \), where \( \mu_0 \) stands for the initial vector.

**Definition 8** (see [38]). Let \( \mathcal{G}_s \) denote an operator or a system mapping from \( L_2 \)-norm bounded input space \( S_1 \) to \( L_2 \)-norm bounded output space \( S_2 \); then, \( \mathcal{G}_s \) is said to be coisometric if \( \langle \mathcal{G}_s^T \Phi(k), \mathcal{G}_s^T \Phi(k) \rangle = \langle \Phi(k), \Phi(k) \rangle \) for all \( \Phi(k) \in S_1 \).
Lemma 9. For two stochastic operators \( A : y \mapsto z \) and \( B : w \mapsto y \), where \( y, z, \) and \( w \) are \( L_2 \)-norm bounded signals, one has

\[
\|AB\|_\infty \leq \|A\|_\infty \|B\|_\infty, \\
\|AB\|_- \leq \|A\|_\infty \|B\|_-. 
\]

(13)

Proof. Let \( z = Ay \) and \( y = Bw \); we can conclude that

\[
\|AB\|_\infty = \sup_{w \in l_2, w \neq 0} \frac{\|z(w)\|_{L_2}}{\|w\|_{L_2}} = \sup_{w \in l_2, w \neq 0} \frac{\|ABw(w)\|_{L_2}}{\|w\|_{L_2}} \leq \|A\|_\infty \|B\|_- .
\]

(14)

which completes the proof. □

Lemma 10. Consider the following residual generators:

\[
\tilde{x}^{(m)}(k + 1) = A(k) \tilde{x}^{(m)}(k) + B(k) u(k) + L^{(m)}(k) \left( y(k) - y(k) C(k) \tilde{x}^{(m)}(k) \right), \]

\[r^{(m)}(k) = V^{(m)}(k) \left( y(k) - y(k) C(k) \tilde{x}^{(m)}(k) \right), \quad m = 1, 2, \]

where \( L^{(m)}(k) \) is the observer gain matrix such that system (15) is ESMS and \( V^{(m)}(k) \) is the post-filter. Then

\[
r^{(2)}(k) = \mathcal{G} r^{(1)}(k), \]

(16)

where \( \mathcal{G} \) is an operator that maps \( r^{(1)}(k) \mapsto r^{(2)}(k) \).

Proof. By applying Lemma 1 in [18] to (15), we have that for the following residual generators

\[
\tilde{x}^{(m)}(k + 1) = A(k) \tilde{x}^{(m)}(k) + B(k) u(k) + L^{(m)}(k) \left( y(k) - y(k) C(k) \tilde{x}^{(m)}(k) \right), \]

\[
\varepsilon^{(m)}(k) = y(k) - y(k) C(k) \tilde{x}^{(m)}(k), \quad m = 1, 2,
\]

where \( L^{(m)}(k) \) is the observer gain matrix that ensures the stability of (15); an operator \( \mathcal{Q}_\varepsilon \) that guarantees \( \varepsilon^{(2)}(k) = \mathcal{Q}_\varepsilon \varepsilon^{(1)}(k) \) exists, which can be realized as

\[
\xi(k + 1) = \left( A(k) - L^{(2)}(k) y(k) C(k) \right) \xi(k) + \left( L^{(1)}(k) - L^{(2)}(k) \right) \nu(k),
\]

(18)

\[
\varepsilon^{(2)}(k) = \nu(k) C(k) \xi(k) + \nu(k).
\]

The regularity of \( V(k) \) indicates there exists \( V^+(k) \) such that

\[
V^+(k) V(k) = I, \]

(19)

where \( V^+(k) \) denotes the left inverse of \( V(k) \), and then we have

\[
r^{(2)}(k) = V^{(2)}(k) \varepsilon^{(2)}(k) = V^{(2)}(k) \mathcal{Q}_\varepsilon \varepsilon^{(1)}(k) = V^{(2)}(k) \mathcal{Q}_\varepsilon \left( V^{(1)}(k) \right)^+ r^{(1)}(k).
\]

(20)

Thus, from (18), \( \mathcal{Q} \) can be represented as

\[
\eta(k + 1) = \left( A(k) - L^{(2)}(k) y(k) C(k) \right) \xi(k) + \left( L^{(1)}(k) - L^{(2)}(k) \right) \nu(k),
\]

(21)

\[
r^{(2)}(k) = V^{(2)}(k) \left( y(k) C(k) \xi(k) + \nu(k) \right),
\]

where \( \nu(k) = V^{(2)}(k) \mathcal{Q}_\nu \left( V^{(1)}(k) \right)^+ r^{(1)}(k) \). This completes the proof. □

Lemma 11. For system (5), consider the operator \( \mathcal{G}_{rd} \) that maps \( d(k) \mapsto r_d(k) \) which is realized by the following discrete-time system:

\[
e(k + 1) = A_e(k) e(k) + B_e(k) d(k),
\]

(22)

\[
r_d(k) = C_e(k) e(k) + D_e(k) d(k),
\]

where \( A_e(k) = A(k) - y(k)L(k)C(k) \) and \( B_e(k) = B(k) - L(k)D_e(k) \).

Let \( \mathcal{G}_{rd}^* \) be the adjoint operator of \( \mathcal{G}_{rd} \); then \( \mathcal{G}_{rd} \) is coisometric.
if there exists a positive definite matrix $P(\cdot)$ satisfying the following equation:

\[
P(k+1) = B_e(k)B_e^T(k) + A(k)P(k)A^T(k) + \rho L(k)C(k)P(k)C^T(k)L^T(k) - \rho A(k)C(k)P(k)C^T(k)L^T(k),
\]

\[
0 = \rho A(k)P(k)C^T(k)V^T(k) - \rho L(k)C(k)P(k)C^T(k)V^T(k) + B_e(k)D_e^T(k),
\]

\[
I = D_e(k)D_e^T(k) + \rho V(k)C(k)P(k)C^T(k)V^T(k),
\]

\[
P(0) = S^{-1}.
\]

(23)

Proof. Denote $\mathcal{G}_{rd}r_f(k) = [\eta^T(0) \ d^T(0)]^T$. From [39], the state space representation of $\mathcal{G}_{rd}$ can be obtained as

\[
\eta_a(k-1) = A^T_e(k)\eta_a(k) + C^T_e(k)r_d(k),
\]

\[
d_a(k) = B^T_e(k)\eta_a(k) + D^T_e(k)r_d(k),
\]

\[
\eta_a(N) = 0.
\]

(24)

For (24), define

\[
\mathcal{V}(\eta_a(k), k) = \eta_a^T(k)P(k+1)\eta_a(k), \ P(\cdot) > 0.
\]

(25)

Moreover, based on (22) and (24), we have

\[
\mathbb{E} \left\{ \sum_{k=0}^{N} d^T_a(k) d_a(k) \right\} + \eta_a^T(-1)S^{-1}\eta_a(-1)
\]

\[
= \mathbb{E} \left\{ \sum_{k=0}^{N} d^T_a(k) d_a(k) + \mathcal{V}(\eta_a(k-1), k-1) + \eta_a(-1)^T S^{-1} \eta_a(-1)
\]

\[
+ \eta_a(N)^T P(N+1) \eta_a(N) - \eta_a(-1)^T S^{-1} P(0) \eta_a(-1)
\]

\[
= \mathbb{E} \left\{ \sum_{k=0}^{N} \eta_a^T(k) \left[ B_e(k)B_e^T(k) + A_e(k)P(k)A_e^T(k) - P(k+1) \right] \eta_a(k) + 2\eta_a^T(k)
\]

\[
\times \left[ B_e(k)D_e^T(k) + A_e(k)P(k)C_e^T(k) \right] r_d(k)
\]

\[
+ r_d^T \left[ D_e(k)D_e^T(k) + C_e(k)P(k)C_e^T(k) \right] r_d(k) \right\}.
\]

(26)

Remembering that $\mathbb{E}[\gamma(k)] = \rho$ and $\mathbb{E}[\gamma^2(k)] = \rho$, then, from (26) and Definition 8, if

\[
\langle (\eta(0), d_a(k)), (\eta(0), d_a(k)) \rangle = \langle r_d(k), r_d(k) \rangle = \|r_d\|^2_{2,E};
\]

that is, (23) holds, $\mathcal{G}_{rd}$ is coisometric, which completes the proof.

In view of the proposed lemmas above, we now present solutions to the optimization problem (9).

Theorem 12. If Assumptions 2 and 3 hold, then the following matrix pair

\[
L_o(k) = (\rho A(k)P(k)C^T(k) + B_d(k)D_d^T(k))R(k)^{-1},
\]

\[
V_o(k) = R(k)^{-1/2}
\]

(28)

with

\[
R(k) = \rho C(k)P(k)C^T(k) + D_d(k)D_d^T(k) > 0
\]

(29)

give a solution to the auxiliary FDF design problem and $P(k)$ is the solution to the following equation with $P(0) = S^{-1}$:

\[
P(k+1) = A(k)P(k)A^T(k)
\]

\[
- L(k)R(k)L^T(k) + B_d(k)B_d^T(k).
\]

(30)

Proof. We first give the proof of the optimal solution to (9). Let $r_o(k)$ be the optimal generated residual in the sense of (9). Since system (1) is linear, by applying Lemma 10, we know that there exists an operator $\mathcal{G}_r$ such that

\[
r(k) = r_f(k) + r_d(k) = \mathcal{G}_{rf}f(k) + \mathcal{G}_{rd}d(k)
\]

(31)

\[
= \mathcal{G}_r r_o(k) = \mathcal{G}_r \left( r_o(f(k) + r_o(d(k)) \right),
\]

where $r_o(f(k) = r_o(k)|_{f=k=0}$ and $r_o(d(k) = r_o(k)|_{d=k=0}$, which shows that

\[
r_d(k) = \mathcal{G}_r r_o(d(k).
\]

(32)

On the other hand, consider the operator $\mathcal{G}_{rd}$ that maps $d \mapsto r$ in (5); we have

\[
r_o(d(k) = \mathcal{G}_{rd}d(k),
\]

(33)

where $\mathcal{G}_{rd} = \mathcal{G}_{rd}|_{L_d(k) = L_o(k), V(k) = V_o(k)}$, which concludes that

\[
\mathcal{G}_{rd} = \mathcal{G}_r \mathcal{G}_{rf}.
\]

(34)

Similarly, we have

\[
\mathcal{G}_{rf} = \mathcal{G}_r \mathcal{G}_{rf_o},
\]

(35)

where $\mathcal{G}_{rf_o} = \mathcal{G}_{rf}|_{L(k) = L_o(k), V(k) = V_o(k)}$. Hence,

\[
\|\mathcal{G}_{rf}\|_{co} = \|\mathcal{G}_r \mathcal{G}_{rf_o}\|_{co}.
\]

(36)
Based on (24) and according to [40, 41] and Definition 8; that is, if $G_{rd,a}$ is coisometric, we have that

$$\|G_{rd}\|_\infty = \|G_{rd}^{-}\|_\infty = \sup_{r_d, r_d \neq 0} \left\{ \frac{d_a(k), d_a(k)}{\|r_d(k)\|_{2,E}^2} \right\}$$

$$= \sup_{r_d, r_d \neq 0} \left\{ \frac{\left( (G_r G_{rd,a}) r_d(k), (G_r G_{rd,a}) r_d(k) \right)}{\|r_d(k)\|_{2,E}^2} \right\}$$

$$= \sup_{r_d, r_d \neq 0} \left\{ \frac{G_r r_d(k), G_r r_d(k)}{\|r_d(k)\|_{2,E}^2} \right\} = 1$$

and the following inequality is immediately established based on Lemma 9:

$$\|G_r\|_\infty = \|G_r G_{rd,a}\|_\infty \leq \|G_r\|_\infty = \|G_{rd,a}\|_\infty \|G_r\|_\infty$$

(38)

which gives the optimal value of maximizing the performance index $\|G_r\|_\infty / \|G_{rd,a}\|_\infty$. Following the same idea, we can prove that

$$\|G_r\|_\infty = \|G_r G_{rd,a}\|_\infty \leq \|G_r\|_\infty = \|G_{rd,a}\|_\infty \|G_r\|_\infty$$

(39)

Furthermore, from Lemma 11, by solving the following equations in (23):

$$\rho A(k)P(k)C^T(k)V(k) - \rho L(k)C(k)P(k)C^T(k)V(k) + B_c(k)D_e(k) = 0,$$

$$D_c(k)D_e^T(k) + \rho V(k)C(k)P(k)C^T(k)V^T(k) = I$$

(40)

we can obtain (28) and consequently

$$P(k + 1) = B_c(k)B_c^T(k) + A(k)P(k)A^T(k)$$

$$+ \rho L(k)C(k)P(k)C^T(k)L^T(k) - \rho L(k)C(k)P(k)A^T(k)L^T(k)$$

$$- \rho A(k)C(k)P(k)C^T(k)L^T(k),$$

$$P(0) = I$$

(41)

turns to (30).

Next, we discuss the stability of the proposed FDF. In fact, by introducing $w(k) = \gamma(k) - \rho$ satisfying

$$E\{w(k)\} = 0,$$

$$E\{w(i)w(j)\} = \varepsilon \delta_{ij},$$

(42)

where $\varepsilon = \rho - \rho^2$ and $\delta_{ij}$ means the Kronecker delta function, an artificial stochastic backward control system associated with (24) can be defined as follows:

$$x_\alpha(k - 1) = \left( \bar{A}_c(k) + w(k)A_{cw}(k) \right)^T(k)x_\alpha(k)$$

$$+ \left( \bar{C}_c(k) + w(k)C_{cw}(k) \right)^T(k)u_\alpha(k),$$

(43)

$$x_\alpha(N) = 0,$$

where $\bar{A}_c(k) = A(k) - \rho L(k)C(k)$, $A_{cw}(k) = L(k)C(k)$, $\bar{C}_c(k) = \rho V(k)C(k)$, and $C_{cw}(k) = V(k)C(k)$.

From [36], if Assumptions 2 and 3 hold, there exists a unique positive solution $P(\cdot)$ to (30) in the sense of finding a linear quadratic (LQ) control law $u_\alpha(k)$ to (43). Furthermore, following [42], the proposed FDF is ESMS. This completes the proof.

Theorem 12 addresses a static solution to the two-objective optimization problem (9). A more generalized dynamic operator form of this theorem can be derived as follows.

Theorem 13. Let $L(k)$ be any observer gain that guarantees the stability of the proposed FDF (4); then $V_o(k)$ that maps $v(k) \mapsto r(k)$ in the following way presents a dynamic post-filter for the auxiliary FDF design problem:

$$\xi^o(k + 1) = \left( A(k) - L_o(k)\gamma(k)C(k) \right)\xi^o(k)$$

$$+ \left( L(k) - L_o(k) \right)v(k),$$

$$r(k) = V_o(k)\gamma(k)C(k)\xi^o(k) + v(k),$$

(44)

where $L_o$ and $V_o$ are determined in (28) and (30).

Proof. The proof is straightforward as a result of Lemma 10. Hence, it is omitted here.

Theorem 12 can be readily extended to the stationary FDF design over an infinite horizon. In this case, the system matrices $A(k)$, $B(k)$, $B_f(k)$, $B_d(k)$, $C(k)$, and $D_d(k)$ will be replaced by constant matrices $A$, $B$, $B_f$, $B_d$, $C$, and $D_d$, respectively. The following result, which is the stationary version of Theorem 12 for LTI systems with measurement packet dropping, can be obtained by redefining $\nu(\eta_{ij}(k)) = \eta_{ij}(k)P\eta_{ij}(k)$ in Lemma 11 with a constant $P$ and replacing the Riccati difference equation (30) by a corresponding algebraic Riccati equation. In addition, from [24, 42], the ESMS of the proposed FDF can be guaranteed when Assumptions 2 and 3 are satisfied.

Corollary 14. Consider system (1) with constant system matrices and zero initial state. If Assumptions 2 and 3 hold, then the following matrix pair

$$L_o = \left( \rho A PC^T + B_d D_d^T \right) R^{-1},$$

$$V_o = R^{-1/2}$$

with

$$R = \rho CPC^T + D_d D_d^T > 0$$

(45)
give a solution to (9) in infinite horizon and $P$ is the solution to the following equation:

$$P = APA^T - LRL^T + B_dB_d^T.$$  \tag{47}$$

**Remark 15.** Theorem 12 gives unified analytical solutions to the associated FDF design problem of optimizing the defined stochastic $H_\infty/H_{\infty}$ and $H_{\infty}/H_{\infty}$ performance indices. It can easily conclude the following.

(i) If $\rho \neq 1$; that is, there measurement packet dropping occurs, the solution to the FDF design problem is derived based on a modified Riccati equation (30).

(ii) If $\rho = 1$; that is, there is no measurement packet dropout, our results will coincide with the one given in [18, 19], where the modified Riccati equation (30) will reduce to a standard Kalman-like filtering Riccati equation.

**Remark 16.** Roughly speaking, the measurement packet dropping phenomenon depicted by the Bernoulli random variable can be divided into three categories, that is, measurement packet dropouts, stochastic finite step delay, and multiple packet dropouts [20]. It can be concluded that if the packet dropouts indicator (as $y(k)$ in this paper) is on-line known, our proposed algorithm can be applied to these scenarios.

**Remark 17.** It should be pointed out that for system (1), the existing $H_{\infty}$ filtering-based fault estimation approach in [39] cannot achieve the fault detection goal since the fault distribution matrix in the measurement $y(k)$ is zero. However, our solution is independent on the fault distribution matrices, which infers its more generalized availability. In addition, comparing to the LMI-based $H_{\infty}$ fault estimation approaches given in [26–29], the proposed results are in analytical form and load less computational burden.

4. Numerical Example

To illustrate the effectiveness of the proposed method, we consider (1) with the following parameter matrices:

$$A(k) = \begin{bmatrix} 0.8 & 0.6 & 0 \\ 0 & 0.5 & 0.5 \\ 0 & 0 & 0.7 \end{bmatrix}, \quad B_d(k) = \begin{bmatrix} 1.3 \\ 0.5 \\ 1 \end{bmatrix},$$

$$B_f(k) = \begin{bmatrix} 0.7 \\ 1 \\ 0.8 \end{bmatrix}, \quad C(k) = \begin{bmatrix} -0.5 & 1.5 & 0 \end{bmatrix},$$

$$D_d(k) = 0.5.$$

The missing measurement rate $y(k)$ is displayed in Figure 1 with mean $\rho = 0.8$ and the unknown input $d(k)$ is simulated in Figure 2. A stepwise fault signal is assumed to be as follows:

$$f(k) = \begin{cases} 1, & k \in [31, 60] \\ 0, & \text{otherwise.} \end{cases} \tag{49}$$

Set $P(0) = I$. We design the FDF by directly applying Theorem 12. The generated residual $r(k)$ is shown in Figure 3 and its residual evaluation function $J(k)$ in (10) is displayed in Figure 4 with the corresponding threshold $J_{th} = 0.7457$. It can be seen from the simulation results that $J(32) = 2.2504 > J_{th}$ which implies that the residual can deliver fault alarm in 1 second after it occurs.

5. Conclusions

In this paper, the problem of FD for LDTV systems with measurement packet dropping has been dealt with. Under the condition that the packet dropout indicator is on-line available, an observer-based FDF has been employed as a residual generator through exploiting the information brought by the packet dropout indicator. The design of FDF has been formulated in the framework of maximizing stochastic $H_\infty/H_{\infty}$ or $H_{\infty}/H_{\infty}$ performance index. An analytical optimal solution
has been derived by solving a modified Riccati equation based on the proposed adjoint operator optimization method. The achieved result has been illustrated by a numerical example.
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