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Spatiotemporal quantification of the blood flow in the human vasculature has been greatly aided with the non-invasive proposition offered by Doppler ultrasound. However, relatively large deviation of the blood flow measurement from the actual value is expected, owing to a number of contributing factors. The research work expounded here attempts to ameliorate the accuracy of the blood flow output quantification by combining the Doppler measurement with the computational fluid dynamics modeling based on Navier-Stokes equation. In vitro assessment of the integrated approach was carried out with custom made phantom and probe positioning Mechatronic system. Analysis of the experimental results showed that, compared to the stand alone Doppler ultrasound measurement, the integrated model gives better accuracy in quantifying the volume flow rate.
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1. Introduction

Accurate determination of in situ blood volumetric flow rate and pressure is of paramount importance for the prognosis and for the post-treatment assessment of many arterial diseases. Literature supports various analyses performed mainly through the empirical and constitutive relationship between the flow parameters and arterial properties [1], [2]. Non-invasive arterial blood flow quantification which previously possessed great challenge can now be performed with relative ease utilizing Doppler ultrasound techniques [3]. Hence, it is hardly a surprise
that the number of Doppler applications in clinical practice has significantly increased during the last decade. Its utility has also been further extended and demonstrated for assessing the vasculature inside the human skull [3], [4]; overcoming the difficulty that arose from the anatomical location and the acoustic properties of the skull which in general hinder the applicability of the ultrasound. Doppler has also been used as an extension function to optical coherence tomography in measuring the blood flow [5].

Doppler Ultrasound Systems (DUS) use ultrasound waves as its sensing modality and generally have both continuous and pulsed wave in order to optimize each of its advantage [6]. They are also usually further enhanced with B-mode (Brightness-mode) where a linear array of transducers simultaneously scans a plane and display the scanning output as a two dimensional image on screen and other additional features which greatly improves its capability in extracting information pertinent to a particular flow at a specific location and time instance. However, despite all the advantages an ultrasound system can offer, its usability is also constrained by several limitations. Ultrasound requires a medium which has similar acoustic impedance to that of the ultrasound transducer’s material in order to transfer the ultrasound beam effectively. In its due course, the beam experiences attenuation such as scattering, refraction, etc., thus limiting its depth of penetration or spatial resolution [7]-[9]. Careful preparation is required to fully maximize its functionality.

In addition to the above mentioned problems, all of the DUS systems also suffer from the problems incurred during the flow quantification such as measurement of the component of the velocity which is parallel to the axis of the Doppler transducer, determination of the angle between the axis of the flow and the transducer’s axis, and last but not least the measurement of the cross-sectional area of the blood vessel [6], [10]. An error in measuring the angle between the transducer’s axis and axis of the flow could be as large as 4 to 6% for every degree of error in its most accurate range of measurement angle (Figure 1) [9]. For example, if the error in determining the measurement angle is 2 degree, the error in flow volume quantification can be as large as 8 to 12% of the real flow volume. Most accurate range of measurement angle refers to the range of angle where the cosine (angle) changes less rapidly with change in the angle. This value of cos(angle) is important since it is one of the terms that constitute the formula of the Doppler flow volume quantification. For Doppler that also utilizes B-mode, the optimum measurement angle is about 60° [6]. Based on this, the error is expected to be larger when the measurement angle is not within the most accurate range of measurement. Similarly, an error in presuming the velocity vector could lead to significant over or underestimation of the volumetric blood flow. The error is also increased if, as in a typical volumetric calculation, the artery diameter is presumed to be constant, which is far from reality. Due to the pulsatile flow, the artery diameter changes with time since the arterial wall is a visco-elastic material. Even if the mean artery diameter is used during the calculation, for instance in the case of carotid artery, it could still lead to an estimated 0.4 to 3.6 % error in measurements [11]. And this does not include the fact that the artery is not a perfect circle and the presence of disease such as stenosis will further complicate the matter.

Several solutions to this problem have been presented. These include: the use of multiple transducers to give 2D or even 3D velocity vectors which is done in the effort to avoid making assumption on certain flow characteristics [12]; garnering multiple samples in a 2D plane instead of relying on uniform insonation in order to measure the shape of the instantaneous velocity profile [13]; development of an Attenuation Compensation method by producing two ultrasound beams with one beam used to calibrate the other [14]; and the development of the assumed velocity profile method which is the variation of Duplex
method, where the mean velocity is determined from the time-averaged maximum Doppler shift [15]. While these methods reduce the error, they require substantial amount of computational power and having multiple transducers create complications in system arrangement and calibration. Taking these issues in consideration, it appears that there is compelling reasons to re-assess the applicability of the Doppler ultrasound in the arterial blood flow quantification and to deduce an alternative or complementary approach to improve the flow measurement outcome.

![Figure 1 Doppler ultrasound beam measurement angle](image)

Blood flow quantification through numerical modeling based on fluid dynamics equations are proposed in this paper to complement the measurements conducted by the DUS. Blood flow modeling itself has been studied extensively over time and plenty of researchers have attempted to develop them mostly using the Navier-Stokes (NS) equation and its simplified version [16]-[20]. During the course of the model development several assumptions were introduced mainly regarding the mechanics of the arterial wall. Each of the derived models validates and accounts for a certain paradigm and condition pertaining to a set of predefined nature. With the changes in the governing parameters, the output of the model may find it hard to reflect the real output. In quantifying the volumetric blood flow, for example inside the brain vasculature, for the purpose of knowing the state of, in this case brain perfusion, it is paramount that the estimation is highly accurate. In order to have a good model, it is necessary to have accurate representation or estimation of the governing parameters. However, it is also necessary to put some restraint to limit the complexity of the model to aid its efficiency and applicability in real-time situations. Unfortunately, as found in the precedential studies, even for the vigorously developed blood flow model, there is still discernible disparity between the measured blood flow and the theoretical/computational models [21]-[24]. This further impels for alternative integrated or complementary approach for blood flow modeling.

This paper elucidates the development of the combined Doppler ultrasound and CFD modeling for blood flow quantification. Findings obtained from earlier Doppler experiments by other researchers’ show that there are weaknesses with regard to the Doppler ultrasound applicability and results. Likewise, the computational methodology has its own drawbacks, most notably the time consumption for obtaining realistic results. The combined approach presented here is intended to be an alternative way to improve the said weaknesses. The validation of the aforementioned approach involved an experimental set-up targeted to emulate the carotid artery on a simple level, as well as numerical simulations (CFD).
The research project elaborated here comprised two mains stages. The first stage was the verification of the efficacy of the Doppler ultrasound in measuring the volumetric blood flow in human body through an experimental set up. It was necessitated for the re-assessment of the Doppler ultrasound capability in performing arterial blood flow quantification. The second stage was the derivation of the flow model which was based on a custom built phantom for the validation.

The remainder of the paper is divided into a few sections as follows: Section-2 explains the in vitro Doppler experimental set-up and procedure, and the standalone Doppler measurement is expounded. Section-3 propounds the development of the CFD, while the integrated approach is presented in section-4, where the simulation output of the developed approach is also elaborated and discussed in detail. Finally, section-5 concludes the outcomes of this study along with suggestions for future work.

2. Doppler Ultrasound Experimentation

In this section, the experimental set-up along with the results of this study is presented. The accuracy of the Doppler technique depends mainly on the precise positioning of the ultrasound source with respect to the target blood vessel, measurement details of the vessel size, and the presence of interfering noises (e.g. artifact, bubbles) [6], [25]. When performing the experiments, these factors were minimized to optimize Doppler measurement. The following sub-sections give elaborate explanation with regard to the experimental fixture, testing procedure, testing results and discussions.

2.1. Experimental set-up

A mechanical arm was configured for positioning of the Doppler probe. The line diagram of the mechanical interface is given in figure 2. The Doppler probe was attached to the end-effector of the arm. The mechanical arm consisted of four degrees of freedom (DOF) for precise positioning of the ultrasound probe with respect to the predefined target. Commercially available linear guide [26] was utilized for better alignment and accuracy. The movement precision was expected to be within 0.1mm for translational axis and 0.1° for rotational axis. Available travel distance for each axis was ensured to have enough leverage for small distance transducer movement. Other features of the experimental set-up consisted of tissue mimicking phantom, blood mimicking fluid (BMF), BMF reservoir, pumping system which includes the tubing, Doppler ultrasound system, and the probe holder which was attached to the positioning system.

Agar whose acoustic properties are comparable to human tissue was selected as tissue mimicking phantom [27]. Table 1 shows agar properties compared to the International Electrochemical Commission (IEC) guideline. Doppler signal, when applied to blood flow, is collected from the scattered signal by the red cells suspension. The blood mimicking fluid (BMF) for Doppler ultrasound application should closely match the acoustic and mechanical properties of the blood. The BMF solution used here was made from the mixture of glycerol, sodium iodide and water. The composition of the mixture is, 37%, 16% and 47% respectively, based on the study by Majid et al. [28] who showed that the physical properties of this composition are able to mimic those of the blood. Table 2 gives the properties of the BMF.
Figure 2 Schematic diagram of the mechanical arm

Table 1 Properties of the tissue mimicking material at room temperature (~295K) [6], [27]

<table>
<thead>
<tr>
<th>Physical Quantity</th>
<th>IEC Standard</th>
<th>Agar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (kg m⁻³)</td>
<td>1040±100</td>
<td>1050±10</td>
</tr>
<tr>
<td>Velocity (m s⁻¹)</td>
<td>1540±15</td>
<td>1540±10</td>
</tr>
<tr>
<td>Attenuation (dBcm⁻¹ MHz⁻¹)</td>
<td>0.5±0.05</td>
<td>0.5-0.85</td>
</tr>
</tbody>
</table>

A peristaltic pumping system (P100L-100, Ravel Hiteks) was used to pump the BMF through the phantom vessel [29]. By using the pump, the flow speed of the BMF can be varied (pump speed range from 0 to 99 RPM). The volumetric fluid flow is calculated from the reference formula given by the manufacturer (Eq. 1) with respect to the internal diameter (ID) of the silicone tubing that is used.

The ID of the silicone tubes employed were 2.7mm and 8mm respectively, which do not exactly correspond to the internal diameter of the common carotid artery (CCA) and internal carotid artery (ICA) [30], which were attempted to be emulated, due to the difficulty of obtaining the suitable tube dimension. However, this did not pose a problem since the phantom was used to gauge the applicability and efficacy of the Doppler ultrasound, and slight differences in internal tube diameter were not expected to alter the outcomes. For each of the tubing, the pump roller was adjusted and the flow output calibrated manually by matching the actual flow output and the theoretical estimation:

\[ Q_p = V_m F_T \]  \hspace{1cm} (1)

where, \( Q_p \) is the pump flow volume in ml/min, \( V_m \) is the motor’s speed in RPM (Revolutions per Minute), and \( F_T \) is the tube flow rate in ml/rev.
Table 2 Properties of a standard BMF [6], [28]

<table>
<thead>
<tr>
<th>Properties</th>
<th>IEC 1685 Draft Spec.</th>
<th>Human Blood @310K</th>
<th>BMF @~295K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scattering Particle</td>
<td>-</td>
<td>Red Blood cell (RBC)</td>
<td>Glycerol</td>
</tr>
<tr>
<td>Particle size (μm)</td>
<td>-</td>
<td>7</td>
<td>-</td>
</tr>
<tr>
<td>Hematocrit (% Vol.)</td>
<td>-</td>
<td>45</td>
<td>53</td>
</tr>
<tr>
<td>Density (kg m⁻³)</td>
<td>1050±40</td>
<td>1053</td>
<td>1244</td>
</tr>
<tr>
<td>Viscosity (mPa s)</td>
<td>4±0.4</td>
<td>3</td>
<td>4.31±0.03</td>
</tr>
<tr>
<td>Velocity (ms⁻¹)</td>
<td>1570±30</td>
<td>1583</td>
<td>-</td>
</tr>
<tr>
<td>Attenuation (dB/cm MHz)</td>
<td>&lt;0.1</td>
<td>0.15</td>
<td>-</td>
</tr>
<tr>
<td>Backscattering (dB)</td>
<td>Comparable to RBC</td>
<td>0</td>
<td>Comparable to RBC</td>
</tr>
<tr>
<td>Fluid properties</td>
<td>Newtonian</td>
<td>Non Newtonian</td>
<td>Newtonian</td>
</tr>
</tbody>
</table>

The Doppler ultrasound system used in this research was the Aloka Prosound SSD-3500SX Doppler system combined with the Aloka UST-5542 probe [31]. It comes with numerous delectable qualities that will enhance the sampling calculation of the velocity measurement such as quint frequency imaging, tissue harmonic echo, multi-beam processing capabilities, etc. The overview diagram of the experimental set up is shown in figure 3. As can be seen from the figure, the Doppler probe is attached to the mechanical arm’s end-effector and subsequently positioned to interface with the phantom. The inset in figure 3 shows the attachment part where the probe is glued to the link which in turn is attached to the positioning jig. The probe is tangentially in contact with tissue phantom. To ensure constant contact, jelly is added to the surface of the phantom and the probe. Inside the phantom, BMF is circulated by the pump through the silicone tube.

Figure 3. Overall schematic diagram of the experimental set-up.

2.2.Methodology

In order to calculate the volumetric fluid flow, the cross-sectional area of the flow vessel has to be determined. There are several methods to measure the cross-sectional area and one of those methods uses the B-scan (otherwise also known as B-mode or 2D-mode) image. This method is considerably more effective than other methods, especially when the resolution of
the system is high and the positioning of the probe with respect to the blood vessel is known. Using the same imaging technique it is possible to see the vessel from different planar views, which help in determination of the vessel diameter. By placing the probe orthogonal to the vessel, the cross-sectional area can be determined. The probe was rotated by small angles to obtain the smallest diameter. It is imperative that the value of the diameter is captured as accurately as possible since a small deviation from the actual diameter will have significant effect on the volumetric blood flow due to the quadratic function of vessel diameter in the calculation of the total vessel area.

The area of the blood vessel was considered to be a perfect circle. However, this is not the case in an actual blood vessel. The circumference of the circle is not smooth and the diameter is changing periodically due to dynamics changes in blood pressure. In fact, it has been found that the variation in the common carotid artery is up to 6.7% based on a study by Beach et al. [32]. Other sources of errors can be ascribed to the limitation of the ultrasound axial resolution and uniformity of the ultrasound insonation. The angle of the ultrasound beam with respect to the blood vessel axis was determined by aligning a dedicated cursor on the B-scan image with the vessel axis. It was found that the optimum angle is about 60º where a good compromise between the B-scan and Doppler scan can be achieved. Accurate aligning poses a problem, especially since the flow is generally not totally parallel to the vessel axis and alignment of the probe with respect to the jig was not perfect. Furthermore, note that at 60º angle, the measurement error can be high considering that the cosine varies rapidly with the changes in the angle around 60º. The pump utilizes two rollers to achieve pressure gradient at the two sides of the tubes in order to make the fluid flow from one point to another. Simulating the pulsatile flow is understandably more difficult than the steady flow. The flow waveform is produced by using the pump through its flow cycle. It is theoretically possible to emulate the systole and diastole flow. However, in present experiment a constant flow rate within an emulated cardiac cycle is used.

In some of the Doppler images obtained from the experiments, reflected pressure waveforms could be found at the distal end of the tube due to the change in the impedance (see figure 4). The change in impedance created bipolar BMF flow, which is represented by two different color codes in figure 4, due to the discordance between the Doppler waveform and the flow waveform. Similar observations were reported from a study by Hoskins [33]. Furthermore, it is observed in figure 4 that flow outside of the tube boundaries (white horizontal lines) appears to exist. It is believed that these artefacts were caused by the noise signal associated with the high Doppler gain used [6] and possibly also due to the movement of the tube inside the agar. These problems were reduced if not eliminated in the following experiments by addressing the source problem (the gain used) and by introducing better holding mechanism for the tissue mimicking material and the BMF tube.

Due to the changing positions of the tubes and the roller adjustment, the output from the pump was expected to be slightly different from the theoretical calculation. In order to compare the theoretical output and the actual output from the pump, a number of tests were performed. Inaccuracy was observed which can be attributed to the measurement errors during the flow output calculation and the precision of the pumping timing. Nevertheless, the percentage of the error was less than 5% for almost all of the tests and this error seemed to be less when the flow velocity of the input was higher. Hence, it could be safely assumed that the actual output matches the theoretical output and therefore the theoretical calculation could be used for subsequent calculation where the nominal volumetric flow output was required.
2.3. Accuracy of the Test

Flow in circular uniform tube is considered to be laminar when the Reynolds number (Re) is below a threshold which is commonly called the critical Re ($Re_{cri}$). For uniform tube the $Re_{cri}$ is between 2000 – 2500 [34]. Using Eq. 2, it was theoretically verified that the BMF flow inside both tubes was generally laminar.

$$Re = \frac{\bar{v}D}{\nu}$$  \hspace{1cm} (2)

where, $\bar{v}$ is the average flow velocity, $D$ is the diameter of the vessel and $\nu$ is the kinematics viscosity of the fluid.

The velocity profile of the flow changes over the tube length. Any upstream disturbances should have dissipated after certain length from the inlet and the flow is to be considered fully developed. The required entrance length for the flow development in this study can be calculated by using: $X = 0.03D(Re)$, where $X$ is the required inlet length. This is the available formula to calculate the entrance length in circular tube for laminar flow [34]. From the computation, it was found that the actual tube length between the pump (inlet) and the Doppler measurement point is much longer than the required distance (more than three times) and thus it was inferred that the entrance effect in the tube flow has been nullified. However, unsteady flow could be seen qualitatively during the tests. This unsteady flow contributed to the inaccuracy in the velocity flow measurement due to the non-uniformity of the flow profile. One of the possible reasons for this was that even though the length is sufficiently long, the path was not totally straight, especially when the fluid was moving (there was no force applied to hold the tube in fixed position) and hence the unsteady flow observed during the experiment. This change in dimension which causes unsteady flow is well documented in many cases such as the one reported by Evans et al. [6] and Eriksen [11]. The flexibility of the silicone tube may be responsible for this as well. The extent of the unsteady flow’s effect on volumetric flow calculation is difficult to estimate, apart from a few developed models in particular conditions [16-18].

In order to reduce the error due to the inaccuracy in determining the relative position of the probe and the target, a sensory system might be a viable solution. The sensory system needs
to be able to give a good measurement of the position and orientation of the target blood vessel. However, even though the position reference is accurate, the flow waveform does not really conform to the axis of the flow vessel. Hence, aside from having sensory plus automated system, model estimations of the flow waveform is needed for accurate estimation of correction angle and beam steering. Based on the conclusion inferred from previous tests, the tube is manually clamped and the position of the probe with respect to the predefined target is measured more vigorously in order to improve the results. Error in the volumetric flow output measurement is subsequently estimated at different motor speeds for different correction angles. This is done in order to verify the severity of the effect of the angle measurement inaccuracy toward the flow calculation. From the results, useful information could also be extracted for flow analysis.

To find out the relative position of the probe and the target, kinematics modeling was employed. Kinematics modeling of a manipulator structure is a way to describe a manipulator position with respect to a fixed Cartesian frame without concerning itself with the force and the moments that cause the motion [35]. The formulation of the kinematics model can be divided into two parts which are forward kinematics and inverse kinematics. The former is used to determine a general and systemic way to describe the motion of the end-effector as a function of the joint motion. Meanwhile, the latter concerns the transformation of the desired motion prescribed to the end-effector in the workspace into the corresponding joint motion [35]. The coordinate system was derived using modified Denavit-Hartenberg (D-H) method developed by Khalil et al. [36]. D-H is a standard robot kinematics model due to its value in physical interpretation, strict definition and applicability in multiplicative structure. On the other hand, the modified D-H refers to a D-H method with slight alteration in its derivation in order to eliminate the weakness of the original D-H method. For some positions in the joint space, due to the redundancy of the degree of freedom, more than one solution could be obtained. In order to have a unique solution, two scenarios were generated, one with moving rotational axis and one without moving rotational axis.

2.4. Results and Discussions

Figure 5 shows the measurement error for different sets of conditions. Each point in the polynomial fitting represents the average value of three experiment set of the same parameters. From the graph it can be seen that the flow measurement error ($\varepsilon$) increases exponentially in both direction deviating from the correct measurement angle ($\alpha$). This finding conforms to the output produced by similar studies elaborated by Evans et al [6]. Fortunately, $\varepsilon$ is relatively small (<5%) as long as the error in $\alpha$ is less than ~3°. In addition, it is beneficial to have smaller $\alpha$ (less than 60°) in order to minimize the $\varepsilon$ caused by the error in $\alpha$. However, the B-scan image requires the probe to be orthogonal to the target. Therefore, a compromise is needed and 60° measurement angle is considered to be optimum.

Triangulation was used to find the distance between the probe and the target in which two reference points are determined and the distance for the third point is found from the correlation of the known distance of the other two points and the third point. This was done in order to improve the measurement accuracy. It was determined that there are three sources for inaccurate measurement of the flow, namely probe placement within the holder, tissue mimicking phantom placement and vessel placement within the tissue mimicking phantom. Each of these three factors contributed 0 to 2° (absolute value) error in position measurement.
The inference came after a series of tests. In each set of tests (each set has 25 measurement sample), one parameter was measured (e.g. the probe placement). The manual measurement was done to a previously known distance of the measured object. The value of the manual measurement is then compared to the known value and the error was established. From the tests, it was found that the relative error is $<2^\circ$ with majority is less than $1^\circ$. The cumulative error, assuming the extreme case where all the maximum error from each possible error is added, can be as large as $\pm6^\circ$ which in turn will give extremely high error in the volume flow calculation since the flow calculation depends on the cosine of the angle between probe beam and the flow vector. The relation between flow volume, velocity and the angle is described by [6]:

$$\bar{Q} = \frac{1}{T} \int_{t=0}^{T} A(t)\bar{v}(t)dt$$  \hspace{1cm} (3)

$$\bar{v}(t) = \frac{\tilde{f}_d(t)c}{2f_c \cos \theta}$$  \hspace{1cm} (4)

where, $\bar{Q}$ is the average flow volume, $A(t)$ is the cross-sectional area of the vessel (which is taken as a constant), $\bar{v}(t)$ is the spatial mean velocity of the flow within the vessel, $T$ is the total time period, $\tilde{f}_d(t)$ is the instantaneous Doppler shift, $f_c$ is the transmitted zero-crossing frequency, $\theta$ is the angle between the ultrasound beam and the vessel axis, and $c$ is the velocity of ultrasound in the medium.

![Figure 5](image)

Figure 5 Measurement errors for different flow velocities with solid lines represent the polynomial curve fitting

It is perceived that the occurrence of the ‘extreme’ error (e.g. $\pm6^\circ$) is small. To predict the most-likely-to-occur error, Gaussian distribution was employed, which may be formulated as [37]:

$$f_s(x) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \quad -\infty < x < \infty$$  \hspace{1cm} (5)

$$z = \frac{x - \mu}{\sigma}$$  \hspace{1cm} (6)

where, $f_s(x)$ is the central limit theorem probability density function, $\chi$ is the sample point, $\mu$ is the mean, $\sigma$ is the standard deviation. For 95% confidence interval, $-1.96 < z < 1.96$. 
For this experiment, the standard deviation is estimated to be $\sigma=2$ in order for the calculation to remain truthful to the actual data while avoiding prediction which is overly conservative. This estimation can be further improved by taking more samples. However, in our case the samples taken are sufficient ($n=25$) to be the representative of the population. Using the calculation elaborated above with beam angle of $15^\circ$, a range of error in $\alpha$ was determined. Subsequently, the corresponding $\varepsilon$ with respect to a range of $\alpha$ for different motor speeds were calculated and plotted in figure 6. From figure 6, it can be inferred that the flow output error will likely be under 12%. The $\sigma=2$ used is considered large if automatic positioning system is employed since such mechatronics systems yield even better accuracy. It has to be noted that during the test some of the probe movement and measurement of the relative position are done/obtained manually and thus contributed to the measurement inaccuracy. The resulting measurement error can be reduced (substantially) if some automated (and sensory) system is used since accuracy in sub-mm is highly probable for an automated system [38]. Hence, it is expected that the result can be further refined.

![Figure 6](image)

**Figure 6** Errors interval for different pump’s motor speeds and flow velocities

### 3. Blood Flow Modeling

The inputs from the ultrasound sensor complements the flow model developed either as an input parameter or a feedback parameter to fine tune the model. Following is the elucidation of the flow model development.

#### 3.1. Computational Fluid Dynamics

Blood flow modelling has been studied in details for many years [16]-[24]. Various modelling parameters either stand alone or in combination with each other are presented in numerous publications. Most of them are intended to be used in specific part of the vasculature under certain conditions or assumptions. It is undeniably difficult to have a model that can cater for a wide range of predefined conditions. Even so, some researchers have tried to find a general model that can be used as a representative for a good range of vasculature variation, although slight modification is still needed. Arguably, it is close to impossible to find a universal model that can account for the variation of multitude parameters in a complex system of human physiology within the limit of the online calculation efficiency that is normally required.
The model developed by the authors was required to be able to give flow rates and possibly pressures in various discrete locations of the blood vessels. For the modelling, the CFD software, *Ansys-Fluent*, was utilized [39]. *Ansys-Fluent* was chosen because of its broad physical modeling capabilities. The integration of the *ANSYS-Fluent* into *ANSYS Workbench* provides superior platform with bi-directional connections to all major CAD systems and its flexibility to implement extensive customization based on user-defined functions.

There are a number of simulation stages in the process. The first was the modelling of the tube to be simulated. The modelling of the geometry was done in both *ANSYS Design Modeler* and by utilizing other CAD software after which the model was imported into the *ANSYS Design Modeler*. In this case *Pro/E* CAD software [40] was utilized because compared to the *ANSYS Design Modeler*, *Pro/E* is more versatile in creating complex shape and has many enhanced features that are superior compared to other CAD software such as its ability to model complex shape with relative ease. Once the model was generated in the *Pro/E*, it was then imported to the *ANSYS Design Modeler*. It should be noted that since the two of them are different modeling software, some incongruity may appear afterwards due to the import. For example, the overlapping portion of the model which may not be a problem in *Pro/E* may become the cause of inaccuracy in the *ANSYS*. Caution has to be taken in developing the model to take into account for these differences.

The next stage was the meshing of the model (figure 7). Unstructured mesh was generated for the model. Computer controlled parameters were used, for example, to determine the size of the mesh near the wall. Different grid sizes were applied in order to eliminate incorrect outcome. The third stage was to specify the relevant parameters and applicable user-defined function into the system before the simulation can be carried out. In this stage, parameters such as the type of the flow and boundary conditions, were varied for the purpose of analyzing the effect of each set of inputs on the simulation output. It is important that several assumptions with regard to the flow are properly defined before specifying these parameters as it has enormous effect on the outcome of the simulation [24]. For example, in all of the simulations, the tube wall was assumed to be impermeable. Hence the conservation of the mass was valid. The fourth and the last stage was analysing the simulation result. In this stage, the velocity profile of the BMF flow, pressure, etc. at various points could be visualized and plotted. Different parameters were examined for the purpose of the analysis which is further expounded in the next section.

![Figure 7 Ansys Fluent modeling – mesh. Each color represents different velocity with blue showing the lowest velocity while red showing the highest velocity](image-url)
3.2. Simulation Results

For the computer simulation, HP Workstation Z400 CPU (3.47GHz) 16 GB RAM was utilized. Processing time is in average less than one minute per set of simulation data. The short time might be attributed to the relatively good computing power and simple flow model simulated. Basic sensitivity analysis was performed by changing one parameters of the study at a time. For example, the flow velocity was increased slightly while the values of the other parameters remain the same. Aside from this, the size of the mesh was also varied, as indicated earlier, to remove uncertainties associated with inadequate mesh size. Arguably, this is one of the simplest sensitivity analyses possible. However, the simulation is very simple, and furthermore, its result could be directly correlated with the experimental outcome. Hence, it was presumed that this basic sensitivity analysis was adequate.

The simulated model generated different flow profiles for a slight change in the parameters such as model dimension, shape, the dynamics of the flow, governing equations, physiological parameters. It was well expected that multitude of these parameters contribute toward the model output for specified tube properties. Figure 8a shows the typical flow velocity profile generated at a partial arterial outlet. From the figure it can be seen that different flow velocity, as represented by different colour codes, are generated at different points across the cross-sectional area of the tube creating a parabolic shape with the highest velocity is at the axis of the flow. In order to give a clearer representation of the said velocity flow profile, a 2D flow profile taken from the centre of the 3D profile in figure 8a (line A-A) is re-illustrated by Figure 8b. In the diagram shown by figure 8b, the horizontal axis denotes the (radial) position and the vertical axis shows the corresponding velocity.

![Figure 8 Ansys Fluent flow velocity profile. (a) Flow velocity profile at a partial outlet, blue color represents the lowest velocity while the red color represents the highest velocity. (b) Illustrative diagram of the 2D flow velocity profile taken from line A-A](image)

4. Integrated Doppler and CFD Flow Model

Doppler measurement of the BMF flow velocity was used as a boundary condition at the predefined cross-sectional area in the CFD calculation. The point of measurement in the cross-sectional area is required to be estimated in order to establish the correlation between the Doppler sample and the flow profile, which in turn assists in improvement of the flow measurement accuracy. A set of different motor speeds input from the pump were defined for obtaining different flow input velocities. Using the input velocities, flow profiles for each
input velocity was generated by the CFD model and subsequently analyzed. From the analyses, the discrete point of measurement along the circular cross sectional area of the tube can be estimated by matching the Doppler flow at that point with the flow profile generated by the CFD.

Figures 9 and 10 show the placement of the measurement point along the tube circular cross-sectional area estimated from the CFD output based on Doppler samples. The samples were chosen in random manner. During the experiment, the insonation area might not be known exactly. Hence, correlation between the Doppler measurement points and CFD flow profile was deemed to be necessary to improve the accuracy of the quantification. In determining the location of the measurement point, an interval (of 0.05 mm) was used (e.g. a point located at 0.88 mm is said to be within 0.85 to 0.9 mm interval from the central axis). From the results shown in figure 9, the correlated measurement points were found to be in between 0.85 to 1.05 mm from the central axis of the tube. The shaded area in figure 10 shows the interval’s relative position in the illustrated tube cross-sectional area. Using this result, it was assumed that all of the Doppler flow velocity measurement point was obtained from within this area. Using 0.85 and 1.05 as the lower and upper limit of the area, the mean 0.95 mm from the axis was taken as the areas where Doppler samples were taken and averaged.

**Figure 9** Estimated Doppler measurement point

**Figure 10** Area of the point samples
Following the establishment of the Doppler measurement point, the BMF flow quantification obtained from the Doppler ultrasound measurement (as elaborated in section 2) was recalculated. Among these original sets of flow velocity measurements obtained by the Doppler system, 15 sets were taken randomly. Each of these sets is associated with certain input parameters (i.e. motor speed, beam angle, correction angle) which were subsequently embedded in the CFD simulation. From the CFD simulation, a new flow profile was generated for each set. Based on the generated flow profile, volumetric flow output for each of the set was then calculated. In order to compare the output from stand-alone Doppler measurement and the combined model (Doppler plus CFD), the original flow volume obtained from Doppler and the flow volume calculation after the respective Doppler measurement had been embedded into the CFD model were subsequently analyzed.

Figure 11 shows the change in the flow quantification error from the stand alone Doppler measurements compared to the combined Doppler and CFD approach for different test sets. Clearly, the error percentage of the simulated flow output with respect to the theoretical flow output was improved for majority of the cases. Meanwhile, some experimental results did not experience any changes in the accuracy and a few suffer from worsening accuracy. The reason for the latter group could be attributed to the high accuracy obtained previously from the Doppler ultrasound measurement. When such accuracy has been obtained from the Doppler, the CFD appears to have limited ability to ameliorating it further. Hence, no changes in the error percentage and in one or two cases resulted in worse errors. However, it is noted that the improvement obtained far outweigh the undesirable output and even for the worsening errors, they are still within the error range shown in figure 7. It is thus inferred that the combined Doppler and CFD approach is able to give better accuracy than standalone Doppler measurement. The integrated approach is relatively simple to implement and within reasonable resource requirements of computing power and time consumption.

It could be observed that the flow simulated and validated in this study is very simple; the flow model used was laminar and there was no vigorous modeling of the tube or tissue mimicking fluid where, for example, the presence of viscoelasticity which will affect the output of the simulation. In addition, the geometry used is far from accurately emulating the arterial network of the human body. Nevertheless, the results shown here are encouraging and provide the foundation required for further and more complex studies.

![Figure 11 Change in the flow quantification error](image)
5. Conclusions

The Doppler ultrasound experiment shows compelling result for the given application. From the experimental outcome, it was shown that the Doppler flow quantification errors were likely to be less than 12%. It is also concluded that the result can be further refined by employing automatic positioning system since automated system could be achieve higher accuracy as compared to the manual positioning which was done during the experiment. However, the achieved outcome was partly due to the meticulous way of determining the measurement angle and the relatively well-known phantom position. This will be much harder to achieve in real human application. It is possible to achieve better accuracy in moving the probe using the automatic system; however this is not the case in estimating the location of the artery. Thus, error due to the error in measurement angle could be very large and this is also backed by the study of Evans et al [6].

In order to further improve the output obtained from the Doppler measurement, a complementary approach based on CFD flow modeling was developed. The CFD model re-estimates the BMF flow output based on the input from the Doppler flow measurement. With this combined approach, even with the relatively accurate Doppler measurement, the CFD was shown to be able to yield improvement for the majority of cases except for those with exceptional accuracy. Even for the few cases with worsening error, the new error does not exceed the threshold (maximum error in the original error) and collectively the accuracy has gone up by about 4%. Admittedly, the flow simulated and validated in this study is very simple, for real human artery there are still much to be done, and, vigorous modeling is needed to accurately mimic the arterial blood flow with all its physiological properties. However, even with the most rigorous modeling, some discrepancy is still expected and each model gives accurate output mostly under specific condition [17-23]. The complexity of the model is also an issue since a more complex model requires higher computational power and time. With the combined model presented here, the weaknesses of each modality when is applied alone can be reduced.

The study presented in this paper is the first among a series of studies where the combinatory approach in quantifying the blood flow volume is studied. The validation of the approach elucidated in this paper is done after a relatively simple fluid flow case with limited parameters accounted for. However, albeit only a basic model, the result was encouraging and provided the foundation required for further and more complex studies. Following this, a more realistic emulation of actual blood flow will be established for which the proposed combinatory approach will be further improved and subsequently validated.
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Highlights

- An improved method for quantifying blood flow in human vasculature is developed
- A combination of Doppler ultrasound and CFD modeling technique is utilized
- Assessment is done in vitro with custom made phantom and mechatronics system
- The integrated method yields better accuracy than stand-alone Doppler measurement