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ABSTRACT Amongst the various approaches of ‘meshless’ method, the Partition-of-unity concept married with the traditional finite-element method, namely PUFEM, has emerged to be competitive in solving the boundary-value problems. It inherits most of the advantages from both techniques except that the beauty of being ‘meshless’ vanishes. This paper presents an alternative approach to solve singular boundary-value problems. It follows the basic PUFEM procedures. The salient feature is to enhance the quality of the influence functions, either over one single nodal cover or multi-nodal-covers. In the vicinity of the singularity, available asymptotic analytical solution is employed to enrich the influence function. The beauty of present approach is that it facilitates easy replacement of the influence functions. In other words, it favors the ‘influence-function refinement’ procedure in a bid to search for more accurate solutions. It is analogous to the ‘p-version refinement’ in the traditional finite-element procedures. The present approach can yield very accurate solution without adopting refined meshes. As a result, the quantities around the singularity can be evaluated directly once the nodal values are solved. No additional post-processing is needed. Firstly, the formulation of the present PUFEM approach is described. Subsequently, illustrative examples show the application to three classical singular benchmark problems having various orders of singularity. Results obtained through mesh refinements, single-nodal-cover refinements or multi-nodal-cover refinements are compared.
1

Introduction

Recently, the development of the so-called ‘meshless’ methods has attracted the attention of researchers endeavoring in the advancement of numerical technology. Various formulations or approaches have been reported. The word ‘meshless’ was never used in the earlier developments. Tracing the literature could find a seemingly earliest report (1977) by Lucy [1], who named it the ‘Smoothed Particle Hydrodynamics’ method. In the nineties, various approaches blossom out to be competitive. Still, they bear different names. Nayroles et al [2] called their method the ‘Diffuse element method’; Belytschko et al [3-4] called theirs ‘Element-free Galerkin method’; Liu et al [5] named theirs the ‘Reproducing kernel particle method’; Oden, Duarte and Zienkiwicz [6-7] called theirs figuratively the ‘HP-clouds method’; Babuska and Melenk presented it in the name of ‘Partition of unity finite element method’ [8-9] and Strouboulis et al [10] called his the ‘Generalized finite element method’ (though these are not really meshless); Onate et al [11] named his the ‘Finite point method’; Shi [12] called his the ‘Numerical manifold method’; and Braun et al. [13] just called it ‘Natural Element Method’. Lately amongst others, Atluri et al [14] presented his truly meshless method using the local Moving-Least-Square Petrov-Galerkin approach.

Essentially, the shape functions in almost all these approaches could satisfy the partition-of-unity condition [15]. It is simple as it is named. For a given physical problem, the representative value and/or its derivatives at a finite number of nodes (or points) are chosen as the unknowns to be solved. The nodes are arbitrarily spaced. Each node has assigned a set of prescribed influence functions, which is defined over its neighboring domain. At any location among the nodes, the total influence derived from all nodes is normalized to unity. In other words, the influence to that particular location by any single node constitutes a certain percentage. The differences among the various approaches lie in the choice of the prescribed
influence functions and the ways of partitioning. Apparently, most approaches use a kind of
continuous smooth weight function to describe the manner of partitioning. However,
difficulties are encountered when it is employed to solve boundary-value problems. Attempts
have been made to overcome or circumvent these difficulties. The often-used techniques are
the collocation method, Lagrange multiplier, constraint equations or penalty method - to name
a few. An alternative simple technique is to marry the partition-of-unity concept with the
well-developed finite-element method, namely \textit{PUFEM}. The interpolation functions within
an element, namely shape functions, are chosen as the partition-of-unity functions. As such,
the difficulties in imposing the essential boundary conditions are alleviated [16]. On one
hand, it inherits the advantages of the partition-of-unity concept but on the other hand, the
beauty of being ‘meshless’ vanishes. In a bid to search for more accurate solutions, the same
extent of pains will be experienced as in the traditional finite element analysis, in particular
for a singular problem. It demands progressively finer meshes. Although some automatic
adaptive re-meshing techniques have been developed to alleviate the pain [17-18], still the
efficiency depends on their error-estimation and mesh-refinement algorithms. Very often, the
computational cost is compromised. Other approaches of dealing with the singular problems
are reported, such as those uniquely defined elements or intricate super-elements with
incorporated singular function [19-21]. Reportedly, their performance is not fully
satisfactory. On the other hand, Belytschko et al [3, 22] and Babuska et al [23] reported
successful development of adding singular functions to a partition-of-unity.

This paper presents an alternative approach to solve singular boundary-value problems. It
follows the basic \textit{PUFEM} procedures. The salient feature is to enhance the quality of the
nodal cover function, which comprises the nodal influence functions. In the vicinity of the
singularity, the influence function adopts the available asymptotic analytical solutions. The
beauty of present approach is that it facilitates easy replacement of the influence functions. In
other words, it favors the ‘influence-function refinement’ procedure in a bid to search for more accurate solutions. It is analogous to the ‘\(p\)-version refinement’ in the traditional finite-element procedures. Contrary to the mesh-refinement approach, which is sometimes called the ‘\(h\)-version’ refinement, the present approach can yield very accurate solution without employing a refined mesh. As a result, the quantities around the singularity can be evaluated directly once the nodal values are solved. No additional post-processing is needed.

Next section will present the formulation of the present \(PUFEM\) approach. Subsequently, illustrative examples show the application to three classical singular benchmark problems having various orders of singularity. Results obtained through mesh refinements, single-nodal-influence-function refinements or multi-nodal-influence-function refinements are compared. The accuracy and convergence of the present approach are analyzed.

2

Formulation of \(PUFEM\) with enriched cover functions

As mentioned above, various approaches of ‘meshless’ method are essentially either implicit or explicit form of the Partition-of-unity method (\(PUM\)). In fact, the traditional finite-element method (\(FEM\)) can be viewed as a special form of the \(PUM\). In both \(PUM\) and \(FEM\), the representative value and/or its derivatives at a finite number (\(n\)) of nodes (or points) are chosen as the unknowns to be solved. The nodes are also arbitrarily spaced. The differences lie in the definition of approximation in the form of interpolation or influence function.

2.1

Approximation functions

In the \(FEM\), the domain \(\Omega\) of the physical problem is divided into a finite number of non-overlapping sub-domains \(\Omega_e\). The quantities at position \(x\) within each sub-domain is defined by local interpolation function \(u^e(x)\) between the \(n^e\) vertices/nodes of that element as follows:
\[ u^e(x) = \sum_{j=1}^{n_e} N_j(x) u^e(x_j) \]  

(1)

in which \( x_j \) denotes the coordinates vector at the node \( j \) and \( N_j(x) \) denotes the shape function associated with node \( j \).

The distinct difference between the FEM and the PUM lies in the manner of partitioning. In the general PUM, all nodes, be it near or far, participated directly to the total sum (=unity) at an arbitrary location. Peculiar to others, the PUFEM limits the extent of participation only from nodes of the element where the interested point locates. In the context of PUFEM, the shape function \( N_i(x) \) is in fact a kind of PU function \( \phi_j(x) \), which defines the percentage participation of the node \( i \) in that particular location. Besides, the PUM distinguishes itself from the FEM by having a set of prescribed nodal influence functions \( \psi_{ij}(x) \) for each node \( i \).

The quantities at an arbitrary location is now obtained by the global interpolation function \( u(x) \) as follows:

\[ u(x) = \sum_{i=1}^{n} \phi_i(x) \sum_{j=1}^{m_i} a_{ij} \psi_{ij}(x) \]  

(2)

where \( a_{ij} \) denotes the generalized nodal values, \( m_i \) denotes the number of terms of the influence function employed at node \( i \), and \( x \) denotes the coordinates vector \( x(x,y) \). It is worth noting that the FEM can be viewed as having influence function equal to one for all nodes.

2.2

Partition-of-unity functions

In the PUFEM, the PU function is not defined over a sub-domain comprising only a single element. Instead, it is defined over a group of neighboring elements, namely a cover. In mathematics, it can be described as follows. In an n-dimensional bounded domain \( \Omega \subset \mathbb{R}^N \) (\( N=1,2,3 \)), it consists of a set of open covers \( \Omega_i (i=1,2, ... n) \). Within each \( \Omega_i \), there is a node
\( x_i \), which is not necessary at the center. The \( PU \) functions \( \varphi_i \) associated with a cover \( \Omega_i \) satisfy the following conditions:

\[
0 \leq \varphi_i(x) \leq 1 \quad \forall x \in \mathbb{R}^N \tag{3a}
\]

\[
\sum_{i=1}^{n} \varphi_i(x) = 1 \quad \forall x \in \Omega \tag{3b}
\]

There are many ways to construct the \( PU \) functions. For example, the linear vertex shape function in \( FEM \) is identical to the \( C^0 \) \( PU \) function; \( B_3 \)-spline [24] can be employed to construct the \( C^2 \) \( PU \) function, etc. In this study, the \( C^0 \) \( PU \) functions are used (see Fig.1a).

2.3

Shape of cover

In the general \( PUM \) formulation, the cover of a node can be any convenient shape. It could be circular, elliptical, rectangular or polygonal, and is not necessary to be convex. However, in the \( PUFEM \) formulation, the cover of a node comprises a patch of elements surrounding and connected to that node (see Fig.1b). The shape depends on the finite element mesh. For example (see Fig.1b), the cover of node 1 is the polygonal region \( (\Omega_1) \) bounded by the vertices 2-3-4-9-7-2; the cover of node 9 is the polygonal region \( (\Omega_9) \) bounded by the vertices 7-1-4-5-10-7; similarly the cover of node 7 is the polygonal region \( (\Omega_7) \) bounded by the vertices 7:8-2-1-9-10-8. At any location within the common triangular region \( \Omega_1 \cap \Omega_9 \cap \Omega_7 \), the summation of all participating \( PU \) functional values \( [\varphi_1(x) + \varphi_9(x) + \varphi_7(x)] \) is equal to unity. With the same procedure, quadrangle element can be formed. In addition, elements are also used as integration cells in the following calculations.

2.4

Cover functions and enriched cover functions

For an arbitrary nodal cover \( \Omega_i \), the general form of nodal cover function is a linear combination of its nodal influence functions \( \psi_i(x) \) as follows:
\[ F_i(x) = \sum_{j=1}^{m_i} a_{ij} \psi_{ij}(x) \]  

(4)

The coefficients \( a_{ij} \) are regarded as the generalized nodal values. The influence function \( \psi_{ij}(x) \) may adopt polynomial basis functions or any other analytical basis functions. It is worth noting that different influence or cover functions could be employed for different covers. In general, polynomial basis functions are used. Analytical basis functions are usually employed only in the near region of a singularity. Hence, this formulation facilitates easy replacement of cover functions. In other words, it favors the ‘influence-function refinement’ procedure in a bid to search for more accurate solutions. It is analogous to the ‘\( p \)-version refinement’ in the traditional finite-element procedures. It can yield very accurate solution without employing a refined mesh. The refinement is achieved either by employing higher order polynomial-basis influence functions or by using available asymptotic analytical functions. A cover function, which comprises the asymptotic influence functions, is called \textit{enriched cover functions}. What follows give the explicit forms of the first \((p=1)\) to fourth \((p=4)\) ordered polynomial basis influence functions.

- \( \text{1st order (} p=1 \text{)} \) polynomial basis influence function having one term \((m_i=1)\) for node \( i \):
  \[ \psi_{i1} = 1 \]  
  
(5)

- \( \text{2nd order (} p=2 \text{)} \) polynomial basis influence function having 3 terms \((m_i=3)\) for node \( i \):
  \[ \psi_{i1} = 1; \quad \psi_{i2} = (x - x_i)^2; \quad \psi_{i3} = (y - y_i)^2 \]  
  
(6a-c)

- \( \text{3rd order (} p=3 \text{)} \) polynomial basis influence function having 7 terms \((m_i=7)\) for node \( i \):
  \[ \psi_{i1} = 1; \quad \psi_{i2} = (x - x_i)^2; \quad \psi_{i3} = (y - y_i)^2 \]  
  \[ \psi_{i4} = (x - x_i)^3; \quad \psi_{i5} = (x - x_i)^2(y - y_i) \]  
  \[ \psi_{i6} = (x - x_i)(y - y_i)^2; \quad \psi_{i7} = (y - y_i)^3 \]  
  
(7a-c)

- \( \text{4th order (} p=4 \text{)} \) polynomial basis influence function having 12 terms \((m_i=12)\) for node \( i \):
  \[ \psi_{i1} = 1; \quad \psi_{i2} = (x - x_i)^2; \quad \psi_{i3} = (y - y_i)^2 \]  
  
(8a-c)
\[ \Psi_{i4} = (x - x_i)^3; \quad \Psi_{i5} = (x - x_i)^2(y - y_i) \quad (8d-e) \]
\[ \Psi_{i6} = (x - x_i)(y - y_i)^2; \quad \Psi_{i7} = (y - y_i)^3 \quad (8f-g) \]
\[ \Psi_{i8} = (x - x_i)^4; \quad \Psi_{i9} = (x - x_i)^3(y - y_i) \quad (8h-i) \]
\[ \Psi_{i10} = (x - x_i)^2(y - y_i)^2; \quad \Psi_{i11} = (x - x_i)(y - y_i)^3 \quad (8j-k) \]
\[ \Psi_{i12} = (y - y_i)^4 \quad (8n) \]

It is worth noting that the linear terms \( x \), \( y \) and \( xy \) are excluded from the above lists of influence functions. It is because they lead to linear dependency in the interpolation function \( u(x) \). Reference [7] gives the detailed explanation.

In the near region of a singularity, enriched nodal cover functions are favored. Note that adoption of enriched cover functions is not limited to a single node where lies the singularity. A cluster of nodes in the vicinity of singularity may employ the same form of enriched cover functions. For an arbitrary node \( k \), asymptotic form of influence function \( \psi(r, \theta) = r^{\beta} f(\theta) \) is used to replace the general form (Eq. 4), and the cover function can be expressed as follows.

\[ F_k(r, \theta) = a_{k1} + \sum_{j=2}^{m_k^e} a_{kj} r^{\beta_j} f_{kj}(\theta) \quad (9) \]

which is expressed in terms of the polar coordinates \((r, \theta)\) having the pole \((0,0)\) located at the singular point. The coefficient ‘\( \beta \)’ lies in the range: \( 1 > \beta > 0 \), and \( f_{kj}(\theta) \) is an available analytical solution in terms of \( \theta \). The enriched cover function comprises \( m^e_k \) terms. Note that the first enriched basis function equals to 1 (i.e. \( \psi_{kl} = 1 \)), and the associated coefficient \( a_{kl} \) represents the rigid-body movement. When only one term is employed \((m^e_k = 1)\), it is identical to the general polynomial-typed cover function for \( m_k = 1 \).

2.5

Single and multi-nodal cover enrichment schemes
The present formulation offers options of single or multi-nodal cover enrichment schemes, shortly termed ‘single enrichment’ and ‘multi-enrichment’ respectively. If ‘single enrichment’ is opted, the obvious choice is to have the cover functions of the singularity node enriched. When ‘multi-enrichment’ is opted, enriched cover functions are adopted for a cluster of nodes in the vicinity of the singularity node. Figure 2a shows the enriched domain arising from a single enrichment, and Figure 2b shows the enriched domain arising from an arbitrary 3-nodal enrichment scheme.

During the numerical evaluation, sequence of computations goes from one sub-domain to another, or element by element. Hence, it is more convenient to re-write the approximation function \( u(x) \) for each sub-domain according to the element boundaries. As mentioned earlier, the shape function \( N_i(x) \) used in the standard FEM is in fact a kind of \( C^0 \) PU function. In this study, \( \phi_i(x) \) is set equal to \( N_i(x) \). Hence, substituting \( \phi_i(x)=N_i(x) \) into Eq. (2) yields the form ready for sub-domain computations. For example, a quadrilateral element having four corner nodes (1, 2, 3 and 4) and not falling into any enriched domain would have an approximation function of the following form:

\[
\sum_{i=1}^{d} N_i(x) \left[ \sum_{j=1}^{m_j} a_{ij} \psi_{ij}(x) \right]
\]

in which \( \psi_{ij} \)'s are polynomial-typed influence functions. If the element falls into an enriched domain, which happens to be the overlapping region of two enriched covers (e.g. nodes 1 and 4), the approximation function becomes the following form:

\[
u(x) = \sum_{i=1}^{d} N_i(x) \left[ a_{1i} + \sum_{j=2}^{m_{ei}} a_{1j} r^{\beta_j} f_{1j}(\theta) \right] + \sum_{i=2}^{3} N_i(x) \left[ \sum_{j=1}^{m_i} a_{ij} \psi_{ij}(x) \right]
\]

\[
+ N_4(x) \left[ a_{4i} + \sum_{j=2}^{m_{e4}} a_{4j} r^{\beta_j} f_{4j}(\theta) \right]
\]

\[\text{(11)}\]
Note that in general, the numbers of terms of nodal influence function employed at different nodes, (be it enriched or not), are not necessarily the same, i.e. $m_1 \neq m_2 \neq m_3 \neq m_4$.

3

**Numerical Examples**

In this section, several singular problems are solved using the *PUFEM*. Formation of algebraic equations is similar to those in the standard *FEM* procedures. During the numerical evaluation, computations are carried out element by element. Gauss quadrature is used for numerical integration. In general, $5 \times 5$ Gauss points are used when $1^{st}$ or $2^{nd}$ ($p=1$ or 2) ordered polynomial influence functions are in place; $10 \times 10$ Gauss points are used for $p=3$ or 4; and $20 \times 20$ Gauss points are used for $p=5$. In each example, the performance of single versus multi-enrichment scheme is investigated. In addition, the improvements through the employment of higher-order polynomials or asymptotic functions are studied. The performance is also compared with those results obtained through mesh refinement (*h*-refinement).

3.1

**Example 1: Laplace equation defined over an L-shaped domain**

The Laplace equation defined over an L-shaped domain shown in Fig.3 is taken as the first example. The governing differential equation and boundary conditions for this problem are:

\[
\begin{align*}
-\Delta u &= 0 & \text{on} & \Omega \\
\quad u &= 1 & \text{on} & x = -1, -1 \leq y \leq 1 \\
\quad u &= 0 & \text{on} & x = 1, -1 \leq y \leq 0 \\
\frac{\partial u}{\partial n} &= 0 & \text{on all other boundaries}
\end{align*}
\]
The singular point locates at $A (r=0)$, where the first derivative of the exact solution $u_{ex}'$ is unbounded and of the order $r^{-1/3}$. The exact solution $u_{ex}$ in the vicinity of the singular point $A$ has the following form [21]:

$$u_{ex} = \sum_{n=0}^{\infty} C_n r^{2n/3} \cos([2n/3]\theta), \quad -\frac{3}{2} \pi \leq \theta \leq 0$$

(13a)

where $C_0 = 0.6667$, $C_1 = -0.4520$, $C_2 = -0.2149$

(13b)

Hence, the asymptotic influence functions may adopt the following forms:

$$\psi_{12} = r^{2/3} \cos\left(\frac{2\theta}{3}\right)$$

(14a-b)

$$\psi_{13} = r^{4/3} \cos\left(\frac{4\theta}{3}\right), \quad \psi_{14} = r^2 \cos(2\theta)$$

(14c-d)

The performance of single versus multi-enrichment scheme is investigated. Under the single-enrichment scheme, only the cover function for the re-entrant corner node $A$ is enriched (see Figs. 4a, 5a and 6a). The enriched domain is a small region surrounding the singular node $A$. Under the multi-enrichment scheme, a cluster of nodal covers (including the node $A$’s) is enriched (see Figs. 4b, 5b and 6b). It results in an enlarged enriched domain covering at least a quarter of the whole problem domain. In both schemes, various results are obtained through $p$-refinements using one, two, three or four terms ($m_e=1$ to 4) of enriched functions for the enriched covers. On the other hand, the effects of $h$-refinements are also investigated through employment of 3 different meshes. Mesh-I has 21 nodes and 12 elements (see Figs. 4a and 4b). All elements have the same size $(0.5 \times 0.5)$. Mesh-II has 65 nodes and 48 elements (see Figs. 5a and 5b). All elements have the same size $(0.25 \times 0.25)$. Mesh-III has 225 nodes and 192 elements (see Figs. 6a and 6b). All elements have the same size $(0.125 \times 0.125)$. The simple 4-node quadrilateral $FEM$ shape functions are taken as partition-of-unity function. All non-enriched covers use the lowest order ($p=1$) polynomial-types cover functions having only
one term ($m=1$). Note that the lowest order ($m^e=1$) enriched-cover-function is identical to the lowest order ($p=1$, $m=1$) polynomial-types cover function ($\Psi_i=1$).

In all the numerical evaluations, two types of relative error norms are computed. The first is $L_2$ norm, $\eta_2$, which is defined as:

$$\eta_2 = \frac{\|u^e - u^b\|_{L_2}}{\|u^e\|_{L_2}} \times 100\% \quad \|u\|_{L_2} = \left[ \int_\Omega u^2 \, d\Omega \right]^{1/2}$$  \hspace{1cm} (15a-b)

The second type is the energy norm, $\eta_e$, which is defined as:

$$\eta_e = \frac{\|u^e - u^b\|_e}{\|u^e\|_e} \times 100\% \quad \|u\|_e = \left[ \int_\Omega (\nabla u \cdot \nabla u) \, d\Omega \right]^{1/2}$$  \hspace{1cm} (15c-d)

where $u^e$ and $u^b$ denote respectively the exact and the approximated solution. The rates of convergence of the relative error, $R(\alpha)$, are also computed. It is defined as follows:

$$R(\alpha) = \frac{\log(\alpha_i/\alpha_{i+1})}{\log(NDOF_{i+1}/NDOF_i)}$$  \hspace{1cm} (16)

where $\alpha=\eta_2$ or $\eta_e$, $NDOF_{i+1}$ and $NDOF_i$ are the total degrees of freedom in the current and previous case respectively. Tables 1 and 2 show results obtained from single-enrichment scheme while Tables 3 and 4 show results from multi-enrichment scheme. Under the multi-enrichment scheme, Mesh-I has 8 enriched nodal covers, Mesh-II has 21 and Mesh-III has 65.

In each case, the total number of degrees of freedom ($NDOF$) is equal to the sum derived from two categories – the enriched and the non-enriched. In the counting, the restrained degrees of freedom along the boundaries are not deducted. For example, Mesh-II under multi-enrichment scheme with $m^e=3$ has $21 \times 3 (=63)$ degrees of freedom from the enriched covers and $(65-21) \times 1 = 44$ degrees of freedom from the remaining non-enriched ($p=1$, $m=1$).

The total ($NDOF$) is equal to $63+44=107$. For easy visualization, results of the error norms ($\eta_2$ and $\eta_e$) against total degrees of freedom are plotted in Figs.7 and 8 respectively. It can be seen that employment of enriched nodal covers with $m^e>1$, (be it single or multi-enrichment
scheme), always leads to more accurate solutions. Obviously, multi-enrichment scheme appears to be superior, particularly when measuring in terms of the energy norm. It is worth noting that under the single-enrichment scheme, results obtained from the two higher-term enrichments \(m=3\) and \(m=4\) are identical. It is because the 3-term enrichment functions \(m=3\) are in fact has the same order of accuracy of the exact solution (Eq.13a). Therefore, 4-term enrichment function \(m=4\) virtually cannot yield better results.

On the other hand, the effect of mesh distortion is investigated through a 21-node model (see Fig.9) using the multi-enrichment scheme and 4-term enrichment functions. The total degrees of freedom \(\text{NDOF}\) is equal to \((8\times4)+(13\times1)=45\). The two relative error norms are found to be very small: \(\eta_2=0.39\%\) in \(L_2\)-norm and \(\eta_e=5.10\%\) in energy norm. It demonstrates its insensitiveness to distorted element shape.

3.2

Example2: Motz equation defined over a rectangular domain

In the second example, the problem is governed by the Motz equation, which is defined over the rectangular domain \([-1,1]\times[0,1]\) (see Fig.10). In mathematical form,

\[
\begin{align*}
-\Delta u &= 0 \quad \text{on } \Omega \\
u &= \begin{cases} 500 & \text{on } \Gamma_4 \\ 0 & \text{on } \Gamma_2 \end{cases} \\
\frac{\partial u}{\partial n} &= 0 \quad \text{on } \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 
\end{align*}
\]  

(17)

The exact solution is [21]:

\[
u_{ex} = \sum_{n=0}^{\infty} b_n r^{n+\frac{1}{2}} \cos \left( n + \frac{1}{2} \right) \theta
\]

(18a)

where

\[
\begin{align*}
b_0 &= 401.162 ; \\
b_1 &= 87.656 ; \\
b_2 &= 17.238 ; \\
b_3 &= -8.071 ; \\
b_4 &= 1.440 ; \\
b_5 &= 0.331 ; \\
b_6 &= 0.275 ; \\
\end{align*}
\]

(18b)

Hence, the asymptotic influence functions may adopt the following forms:
\[ \psi_{15} = r^{7/2}\cos\left(\frac{7\theta}{2}\right), \quad \psi_{16} = r^{9/2}\cos\left(\frac{9\theta}{2}\right), \quad \psi_{17} = r^{11/2}\cos\left(\frac{11\theta}{2}\right) \]

Very often, it is used as a benchmark against a newly developed numerical scheme. Firstly, the performance of single-enrichment scheme versus no-enrichment scheme is investigated.

An 8-element undistorted mesh having 15 nodes (see Fig.11a) is employed. Under the no-enrichment scheme, all nodal cover functions are of polynomial type. Under the single-enrichment scheme, only the cover function for the singular node \( A \) is enriched. Various results are obtained through \( p \)-refinements using two to seven terms \((m^e=2~7)\) of enriched functions for the single enriched cover. In all cases, the polynomial-typed cover functions are employed for the remaining non-enriched covers. Evaluations of cases go through the lowest order \((p=1)\) up to the 5th order \((p=5)\). The relative error norms \((L_2-\text{and energy-norm})\) and their rates of convergence are computed. Tables 5 and 6 show the two-, five- and seven-term results \((m^e=2, 5, 7)\) for \(L_2-\text{and energy-norm}\) respectively. They are compared with those obtained under the no-enrichment scheme. For easy visualization, results of the error norms \((\eta_2 \text{ and } \eta_e)\) against total degrees of freedom \((NDOF)\) are plotted in Figs.15 and 16 respectively. In the counting of \(NDOF\), the restrained degrees of freedom along the boundaries are not deducted. It can be seen that employment of higher-order polynomial-typed cover functions yield more accurate results and exhibit faster rates of convergence. In addition, employment of the \(p\)-type refinements simultaneously for the enriched and non-enriched covers always leads to improvement of convergence rate.

Subsequently, the performance of multi-enrichment scheme versus single- and no-enrichment schemes is investigated. Under the multi-enrichment scheme, a cluster of nodal covers (including the node \( A \)’s) is enriched (see Figs. 11b, 12b, 13b and 14b). It results in an enlarged enriched domain covering at least a quarter of the whole problem domain. Under the
single-enrichment scheme, only the cover function for the singular node $A$ is enriched (see Figs. 11a, 12a, 13a and 14a). The enriched domain is a small region surrounding the singular node $A$. In all cases, seven-term ($m^e=7$) enriched functions are used for all enriched covers, and the lowest order polynomial-typed cover function ($p=1, m=1$) are used for all other non-enriched covers. The effects of $h$-refinements are also investigated through employment of 4 different meshes. Mesh-I has 15 nodes and 8 elements (see Fig.11). All elements have the same size ($0.5 \times 0.5$). Mesh-II has 45 nodes and 32 elements (see Fig.12). All elements have the same size ($0.25 \times 0.25$). Mesh-III has 153 nodes and 128 elements (see Fig.13). All elements have the same size ($0.125 \times 0.125$). Mesh-IV has 561 nodes and 512 elements (see Fig.14). All elements have the same size ($0.0625 \times 0.0625$). Results of the $L_2$- and energy-norm are shown in Tables 7 and 8 respectively. For easy visualization, they are plotted against the total degrees of freedom ($\text{NDOF}$) in Figs.17 and 18 respectively. Obviously, the multi-enrichment schemes yield more accurate results than the single-enrichment schemes do. However, no significant improvements are observed through mesh refinements in both schemes.

On the other hand, the effect of mesh distortion is investigated through a 21-node model (see Fig.19). Single-enrichment scheme is employed and 7-term enriched functions ($m^e=7$) are used, while all non-enriched cover functions are kept to the lowest order ($p=1, m=1$). The two relative errors are found to be insignificant: $\eta_2=2.44\%$ in $L_2$-norm and $\eta_e=18.53\%$ in energy norm. It demonstrates its insensitiveness to distorted element shape.

**3.3**

**Example 3: Helmholtz equation in 2D with singularity**

In this example, the problem is governed by the 2D Helmholtz equation, which is defined over the rectangular domain $[-1,1] \times [0,1]$ (see Fig.20). In mathematical form,
There exists strong singularity in the vicinity of the singular point $A$ at $(0,0)$ and the exact solution is [21]:

\[
\mathbf{u}_{\text{ex}}(r, \theta) = \frac{\sinh (r)}{\sqrt{r}} \cos \left( \frac{\theta}{2} \right)
\]  

Hence, the asymptotic influence functions may adopt the following forms:

\[
\psi_{11} = 1, \quad \psi_{12} = r^{-1/2} \sinh(r) \cos \left( \frac{\theta}{2} \right)
\]  

Note that in this 2D Helmholtz problem, the solution itself is singular (of order $r^{-1/2}$). Hence, it is a more difficult problem in comparison with the two previous problems, in which only the derivatives of the solution are singular.

Firstly, the performance of single-enrichment scheme versus no-enrichment scheme is investigated. The same $8$-element undistorted mesh having $15$ nodes used in Example 2 (see Fig.11a) is employed. Under the no-enrichment scheme, all nodal cover functions are of the polynomial type. Under the single-enrichment scheme, only the cover function for the singular node $A$ is enriched with two terms ($m^e=2$). In all cases, the polynomial-typed cover functions are employed for the remaining non-enriched covers. Evaluations of cases go through the lowest order ($p=1$) up to the 5th order ($p=5$). The relative error norms ($L_2$- and energy-norm) and their rates of convergence are computed and shown in Tables 9 and 10 respectively. For easy visualization, results of the error norms ($\eta_2$ and $\eta_e$) against total degrees of freedom (NDOF) are plotted in Figs.21 and 22 respectively. Note that the relative error in energy norm, $\eta_e$, is defined as follows:
\[ \eta_e = \left( \frac{\|u^e - u^h\|}{\|u^e\|} \right) \times 100 \% , \quad \|u\| = \left[ \int_{\Omega} (\nabla u \cdot \nabla u + u \cdot u) \, d\Omega \right]^{\frac{1}{2}} \]  

From Figs. 21 and 22 and Tables 9 and 10, it can be seen that merely employment of the single-enrichment scheme with two-term enriched function can yield much more accurate results. On the other hand, it also reveals that the single-enrichment scheme going with higher-order polynomial functions for the non-enriched covers does not lead to much improvement of the convergence rate.

Subsequently, the performance of multi-enrichment scheme versus single- and no-enrichment schemes is investigated. Under the multi-enrichment scheme, a cluster of nodal covers (including the node \( A \)’s) is enriched (see Figs. 11b, 12b, 13b and 14b). It results in an enlarged enriched domain covering at least a quarter of the whole problem domain. Under the single-enrichment scheme, only the cover function for the singular node \( A \) is enriched (see Figs. 11a, 12a, 13a and 14a). The enriched domain is a small region surrounding the singular node \( A \). In all cases, two-term \((m^e=2)\) enriched functions are used for all enriched covers, and the lowest order polynomial-typed cover function \((p=1,m=1)\) are used for all other non-enriched covers. The effects of \( h \)-refinements are also investigated through employment of 4 different meshes same as those used in Example 2. Results of the \( L_2 \)- and energy-norm are shown in Tables 11 and 12 respectively. For easy visualization, they are plotted against the total degrees of freedom \((NDOF)\) in Figs.23 and 24 respectively. Once again, the results show that the multi-enrichment schemes yield more accurate solutions than the single-enrichment schemes do. However, both schemes show only little improvement in convergence rates through the \( h \)-refinements.

Finally, the sensitiveness to distorted mesh is investigated. The same 21-node distorted mesh as in Example 2 is used (see Fig.19). Single-enrichment scheme is employed and 2-term enriched functions \((m^e=2)\) are used, while all non-enriched cover functions are kept to the
lowest order \((p=1, m=1)\). The two relative errors are found to be insignificant: \(\eta_2=2.5\%\) in \(L_2\)-norm and \(\eta_e=13.0\%\) in energy norm. It demonstrates again its insensitiveness to distorted element shape.

4

Conclusions

Incorporating prior analytical information as enriched cover functions in the PUFEM procedures is demonstrated, particularly for solving singular boundary-value problems. Multi-nodal-enrichment and single nodal-enrichment schemes are illustrated. The performance and effect of \(p\)-type and \(h\)-type refinements in both schemes are investigated. The accuracy is judged from the relative error norms. Results show that multi-enrichment schemes always yield more accurate results than the single-enrichment schemes, which in turn perform better than the no-enrichment schemes do. Be it under single or multi-enrichment scheme, employment of more enrichment terms often leads to more accurate solution. Another measure of the performance is the rate of convergence. Under the multi-enrichment scheme, the \(p\)-type refinements often lead to remarkable improvement in convergence rate, while the \(h\)-type exhibits little improvement. Under the single-enrichment scheme, it exhibits improvements in some cases either through \(p\)-type or \(h\)-type refinements, but the improvements are not guaranteed. In all, employment of the \(p\)-type refinements simultaneously, for both the enriched covers and the non-enriched covers, always leads to improvement of convergence rate measured in terms of energy norm. Moreover, the PUFEM procedure is found to be insensitive to the element-mesh distortion. The examples demonstrate the robustness of the PUFEM in solving singular boundary-value problems.
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Table 1. Relative error in $L_2$ norm and rate of convergence for Example 1 under single-enrichment scheme

<table>
<thead>
<tr>
<th>Terms of enriched functions employed</th>
<th>1-term ($m^* = 1$)</th>
<th>2-term ($m^* = 2$)</th>
<th>3-term ($m^* = 3$)</th>
<th>4-term ($m^* = 4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh</td>
<td>$NDOF$</td>
<td>$\eta_2$</td>
<td>$R(\eta_2)$</td>
<td>$NDOF$</td>
</tr>
<tr>
<td>I</td>
<td></td>
<td>1.02</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>65</td>
<td>0.43</td>
<td>0.77</td>
<td>66</td>
</tr>
<tr>
<td>III</td>
<td>225</td>
<td>0.25</td>
<td>0.44</td>
<td>226</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1$, $m=1$)

Table 2. Relative error in energy norm and rate of convergence for Example 1 under single-enrichment scheme

<table>
<thead>
<tr>
<th>Terms of enriched functions employed</th>
<th>1-term ($m^* = 1$)</th>
<th>2-term ($m^* = 2$)</th>
<th>3-term ($m^* = 3$)</th>
<th>4-term ($m^* = 4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh</td>
<td>$NDOF$</td>
<td>$\eta_2$</td>
<td>$R(\eta_2)$</td>
<td>$NDOF$</td>
</tr>
<tr>
<td>I</td>
<td></td>
<td>13.4</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>65</td>
<td>8.65</td>
<td>0.39</td>
<td>66</td>
</tr>
<tr>
<td>III</td>
<td>225</td>
<td>5.64</td>
<td>0.34</td>
<td>226</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1$, $m=1$)
Table 3. Relative error in $L_2$ norm and rate of convergence for Example 1 under multi-enrichment scheme

<table>
<thead>
<tr>
<th>Terms of enriched functions employed</th>
<th>Mesh</th>
<th>1-term ($m^e=1$)</th>
<th>2-term ($m^e=2$)</th>
<th>3-term ($m^e=3$)</th>
<th>4-term ($m^e=4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDOF</td>
<td>$\eta_2$</td>
<td>$R(\eta_2)$</td>
<td>NDOF</td>
<td>$\eta_2$</td>
</tr>
<tr>
<td>I</td>
<td>21</td>
<td>1.02</td>
<td>—</td>
<td>29</td>
<td>0.42</td>
</tr>
<tr>
<td>II</td>
<td>65</td>
<td>0.43</td>
<td>0.77</td>
<td>86</td>
<td>0.23</td>
</tr>
<tr>
<td>III</td>
<td>225</td>
<td>0.25</td>
<td>0.44</td>
<td>290</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1$, $m=1$)

Table 4. Relative error in energy norm and rate of convergence for Example 1 under multi-enrichment scheme

<table>
<thead>
<tr>
<th>Terms of enriched functions employed</th>
<th>Mesh</th>
<th>1-term ($m^e=1$)</th>
<th>2-term ($m^e=2$)</th>
<th>3-term ($m^e=3$)</th>
<th>4-term ($m^e=4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDOF</td>
<td>$\eta_e$</td>
<td>$R(\eta_e)$</td>
<td>NDOF</td>
<td>$\eta_e$</td>
</tr>
<tr>
<td>I</td>
<td>21</td>
<td>13.4</td>
<td>—</td>
<td>29</td>
<td>6.96</td>
</tr>
<tr>
<td>II</td>
<td>65</td>
<td>8.65</td>
<td>0.39</td>
<td>86</td>
<td>4.45</td>
</tr>
<tr>
<td>III</td>
<td>225</td>
<td>5.64</td>
<td>0.34</td>
<td>290</td>
<td>3.05</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1$, $m=1$)
Table 5. Relative error in $L_2$ norm and rate of convergence for Example 2 under single-enrichment scheme

<table>
<thead>
<tr>
<th>Order</th>
<th>Term</th>
<th>Non-enriched functions</th>
<th>Without enrichment</th>
<th>2-term ($m_e=2$)</th>
<th>5-term ($m_e=5$)</th>
<th>7-term ($m_e=7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$NDOF$</td>
<td>$\eta_2$</td>
<td>$R(\eta_2)$</td>
<td>$NDOF$</td>
<td>$\eta_2$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>15</td>
<td>6.37</td>
<td>—</td>
<td>16</td>
<td>1.47</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>45</td>
<td>4.38</td>
<td>0.34</td>
<td>44</td>
<td>0.96</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>105</td>
<td>2.47</td>
<td>0.68</td>
<td>100</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>180</td>
<td>1.40</td>
<td>1.05</td>
<td>170</td>
<td>0.34</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>270</td>
<td>1.07</td>
<td>0.66</td>
<td>254</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Table 6. Relative error in energy norm and rate of convergence for Example 2 under single-enrichment scheme

<table>
<thead>
<tr>
<th>Order</th>
<th>Term</th>
<th>Non-enriched functions</th>
<th>Without enrichment</th>
<th>2-term ($m_e=2$)</th>
<th>5-term ($m_e=5$)</th>
<th>7-term ($m_e=7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$NDOF$</td>
<td>$\eta_e$</td>
<td>$R(\eta_e)$</td>
<td>$NDOF$</td>
<td>$\eta_e$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>15</td>
<td>28.0</td>
<td>—</td>
<td>16</td>
<td>14.4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>45</td>
<td>23.0</td>
<td>0.18</td>
<td>44</td>
<td>8.98</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>105</td>
<td>16.6</td>
<td>0.39</td>
<td>100</td>
<td>5.74</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>180</td>
<td>12.4</td>
<td>0.54</td>
<td>170</td>
<td>4.97</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>270</td>
<td>11.0</td>
<td>0.30</td>
<td>254</td>
<td>4.44</td>
</tr>
</tbody>
</table>
Table 7. Relative error in $L_2$ norm and rate of convergence for Example 2 under various enrichment schemes

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Without enrichment</th>
<th>Single-enrichment ($m^e=7$)</th>
<th>Multi-enrichment ($m^e=7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDOF</td>
<td>$\eta_2$</td>
<td>$R(\eta_2)$</td>
</tr>
<tr>
<td>I</td>
<td>15</td>
<td>6.37</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>45</td>
<td>2.98</td>
<td>0.69</td>
</tr>
<tr>
<td>III</td>
<td>153</td>
<td>1.44</td>
<td>0.59</td>
</tr>
<tr>
<td>IV</td>
<td>561</td>
<td>0.71</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1, m=1$)

Table 8. Relative error in energy norm and rate of convergence for Example 2 under various enrichment schemes

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Without enrichment</th>
<th>Single-enrichment ($m^e=7$)</th>
<th>Multi-enrichment ($m^e=7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDOF</td>
<td>$\eta_e$</td>
<td>$R(\eta_e)$</td>
</tr>
<tr>
<td>I</td>
<td>15</td>
<td>28.0</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>45</td>
<td>19.0</td>
<td>0.35</td>
</tr>
<tr>
<td>III</td>
<td>153</td>
<td>13.6</td>
<td>0.27</td>
</tr>
<tr>
<td>IV</td>
<td>561</td>
<td>9.53</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1, m=1$)
Table 9. Relative error in $L_2$ norm and rate of convergence for Example 3 under single-enrichment scheme

<table>
<thead>
<tr>
<th>Order</th>
<th>Term</th>
<th>Non-enriched functions</th>
<th>Without enrichment</th>
<th>Single-enrichment ($m^e=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$m$</td>
<td>$NDOF$</td>
<td>$\eta^2$</td>
<td>$R(\eta^2)$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>15</td>
<td>4.03</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>45</td>
<td>3.27</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>105</td>
<td>2.16</td>
<td>0.49</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>180</td>
<td>1.62</td>
<td>0.53</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>270</td>
<td>1.30</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 10. Relative error in energy norm and rate of convergence for Example 3 under single-enrichment scheme

<table>
<thead>
<tr>
<th>Order</th>
<th>Term</th>
<th>Non-enriched functions</th>
<th>Without enrichment</th>
<th>Single-enrichment ($m^e=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>$m$</td>
<td>$NDOF$</td>
<td>$\eta_e$</td>
<td>$R(\eta_e)$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>15</td>
<td>24.0</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>45</td>
<td>19.7</td>
<td>0.18</td>
</tr>
<tr>
<td>3</td>
<td>7</td>
<td>105</td>
<td>16.5</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>180</td>
<td>12.9</td>
<td>0.46</td>
</tr>
<tr>
<td>5</td>
<td>18</td>
<td>270</td>
<td>10.5</td>
<td>0.51</td>
</tr>
</tbody>
</table>
Table 11. Relative error in $L_2$ norm and rate of convergence for Example 3 under various enrichment schemes

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Without enrichment</th>
<th>Single-enrichment ($m^e=2$)</th>
<th>Multi-enrichment ($m^e=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$NDOF$</td>
<td>$\eta_2$</td>
<td>$R(\eta_2)$</td>
</tr>
<tr>
<td>I</td>
<td>15</td>
<td>4.03</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>45</td>
<td>1.88</td>
<td>0.69</td>
</tr>
<tr>
<td>III</td>
<td>153</td>
<td>0.91</td>
<td>0.59</td>
</tr>
<tr>
<td>IV</td>
<td>561</td>
<td>0.45</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1, m=1$)

Table 12. Relative error in energy norm and rate of convergence for Example 3 under various enrichment schemes

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Without enrichment</th>
<th>Single-enrichment ($m^e=2$)</th>
<th>Multi-enrichment ($m^e=2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$NDOF$</td>
<td>$\eta_e$</td>
<td>$R(\eta_e)$</td>
</tr>
<tr>
<td>I</td>
<td>15</td>
<td>24.0</td>
<td>—</td>
</tr>
<tr>
<td>II</td>
<td>45</td>
<td>16.6</td>
<td>0.34</td>
</tr>
<tr>
<td>III</td>
<td>153</td>
<td>12.0</td>
<td>0.27</td>
</tr>
<tr>
<td>IV</td>
<td>561</td>
<td>8.18</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Note: all non-enriched cover functions are of the lowest order ($p=1, m=1$)
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Fig. 13. Mesh-III nodal configuration and enrichment schemes (Examples 2 & 3)
Fig. 14. Mesh-IV nodal configuration and enrichment schemes (Examples 2 & 3)
Fig. 15. Relative error in $L_2$ norm against total DOF (Example 2) –‘$p$-refinement’

Fig. 16. Relative error in energy norm against total DOF (Example 2) –‘$p$-refinement’
Fig. 17. Relative error in $L_2$ norm against total DOF (Example 2) –‘$h$-refinement’

Fig. 18. Relative error in energy norm against total DOF (Example 2) –‘$h$-refinement’
Fig. 19. 15-node distorted mesh configuration (Examples 2 & 3)

Fig. 20. Domain and boundary conditions (Example 3)
Fig. 21. Relative error in $L_2$ norm against total DOF (Example 3) —‘$p$-refinement’

Fig. 22. Relative error in energy norm against total DOF (Example 3) —‘$p$-refinement’
Fig. 23. Relative error in $L_2$ norm against total DOF (Example 3) - $h$-refinement

Fig. 24. Relative error in energy norm against total DOF (Example 3) - $h$-refinement