<table>
<thead>
<tr>
<th>Title</th>
<th>Single-stage and cascade design of high order multiplierless linear phase FIR filters using genetic algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author(s)</td>
<td>Ye, Wen Bin; Yu, Ya Jun</td>
</tr>
<tr>
<td>Date</td>
<td>2013</td>
</tr>
<tr>
<td>URL</td>
<td><a href="http://hdl.handle.net/10220/19333">http://hdl.handle.net/10220/19333</a></td>
</tr>
<tr>
<td>Rights</td>
<td>© 2013 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works. The published version is available at: [<a href="http://dx.doi.org/10.1109/TCSI.2013.2256211">http://dx.doi.org/10.1109/TCSI.2013.2256211</a>].</td>
</tr>
</tbody>
</table>
Abstract—In this work, a novel genetic algorithm (GA) is proposed for the design of multiplierless linear phase finite impulse response (FIR) filters. The filters under consideration are of high order and wide coefficient wordlength. Both the single-stage and cascade form are considered. In a practical filter design problem, when the filter specification is stringent, requiring high filter order and wide coefficient wordlength, GAs often fail to find feasible solutions, because the discrete search space thus constructed is huge and the majority of the solution candidates therein cannot meet the specification. In the proposed GA, the discrete search space is partitioned into smaller ones. Each small space is constructed surrounding a base discrete coefficient set which is obtained by a proposed greedy algorithm. The partition of the search space increases the chances for the GA to find feasible solutions, but does not sacrifice the coverage of the search. The proposed GA applies to the design of single-stage filters. When a cascade form filter is designed, for each single-stage filter meeting the filter specification generated during the course of GA, an integer polynomial factorization is applied. Design examples show that the proposed GA significantly outperforms existing algorithms dealing with the similar problems in terms of design time, and the hardware cost is saved in most cases.

Index Terms—finite impulse response (FIR), genetic algorithm, cascade form, low hardware cost.

I. INTRODUCTION

Multiplierless linear phase finite impulse response (FIR) filters have been very popular for the past decades, since the coefficient multipliers are implemented by adders and hard-wired shifts, resulting in a low hardware cost. Many algorithms [1]–[17] have been proposed to minimize the number of adders used to synthesize the adder-shift network to minimize the hardware cost. In earlier time, such algorithms [1]–[11] are applied to a set of discrete coefficient values which already meet a given filter specification, to find a synthesis of the coefficient values using as few adders as possible. However, in filter design problems, the set of coefficient values meeting the given specification usually is not unique. It is possible to find some other sets of coefficient values which also meet the given specification and can be synthesized using less number of adders. Therefore, in recent years, many designers have proposed algorithms incorporating the synthesis of coefficient values into the search of discrete coefficients for a given filter specification [12]–[17].

While the algorithms in the later group definitely generate results with lower hardware cost, they have a common problem, i.e., requiring extremely long computation time. This problem becomes more serious when the filter order is high and/or the coefficient wordlength is wide, since the computation time of most of these algorithms increases exponentially along with the increasing of filter orders and coefficient wordlengths. A recently developed algorithm [18] confines the search space of each coefficient to the vicinity, for example the 2 closest discrete values, of the middle values in the feasible range, and thus is capable of designing long filters.

In order to extend the search space and meanwhile restrict the search time to a tolerable level, in this paper, a novel GA is proposed for the design of long filters and filters requiring coefficients with wide wordlength. GAs are artificial intelligence techniques based on the principle of "survival of the fittest" [19]. As a stochastic algorithm, a GA can be used to solve complicated problem with a huge search space, and thus is suitable for the problem under consideration. However, a drawback of GAs is that they may fail to find a feasible solution if the majority of the solution candidates in the search space are infeasible. In the filter design problem, when the filter specification is stringent and the hardware restriction is high, existing GAs such as [20]–[22] often cannot find a feasible solution.

In order to overcome these limitations, in the proposed GA, the discrete search space is partitioned into smaller ones. Each small space is constructed surrounding a base discrete solution which is obtained by a proposed greedy algorithm with different passband gain. This increases the chances for the GA to find feasible solutions, but does not sacrifice the coverage of the search. In addition, the search in the multiple spaces can run in parallel, and thus the computation time for the design of filters under consideration reduces significantly. Although a mixed integer linear programming (MILP) based algorithm [23] has been developed for the parallel optimization of FIR filters with signed power-of-two coefficients, the programming and the partitioning of the problem are complicated, and therefore, no attempts have been made for the design of filters sharing adder-shift network among coefficients. Moreover, in the proposed GA, an encoding technique is tailored for the partitioned search spaces, and a new fitness function putting more weights on the minimization of hardware cost...
are proposed.

The preliminary results of the proposed technique have been presented in [24]. Compared with [24], there are three major contributions in this paper. First, a more efficient subspace partitioning technique is proposed. Second, adaptive crossover and mutation rates are introduced such that the search efficiency is improved and the fittest solutions are preserved with the highest probability during the generational process. The last and most important is that a novel integer polynomial factorization technique is proposed such that the proposed GA can be used to design cascade form FIR filters; this technique circumvents the difficulty in the determination of the filter orders and coefficient effective wordlength (EWL) of the subfilters. In this paper, the EWL of a coefficient refers to the wordlength excluding the sign bit and the leading zero bits of the coefficient value; and the EWL of a filter refers to the EWL of the coefficient with the maximum magnitude in the filter.

Design examples show that the proposed GA uses much less time in the design of long filters and filters with wide coefficient wordlength. The hardware costs of the filters designed by the proposed GA are less than that designed by the other techniques in most cases, for both the single-stage and cascade form filters.

It should be noted that the proposed algorithm only aims to the design of linear phase FIR filters. For linear phase FIR filters, once the filter order is determined, the phase shift for each particular frequency is fixed. In other words, linear phase FIR filter may not be used in applications where the phase margin is concerned.

The rest of the paper is organized as follows. In Section II, the proposed GA for the design of the single-stage filters under consideration is discussed in details. Section III presents three single-stage design examples. The computational complexity, the selection of parameters, and the superiority and limitation of the algorithm are also discussed. Section IV introduces how to extend the proposed GA to design cascaded FIR filters by the introduction of an integer polynomial factorization technique. Two sets of design examples are given in Section V to show the advantages of the GA in the design of cascade form filters. Finally, the paper is concluded in Section VI.

II. DESIGN SINGLE-STAGE FIR FILTERS USING GA

In this section, first, the GA is briefly reviewed. A new partition technique is then introduced to divide the whole search space into several smaller spaces based on different passband gains. After that, adaptive crossover and mutation rates controlled by the fitness values are introduced. Finally, a new encoding form of chromosomes and a fitness function of the GA are proposed.

A. Overview of GA

A GA is an algorithm that mimics the process of natural evolutions. By such evolutions, the solution gradually evolves to the optimum one. Basically, in GAs, potential solutions of the unknowns are encoded to chromosomes and 3 genetic operations including selection, crossover and mutation are applied to these chromosomes. In detail, after initializing the first generation population of the chromosome pool, some individuals (individual chromosomes) in the existing population are selected according to a selection mechanism to breed a new generation. Those selected individuals are called "parents" and they produce "children" by crossover and mutation operators. The generational process containing selection, crossover and mutation is repeated until a prespecified termination criterion is reached.

B. Partitioning the search space

In the multiplierless filter design, if the coefficient space is nonlinear, such as the power-of-two space and subexpression space, floating the passband gain away from the unit may result in designs requiring less hardware. However, this enlarges the search space significantly.

Let $N$ and $B$ be the number of filter coefficients and the EWL of the filter, respectively. Apparently, after scaling the coefficient values to integers, the dynamic range of each coefficient is within $[-2^B, 2^B - 1]$. Therefore, for $\left\lfloor \frac{N+1}{2}\right\rfloor$ distinct coefficients in a linear phase FIR filter, the number of possible combinations of discrete solutions is as large as $2^\left\lfloor \frac{N+1}{2}\right\rfloor(B+1)$. For a moderate long and bit wide filter, for example $N$ and $B$ taken as 50 and 12, respectively, the number of possible discrete solutions in the whole search space will be $2^{325}$. However, the majority of these solutions are infeasible, i.e., they do not meet the filter specification, when the specification is reasonably stringent. Therefore, in most cases, it is very difficult to find feasible solutions using conventional GAs. To circumvent this problem, we confine the search spaces to the neighborhoods of several discrete coefficient sets. The discrete coefficient sets are obtained using a successive reoptimization approach for the selected passband gains. The way to select the passband gains, $G_m$, for $m = 0, 1, \ldots, M - 1$ is discussed in the next subsection. For each $G_m$, the discrete coefficient set is found in the following two steps.

Step 1: The optimum solution with continuous coefficient values meeting the filter specifications with a passband gain $G_m$ is found using a linear programming formulated as [16]:

$$
\text{Minimize : } f = \delta
$$

Subject to:

$$
G_m - \delta \leq H(\omega) \leq G_m + \delta, \text{ for } \omega \in [0, \omega_p]$$
$$-(\delta_s \delta)/\delta_p \leq H(\omega) \leq (\delta_s \delta)/\delta_p, \text{ for } \omega \in [\omega_s, \pi]
$$

(1)

where $\omega_p, \omega_s$ are the passband and stopband edges, $\delta_p, \delta_s$ are the passband and stopband ripple tolerances of the ideal passband and stopband gains away from 1 and 0, respectively, and $H(\omega)$ is the zero-phase frequency response of the filter to be optimized, given by

$$
H(\omega) = \sum_{n=0}^{\left\lfloor \frac{N+1}{2}\right\rfloor} b(n) \text{Trig}(\omega, n)
$$

(2)

In (2), $h(n)$ is the unknown symmetric impulse response of the filter to be optimized and $\text{Trig}(\omega, n)$ is an appropriate trigonometric function depending on the parity of $N$ and
2. specified EWL; $h$ representation, $G$ are obtained. Denoting the discrete coefficient set obtained of Step 2, the algorithm rounds a coefficient into a discrete coefficient sets is shown Fig. 1. In each iteration values into $H(\omega)$ and resolving (1) reoptimize the rest unquantized coefficient by substituting those fixed coefficient for all $i=0,1,2\ldots$. Let an index $i$ be zero.

**Step 2:** Round $h(i)$ to a prespecified wordlength. If $i = \left\lfloor \frac{N-1}{2} \right\rfloor$, every coefficient has been rounded to a discrete value, the program stops. Otherwise, reoptimize the rest unfixed coefficient by substituting those fixed coefficient values into $H(\omega)$ and re-solve (1); $i = i + 1$ and repeat Step 2.

The above method is a greedy successive reoptimization algorithm. The flow chart of the greedy algorithm to find the discrete coefficient sets is shown Fig. 1. In each iteration of Step 2, the algorithm rounds a coefficient into a discrete value and reoptimizes the rest continuous coefficients to compensate for the degradation of the frequency response. Using the above method, $M$ sets of discrete coefficient values are obtained. Denoting the discrete coefficient set obtained using gain $G_m$ as $h_{qm}(n)$ for $n=0,1,\ldots,\left\lfloor \frac{N-1}{2} \right\rfloor$, to simplify the representation, $h_{qm}(n)$ are scaled to integers and denoted as $h_{qm}(n)$, i.e.,

$$h_{qm}(n) = h_{qm}(n) \times 2^{S_m}$$

(3)

where $S_m$ is an integer making $\|h_{qm}\|_{\infty}$ containing the prespecified EWL; $h_{qm}$ represents the vector $[h_{qm}(0),h_{qm}(1),\ldots,h_{qm}(\left\lfloor \frac{N-1}{2} \right\rfloor)]^T$ and $\|h_{qm}\|_{\infty}$ stands for the norm-$\infty$ of the vector $h_{qm}$, i.e., the maximum magnitude of $h_{qm}$. $h_{qm}$ for $m=0,1,2,\ldots,M-1$ is named as the base discrete coefficient sets for the construction of subspaces. Last, for each passband gain $G_m$ and the corresponding coefficient set, an $\left\lfloor \frac{N-1}{2} \right\rfloor$-dimensional search space is constructed as follows. The lower bound and upper bound, denoted as $\hat{h}_{qm}^u(n)$ and $\hat{h}_{qm}^l(n)$, of $n$-th dimension, for $n = 0, 1, \ldots, \left\lfloor \frac{N-1}{2} \right\rfloor$, respectively, are defined as:

$$\begin{align*}
\hat{h}_{qm}^u(n) &= h_{qm}(n) + \frac{2^{q-1}}{2}
\hat{h}_{qm}^l(n) &= h_{qm}(n) - \frac{2^{q-1}}{2}
\end{align*}$$

(4)

where $B_m(n)$ is the EWL of the $n$-th coefficient. In such a way, the coefficient with a larger magnitude has a larger range for variation in the discrete coefficient space. For example, for a particular passband gain $G_m$, the corresponding base discrete coefficient set is $[3, 9, 21]$ and the corresponding EWL of each coefficient value is $2, 4$ and $5$, respectively. The lower bound and upper bound of each discrete coefficient are computed according to (4), and therefore, each coefficient value may vary in the range of $[2,3,4],[6,7,8,9,10,11,12]$ and $[18,19,\ldots,21,\ldots,24]$, respectively, where the underlined values are $h_{qm}(n)$.

**C. Determining the Gains**

For a given filter specification, when the passband gain is $G_m$ or $2G_m$, the discrete coefficient sets obtained from the successive reoptimization algorithm are the same for a given EWL. Therefore, we only need to consider the passband gain varying in a range from $\alpha$ to $2\alpha$ for any positive $\alpha$. We choose $\alpha$ to be 0.7 as [17] and thus $G_m$ may vary in $[0.7 \quad 1.4]$. First, we divide the variation range of the passband gain to $M$ sections in $[0.7 \quad 1.4]$ as that in [25]; in our case, $M$ is set to 20, and thus $G_m$ is confined to a range of $\Gamma_m$, given by $[0.7+0.035m, 0.7+0.035(m+1)]$ for $m=0,1,2\ldots,M-1$. Each range $\Gamma_m$ is further discretized by a stepsize of 0.001, and thus $G_m$ may take any value from the 35 possible values in $\Gamma_m$. Let the 35 possible values be $G_{m,j}$ for $j=0,1,2\ldots34$. The discrete coefficient set for each $G_{m,j}$, denoted as $h_{qm,j}(n)$, obtained by the proposed greedy algorithm discussed in Section II-B, leads to a filter with normalized magnitude ripples $\delta_{m,j}$ computed by

$$\begin{align*}
H(\omega) &= \frac{1}{\max(\hat{h}_{qm,j}(n)Trig(\omega,n))}, \quad \text{for} \quad \omega \in [0,\omega_p] \\
gain &= \frac{\max(H(\omega)) + \min(H(\omega))}{2}, \quad \text{for} \quad \omega \in [0,\omega_p] \\
\hat{\delta}_p &= \frac{\max(H(\omega)) - \min(H(\omega))}{2}, \quad \text{for} \quad \omega \in [0,\omega_p] \\
\hat{\delta}_s &= \max(\text{abs}(H(\omega))), \quad \text{for} \quad \omega \in [\omega_s,\pi] \\
\delta_{m,j} &= \max(\hat{\delta}_p, \hat{\delta}_s + \hat{\delta}_s) 
\end{align*}$$

(5)

Thus, $G_m$ is selected to be $G_{m,i}$ whose corresponding $\delta_{m,i}$ is minimum among $\delta_{m,j}$ for all $j=0,1,2\ldots34$. With the selected $G_m$ for $m=0,1,2\ldots,M-1$, twenty spaces are constructed according to the method proposed in Subsection II-B, and the proposed GA is applied to each search space separately.

**D. Adaptive Crossover and Mutation Rates**

During the generational process, crossover and mutation are the two basic operations to generate the offsprings. The crossover and mutation rates, denoted as $P_c$ and $P_m$, play a vital role in the GA algorithm. The higher $P_c$ and $P_m$ are, the more variations are introduced into the offsprings; this
prevents the premature convergence of the GA and increases the search efficiency. However, large \( P_c \) and \( P_m \) may lead to the solution unstable, i.e., fitter chromosomes have the same probability to be cast away during the generational process as unfitter chromosomes. Therefore, in the proposed GA, instead of keeping \( P_c \) and \( P_m \) unchanged during the whole process, \( P_c \) and \( P_m \) are adaptively adjusted according to the fitness values of the chromosomes, expressed as:

\[
P_c = \begin{cases} 
\lambda_1 \frac{F_{\text{max}} - F_{\text{mean}}}{F_{\text{mean}}} + \lambda_0, & \text{for } F_{\text{mean}} \geq F_{\text{mean}} \\
\lambda_1 + \lambda_0, & \text{otherwise}
\end{cases}
\]

\[
P_m = \begin{cases} 
\lambda_2 \frac{F_{\text{max}} - F_{\text{mean}}}{F_{\text{mean}}} + \frac{\lambda_0}{100}, & \text{for } F \geq F_{\text{mean}} \\
\lambda_2 + \frac{\lambda_0}{100}, & \text{otherwise}
\end{cases}
\]

(6)

where \( F_{\text{max}} \) and \( F_{\text{mean}} \) are the maximum and mean values of the overall fitness values in the current generation, respectively. \( F^L \) is the larger fitness value of the two parent chromosomes that are selected for crossover operation, and \( F \) is the fitness value of the chromosome that is to mutate. \( \lambda_1 \) and \( \lambda_2 \) are weighting parameters and \( \lambda_0 \) is a constant. According to (6), the chromosome with smaller fitness value has larger \( P_m \) and \( P_c \); thus, their codons in the chromosomes are recombined more quickly. On the contrary, for the fittest chromosome in the current generation, their \( P_m \) and \( P_c \) are \( \lambda_0 \) and \( \lambda_0/100 \), the minimum mutation and crossover rates, so that the good codons are preserved. The selection of parameters in (6) is presented in section II-C.

E. Encoding and Initial Population

In the proposed algorithm, chromosomes are encoded to ternary strings of \{1,0,1\}. Since the search space in the proposed GA has been confined to a small range around the base discrete coefficient set, each element in the population is a small deviation from the base discrete values. Therefore, to encode the discrete coefficient values in the population, instead of encoding the discrete coefficient values themselves, the deviations from the base discrete values are encoded to reduce the length of chromosomes. To illustrate this encoding method, the same example in Section II-B is used, where the base discrete coefficient values are \{3,9,21\}, and the lower bound and upper bound for each value are [2,4], [6,12] and [18,24], respectively. Thus, the possible largest deviations are 1, 3 and 3, respectively. Therefore, 5 digits are sufficient to encode all elements in the given search space. For example, an element of \{4,8,20\} is encoded to be 10101. If the coefficient values are directly encoded to a ternary string, 12 digits are needed.

With the above encoding technique, a chromosome with an all-zero string represents the base discrete coefficient set, and such chromosome is named as an "ancestor chromosome". Our design experiences show that for filters with length less than 35, the proposed GA is robust to find feasible solutions even with randomly produced population in most cases; however, when the filter length is longer, a good initial population is very important for the GA to find a feasible solution. In the proposed GA, half of the total population is produced by perturbing the "ancestor chromosome" and the other half is randomly produced in the respectively constructed space. The randomly produced population is to diversify the gene pool and thus helps to prevent the premature convergence.

F. Fitness Function

To minimize the hardware cost, the objective function \( f_g \) of the proposed GA is set to be the number of adders. After each chromosome is encoded, a multiple constant multiplication (MCM) algorithm is used to compute the number of adders used to synthesize the coefficient values. The \( n \)-dimensional reduced adder graph (RAGN) [5] algorithm is used for the reason that this algorithm usually outperforms other MCM algorithms in terms of number adders used to synthesize the discrete coefficient values (The total number of adder of the filters includes the adders to synthesize the coefficients and the structural adders used in the delay chain). However, as mentioned in Section II-B, the major elements in the search space cannot meet the given filter specification; for such chromosomes, even their corresponding coefficient sets can be synthesized using fewer adders, they should be cast away during the selection process gradually. A common way to cast away the infeasible elements is to add a penalty to the objective function when the filter specification is not satisfied, and the fitness values are thus significantly reduced for these cases. The proposed fitness function is given as:

\[
F = \begin{cases} 
1/f_g & \text{if } \delta_m \leq \delta_p \\
1/(P_e \times \frac{\delta_m}{\delta_p}) & \text{if } \delta_m > \delta_p
\end{cases}
\]

(7)

Here, \( f_g \) is the total number of adders used to synthesize the filter using the coefficient values of the chromosome, \( \delta_m \) is the ripple of the filter represented by the chromosome calculated as in (5), \( \delta_p \) is the given ripple specification and \( P_e \) is a penalty value, given by

\[
P_e = \sum_{n=0}^{\lceil \frac{N-1}{2} \rceil} \text{MaxadderCost}(h_{qm}(n))
\]

(8)

where \( \text{MaxadderCost}(h_{qm}(n)) \) is the maximum adder cost to synthesize the possible values of \( h_{qm}(n) \) in its range \([h^l_{qm}(n) \ h^u_{qm}(n)]\) given in (4). For example, if a coefficient value is in the range of \([2,3,4]\), the corresponding adder costs to synthesize these discrete values are 0,1 and 0, respectively. So the maximum adder cost for this coefficient is 1. Computing \( P_e \) according to (8) guarantees that the fitness values of the infeasible individuals are smaller than that of the feasible individuals. Thus, during the generational process, the infeasible solutions will be gradually cast away. Meanwhile, for the coefficient sets not meeting the ripple specification, the coefficient sets with smaller ripples have bigger fitness values, ensuring that they have bigger chances to survive in the selection process. This helps the program to find out more coefficient sets meeting the given filter specification.

With the introduction of the penalty function, we do not need to apply the MCM algorithm to those coefficient sets which do not meet the given filter ripple requirement. Since it is time consuming to apply MCM algorithm to each coefficient
III. NUMERICAL EXAMPLE OF SINGLE-STAGE DESIGN

Three benchmark filters (B, L1 and C) are designed to show the superiority and limitation of the proposed algorithm in the design of high order and wide coefficient wordlength FIR filters. B, L1 and C are examples taken from [18], [26]. The specifications of the three filters are listed in Table I. The specifications show that the order of the three filters are all high and meanwhile filter L1 requires coefficient values with wide wordlength.

### A. Simulations Results

In the proposed GA, the population size is set to 400 and the running of the GA is terminated when the generation reaches 100. The Roulette Wheel Selection [27] is used to select the chromosomes for crossover and mutation. The determination of the other GA parameters will be discussed in subsection III-C. The program is developed using Matlab. The 20 sub-problems of each example are casted to 20 computers, and each computer has two cores with CPU speed of 3.2G Hz.

The simulation results are given in Table II, where the number of the adders is given in terms of number of multiplier block adders (MBAs) and structure adders (SAs). It can be seen for the filters with length less than 150, the proposed GA generates designs using less number of adders. However, for the filter with length longer than 300, the proposed GA cannot beat the design obtained in [18] in terms of number of adders. The reasons for this is analyzed in subsection III-D. The coefficient values of the filters B and L1 obtained by the proposed GA are listed in Tables III and IV, respectively.

### B. Computational Complexity

The runtime of the proposed GA for filters L1, B and C are 26m41s, 16m24s and 3h49m, respectively, when the partitioned problems are cast to 20 machines. When only one computer is used but the parallel toolbox in Matlab is exploited, the runtimes of the examples L1, B and C are 4h31m, 2h41m and 37h9m, respectively. However, the runtimes cannot accurately reflect the computational complexity of the algorithms due to various factors such as the efficiency of the
In the proposed algorithm, the computation contains two parts: one is to find the base discrete coefficient set and the other is to search around the subspace constructed based on the base discrete coefficient set. Both of these two parts repeatedly compute the filter ripple by solving linear programming problems. Let \( N \), \( P \) and \( G \) be the length of the filter, the population size and the number of generations to be updated in the GA, respectively. The total number of linear programmings for the first part to find the base discrete coefficient set, expressed as \( LP_{N1} \), is given by

\[
LP_{N1} = J \left( \frac{N - 1}{2} \right)
\]

where \( J \) is the number of passband gains in each section. In our case \( J = 35 \).

In the second part, the number of linear programming to be done, denoted as \( LP_{N2} \), is determined by

\[
LP_{N2} = PG
\]

where \( P = 400 \) and \( G = 100 \) in our case. The computation time for the selection, crossover and mutations operations is much shorter than that for the linear programming and is ignored in our analysis. Let the average runtime of a linear programming be \( T \). The overall computation time of the proposed algorithm is

\[
ComputationTime = M \left( J \left[ \frac{N - 1}{2} \right] + PG \right) T
\]

where \( M \) is the total number of partitioned subspaces.

In comparison, the total iterations needed to be run in the algorithm [18] is \( L \left[ \frac{2N - 1}{2} \right] \), where \( L \) is the size of the refined value set. \( L \) is set to 2 in [18]. Each iteration requires two linear programmings to compute the lower bound and upper bound of the corresponding coefficient. The overall computation time of the algorithm in [18] can be expressed as

\[
ComputationTime = 2\beta L \left[ \frac{N - 1}{2} \right] T
\]

where \( \beta \) is a factor influenced by many cutoff "mechanisms".

From (11) and (12), it can be seen that the computational complexity of the proposed algorithm increases linearly with the increasing of \( N \), whereas that for the algorithm in [18] increases exponentially with the increasing of \( N \). When \( N \) is large, the proposed algorithm has much lower computational complexity. The cutoff factor \( \beta \) may alleviate the computational complexity but it can not change the exponential relation by nature. For example, assuming that the cutoff factor \( \beta \) is \( 10^{-8} \) (which in practical is much larger), to design filter B (with order 104), the total computation time of the algorithm in [18] is \( (1.8 \times 10^8)T \), whereas for the proposed GA it is \( (8.364 \times 10^5)T \). The later one is much smaller than the former one. That is the reason why [18] need to be manually terminated after running 24h for filters B and C. If let the program finish the whole search, it may takes several days or even several weeks. Furthermore, the proposed GA can be easily programmed to be run in parallel, but it is much more complicated for algorithm in [18]. The reason that the running time to design filter C by a single computer using the proposed technique shows longer is because the proposed algorithm is developed in Matlab, which is an interpreted language and much slower than the compiled language used in [18].

### Table III

**The Coefficient Values of Filter B**

<table>
<thead>
<tr>
<th>( h(n) ) for ( 0 \leq n \leq 52 ); passband gain: 907.66, EWL: 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized passband ripple: 0.00995; normalized stopband ripple: 0.00995</td>
</tr>
</tbody>
</table>

### Table IV

**The Coefficient Values of Filter L1**

<table>
<thead>
<tr>
<th>( h(n) ) for ( 0 \leq n \leq 60 ); passband gain: 64608.72, EWL: 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized passband ripple: 0.00055; normalized stopband ripple: 0.00009649</td>
</tr>
</tbody>
</table>

---

computer languages, the speed of the computer and etc. In the following, the computational complexity of the algorithms are analyzed based on the number of linear programming to be solved.

In the proposed algorithm, the computation contains two parts: one is to find the base discrete coefficient set and the other is to search around the subspace constructed based on the base discrete coefficient set. Both of these two parts repeatedly compute the filter ripple by solving linear programming problems. Let \( N \), \( P \) and \( G \) be the length of the filter, the population size and the number of generations to be updated in the GA, respectively. The total number of linear programmings for the first part to find the base discrete coefficient set, expressed as \( LP_{N1} \), is given by

\[
LP_{N1} = J \left( \frac{N - 1}{2} \right)
\]

where \( J \) is the number of passband gains in each section. In our case \( J = 35 \).

In the second part, the number of linear programming to be done, denoted as \( LP_{N2} \), is determined by

\[
LP_{N2} = PG
\]

where \( P = 400 \) and \( G = 100 \) in our case. The computation time for the selection, crossover and mutations operations is much shorter than that for the linear programming and is ignored in our analysis. Let the average runtime of a linear programming be \( T \). The overall computation time of the proposed algorithm is

\[
ComputationTime = M \left( J \left( \frac{N - 1}{2} \right) + PG \right) T
\]

where \( M \) is the total number of partitioned subspaces.
C. Determining the Parameters $\lambda_1, \lambda_2$ and $\lambda_0$

For traditional GA, it is difficult to exactly determine an optimal $P_m$ and $P_c$, because there are many random factors impacting on the search process. One of the goals of adaptive mutation and crossover is to ease the users’ burden to specify $P_m$ and $P_c$, since the performance of adaptive GA is not significantly influenced by the weighting parameters $\lambda_1$ and $\lambda_2$. The reason to introduce a constant $\lambda_0$ is because without it, the crossover and mutation rates for the best solution are 0. In such a case, the genes of the best solution in a population do not contribute to the next generation through crossover and mutation. By setting $\lambda_0$ to be a very small value (less than 0.01), on one hand the best solution is persevered and on the other hand the good "genes" have chances to be inherited by its children.

The general rule to choose $\lambda_1$ and $\lambda_2$ is that they are selected to be values relatively larger than the crossover and mutation rates in the traditional GA, respectively. This is to ensure that the probabilities of the individuals, whose fitness values are less than the average fitness value, to breed new individuals are reduced. The classical crossover and mutation rates for traditional GA are in the range from 0.8 to 0.95 and from 0.005 to 0.05 [19], respectively. In the proposed GA, $\lambda_1$ and $\lambda_2$ with values not smaller than 0.8 and 0.05, respectively, are tested. Fig. 3 shows the resultant mean fitness value vs. the generation for $\lambda_1$ and $\lambda_2$ to be (0.8, 0.05), (0.9, 0.1) and (1, 0.15) respectively, for the design of filter B with $G_m$ for $m = 10$. For comparison, plots for the traditional GA with $P_c$ and $P_m$ to be (0.8, 0.0098), (0.9, 0.0198) and (1, 0.027), respectively, are also shown in Fig. 3. It shows that for the three cases in adaptive GA, the convergence speeds are slightly different, but they all converge to the same mean fitness value. However, the traditional GA tends to converge to a local optimal point.

In the design examples presented in this paper, $\lambda_1$, $\lambda_2$ and $\lambda_0$ are set to 0.9, 0.1 and 0.005, respectively.

D. Superiority and Limitation

The simulation results in Section III-A and the computational complexity analysis in Section III-B showed that the proposed algorithm designs filters with reduced hardware cost and reduced design time in most cases. However, when the filter order is as large as 300, such as the example filter C, the proposed GA cannot beat the design obtained in [18].

This is because the computational complexity of the algorithm is kept to be linearly proportional to the filter order as shown in (11), where the parameters $M$, $J$, $P$ and $G$ are all set to be constant independent of $N$. When $N$ increases, the search space for each subproblem thus increases significantly. For example, when the filter order is 120, the size of the search space is around $3^{60}$; when the filter order is increased to 300, the size of the search space is around $3^{150}$. Thus the GA cannot obtain optimum solution when the population size ($P$) and the generation of GA ($G$) do not increase accordingly. In other words, we sacrifice the optimality to maintain the problem to be tractable, and the algorithm provides a promising approach to design long filters in tractable time.

In the end, a general speculation to the efficiency of the proposed GA is that the GA is more efficient in the design of filters with less stringent specifications. This is for the reason that the efficiency of the proposed GA depends on the size of search space and the amount of feasible solutions in the space. The larger search space and less feasible solutions, the lower efficiency of the algorithm. When the filters are of more stringent specifications, the search space does not change according to our algorithm, but the number of feasible solutions is reduced, such that the efficiency is also reduced. So this is opposite to MILP which in general is more efficient when the specifications are more stringent.

IV. DESIGN CASCaded FIR FILTERS USING THE PROPOSED GA

FIR filters in cascade structure are well-known for their low computational complexity, compared with the single-stage design [28]. Many researches [29]–[32] have attempted to design multiplierless FIR filters in cascade form. However, existing algorithms either can not design long filter [32] or fail to beat the state-of-the-art single-stage design techniques [17], [18].

While GAs have been successfully developed for the design of single-stage FIR filters [20]–[22], they do not show significant advantages in the design of subfilters in cascade form [29]. One of the difficulties in the design of cascade form FIR filter with discrete coefficients is the determination of the subfilter orders. GAs cannot provide an efficient technique to evolve automatically to an order combination of subfilters that can lead to a low hardware cost. In addition, in earlier algorithms for the design of cascade form multiplierless FIR filters [29]–[31], in order to obtain feasible cascade solutions, the EWL of each subfilter is not properly controlled. In these algorithms, although the EWL of the coefficients of each subfilter is shorter or equal to the minimum that can be achieved by the single-stage design, due to the cascade, the width of the SAs of the second subfilter significantly increases. Therefore, the cascade form filters designed using such approaches often have higher hardware cost than that of the best single-stage design.

In this section, we propose a GA for the design of cascade form filters. The GA search is performed on single-stage
filters, and an integer coefficient polynomial factorization technique which results in two discrete coefficient polynomials is proposed. In such a manner, we circumvent the above two difficulties in the design of cascade form filters, i.e. the GA need not to determine the orders of subfilters, and the EWLs of the subfilters are controlled by the single-stage design, so that the EWLs of the subfilters are kept low.

A. Integer Coefficient Polynomial Factorization

For a given integer coefficient \((N-1)\)-th order polynomial, denoted as \(H_d(z) = \sum_{n=0}^{N-1} h_d(n)z^{-n}\), where \(h_d(n)\) are integers for \(n =0,1,2...N-1\), there are \(N-1\) roots (including real and complex conjugated roots). Denoting the \(j\)-th real root as \(R_j\) and the \(k\)-th complex root as \(r_k e^{-i \theta_k}\), where \(r_k\) and \(\theta_k\) are the magnitude and phase of the corresponding complex, respectively, the polynomial \(H_d(z)\) can be factorized as:

\[
H_d(z) = \beta \prod_{k=1}^{K} (z^{-1} + r_k e^{-i \theta_k}) \prod_{j=1}^{J} (z^{-1} + R_j)
\]

(13)

where \(K + J = N - 1\), and \(\beta\) is a scaling constant.

If every pair of the factors that are complex conjugated roots are multiplied, \(H_d(z)\) can be rewritten as:

\[
H_d(z) = \beta^{K/2} \prod_{k=1}^{K/2} (z^{-2} + 2r_k \cos(\theta_k)z^{-1} + r_k^2) \prod_{j=1}^{J} (z^{-1} + R_j)
\]

(14)

which consists of \(J\) first-order factors and \(K/2\) second-order factors, all containing real coefficients. Depending on if the coefficient values of a factor are all integers or not, these factors are classified into integer factors and non-integer factors. If we can cast the factors into several groups, and the product of each group is an integer coefficient polynomial, respectively, the original polynomial is successfully factorized. In this paper, we consider only the cascade of two subfilters, i.e. the polynomial is factorized to two integer coefficient polynomials. Therefore, the factorization problem is transferred to how these factors can be allocated to two "baskets", each corresponding to a sub-polynomial, such that the product of the factors in each basket, scaled by a proper constant, is an integer coefficient polynomial. Denoting the two baskets as B1 and B2 and their scalers as \(\beta_1\) and \(\beta_2\), respectively, \(\beta_1\beta_2\) has to be equal to \(\beta\).

When the polynomial factors are allocated to a basket, the resultant basket may be an integer basket, which contains only integer factors, or a non-integer basket, which contains only non-integer factors, or a mixed basket, which contains both integer and non-integer factors. Obviously, the product of the factors in an integer basket is an integer polynomial. On the other hand, the product of the factors in a non-integer basket and that in a mixed basket with some proper scalars, also have potentials to be an integer coefficient polynomial. If all the combinations of the allocation of factors into the two baskets B1 and B2 are tested, the problem is in combination complexity and therefore is intractable. For this reason, we restrict the factor allocation such that B1 can be allocated with integer factors only, and B2 can be allocated with either integer or non-integer factors, i.e. B1 is an integer basket taking scaling factor \(\beta_1 = 1\) and B2 may be either a non-integer basket or a mixed basket taking a scaling factor \(\beta_2 = \beta\).

Since the number of integer factors in the polynomial factorization is limited, the problem is significantly simplified. First, all the integer factors obtained in the factorization of the original integer coefficient polynomial are listed. Second, all the combinations of the integer factors which can be allocated to B1 are listed. For example, if there are 2 integer factors, B1 thus can be allocated with either of them or both of them, and in total, there are 3 combinations. For each combination in B1, the corresponding rest factors are allocated to B2. Finally, the product of the factors in B2 is checked; if the resultant polynomial contains only integer coefficients, the factorization of the integer coefficient polynomial to two integer coefficient polynomials is successful and the result is recorded.

However, in the factorization of (14), all factors are in the normalized form that the coefficient of the highest order term is unit. This excludes the factors such as \(2z^{-1} + 5, 5z^{-1} + 1\) or \(2z^{-2} + z^{-1} + 2\), from the integer factors. To secure such integer factors, every non-integer factor is tested to check if the factor can be converted to an integer factor by a converting constant.

Theoretically, the non-integer factors with rational number coefficients can be converted to integer factors if the coefficients are multiplied by a suitable integer, for example, a non-integer factor \(z^{-1} + 0.1189\) can be converted to an integer factor if it is multiplied by a converting constant, 10000 in this example. However, when the converting constant is too large, although the resultant factor is an integer factor, the wordlength of the coefficient is too long to be implemented by using a limited number of adders. Therefore, we bound the converting constant, denoted as C, to \(C < \max(h_d(n))/2\). If a non-integer factor is converted to an integer factor by converting constant C, the overall scaling factor \(\beta\) is adjusted to \(\beta/C\).

With all the above considerations, for a given \((N-1)\)-th order polynomial \(H_d(z)\) with integer coefficients \(h_d(n)\) for \(n =1,2..., N-1\), the details of its factorization are summarized as follows:

1) Factorizing \(H_d(z)\) into the form in (14) by finding all the roots of the polynomial. Integer factors and non-integer factors are classified.

2) Converting the non-integer factors into integer factors, if possible. If there are \(Q\) convertible non-integer factors, and the corresponding converting factors are \(C_i\), for \(i =1,2,...Q\), adjusting \(\beta\) to \(\beta/\prod_{i=1}^{Q} C_i\).

3) If even after conversion, there is no integer factors, the polynomial of the given coefficient set cannot be factorized into two integer sub-polynomials; otherwise, all the combinations of the integer factors are listed.

4) For each combination of the integer factors, checking whether the product of the rest factors scaled by \(\beta_2 = \beta\) is a polynomial with integer coefficients. If yes, the factorization is successful.
B. An Example to Illustrate the Factorization Technique

A polynomial \( p \) with an integer coefficient set \{40,140,314,473,314,140,40\} is given to illustrate the factorization technique in details. The roots of the polynomial \( p \) are computed by using Matlab function "roots", and they are \(-0.25 + 0.9682i, -0.25 - 0.9682, -0.0350 + 0.9994i, -0.0350 - 0.9994i, -0.7150 + 0.6991i, -0.7150 - 0.6991i, -0.75 + 0.6614i \) and \(-0.75 - 0.6614i \), respectively, with a scaling constant \( \beta = 40 \). By pairing the conjugated roots, we can get all the factors, they are \( z^{-2} + 0.5z^{-1} + 1 \), \( z^{-2} + 0.0699z^{-1} + 1 \), \( z^{-2} + 1.4301z^{-1} + 1 \) and \( z^{-2} + 1.5z^{-1} + 1 \). Originally, there are no integer factors. By conversion, the non-integer factors \( z^{-2} + 0.5z^{-1} + 1 \) and \( z^{-2} + 1.5z^{-1} + 1 \) are converted to integer factors \( 2z^{-2} + z^{-1} + 2 \) and \( 2z^{-2} + 3z^{-1} + 2 \) when they are multiplied by an integer 2 for \( 2 \) is less than 473/2. Thus the scaling constant \( \beta \) becomes 10. After conversion, there are two integer factors and two non-integer factors. According to the proposed factorization technique, B1 contains only integer factors. Therefore, there are in total 3 possible combinations of integer factors that can be allocated to B1 as listed in Table V. The rest factors, together with \( \beta \), of each combination in B1 are allocated to B2. The coefficients of the products of the factors in B2 are checked; the resultant coefficients of B2 in this example are \{20,60,107,123,107,60,20\}, \{20,40,77,81,77,40,20\} and \{10,15,21,15,10\} for the first, second and third factorization, respectively. Therefore, all of these factorizations are successful.

C. Incorporating the Factorization Technique into the Proposed GA

When the factorization technique is incorporated into the proposed GA, the GA search is conducted on single-stage filters. The 3 genetic operations including selection, crossover and mutation are applied as usual, but the fitness is computed in a different way. During the GA search, once a chromosome is obtained, an integer coefficient set of a single-stage filter is obtained. This discrete coefficient set is evaluated to check if the filter specification is satisfied, and the adder cost, \( f_g \), is computed. The factorization technique proposed in Section IV-A is performed only when the filter specification is met. If the polynomial of the single-stage filter is successfully factorized into two integer polynomials, the adder cost to realize the two factorized integer coefficient sets, denoted as \( f_{g_{cas}} \), is computed. If \( f_{g_{cas}} \leq f_g \), the fitness value of the chromosome is set to \( 1/f_{g_{cas}} \); otherwise, to \( 1/f_g \). Note that 1) for an integer coefficient set (Chromosome), the factorization may not be unique, and thus \( f_{g_{cas}} \) is set to the smallest adder cost and the corresponding factorization is recorded; 2) the factorization is not necessary leading to a smaller objective value (i.e., adder cost) than the single-stage realization, and the factorization is not recorded in this case.

A simple example to illustrate the fitness evaluation of the chromosomes is given as follows. If a chromosome is decoded to an integer coefficient set \{5,29,52,62,29,5\}, the adder cost of this integer set (including both MBAs and SAs) is \( f_g = 10 \). The proposed factorization technique is performed and the polynomial can be factorized into two subpolynomials with coefficient sets \{1,4,1\} and \{5,9,11,9,5\}, respectively. The adder cost to realize these two integer coefficient sets is \( f_{g_{cas}} = 9 \). Since \( f_{g_{cas}} \leq f_g \), the fitness value of this chromosome is \( 1/f_{g_{cas}} \), i.e., 1/9. The factorization result is recorded.

V. NUMERICAL EXAMPLES OF CASCADE FORM DESIGN

In this section, we evaluate the suitability of the proposed algorithm.

In Example A, the long filters B, L1 and C are designed using the proposed algorithm in cascade form. Since there is no existing algorithm directly designing long filter in cascade form which aims to minimize the adder cost, the results are first compared with the best results of single-stage designs in [18]. We further re-pack the algorithms in [17], [32] in a manner such that they can be used to design long filters in the cascade form, and the results obtained are also compared.

In Example B, two moderately long filters A1 and S2 (with length around 60) taken from [32] are designed using the proposed GA in cascade form. The results are compared with the cascade design in [32]. Note that if enough time is given, the algorithm in [32] has high probability to find the cascade design with minimum number of adders. However, even for the moderately long filters, it may take several weeks to finish the search; therefore, in [32] the runtime for each design is limited to 24h.

A. Example A

The design results of B, L1 and C are listed in Table VI. The single-stage design obtained by [18] and by the proposed GA are also listed. The reason that we compare the results with the single-stage design in [18] is that no existing multiplierless technique can directly design long FIR filters in cascade form with lower hardware cost than the state-of-the-art single-stage design technique.

With existing cascade filter design techniques [29]–[32] and discrete coefficient filter design technique for moderately long filters [17], alternative approaches indirectly designing the long filters are possible. Here, filter B is designed using such a possible way to compare with our results.

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>AN EXAMPLE TO FACTORIZE A DISCRETE COEFFICIENT SET</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>B2</td>
</tr>
<tr>
<td>2z^{-2} + z^{-1} + 2</td>
<td>10(z^{-2} + 0.0699z^{-1} + 1)(z^{-2} + 1.4301z^{-1} + 1)(2z^{-2} + 3z^{-1} + 2)</td>
</tr>
<tr>
<td>2z^{-2} + 3z^{-1} + 2</td>
<td>10(z^{-2} + 0.0699z^{-1} + 1)(z^{-2} + 1.4301z^{-1} + 1)(2z^{-2} + 3z^{-1} + 2)</td>
</tr>
<tr>
<td>2z^{-2} + z^{-1} + 2(2z^{-2} + 3z^{-1} + 2)</td>
<td>10(z^{-2} + 0.0699z^{-1} + 1)(z^{-2} + 1.4301z^{-1} + 1)</td>
</tr>
</tbody>
</table>
The basic idea of the indirect design is to first separate the long filter into a cascade of several short filters with continuous coefficients, and each short filter is then designed by [17] or [32]. Two subfilters are considered in this example, denoted as F1 and F2, respectively. However, a difficulty is to set the specifications for each subfilter, such as filter orders, ripples and EWLs. In [30], two approaches are proposed.

The first method is named as direct approximation method, in which F1 is designed to continuous coefficient values directly using the frequency response specifications of the overall filter and by fixing F1, F2 is then optimized in discrete values. However, in the design of filter B, F1 designed in such a way cannot lead to an overall filter meeting the ripple requirement even if F2 is optimized with continuous coefficients.

The other way is to obtain subfilters using the interleaved zero approach. After obtaining the continuous coefficient values of F1 by using this method, F1 is fixed and F2 is optimized using algorithms [17] or [32] to obtain discrete coefficient values such that the overall filter meets the specification of filter B. Then, F2 is fixed and F1 is optimized using [17] or [32] to meet the overall specification. In the design of Filter B, the subfilter orders for both F1 and F2 are 52, according to the interleaved zero approach.

Using [17], the resultant hardware cost for F1 and F2 are 60 and 55 adders, with EWLs 8 and 5, respectively. Thus, the EWL of the overall filter is as larger as 15 due to the convolution of the two subfilters. Note that filter B designed using the proposed algorithm requires only 94 adders with overall EWL 8. In terms of the hardware cost, the filter obtained using the proposed GA is much lower, because of the small number of adders and small EWL. Using [32], each subfilter is further a cascade two short subfilters. However, in this case, in the step fixing F1 and optimizing F2, even if the EWL of F2 is increased to 6, no solution can be found. It is possible to further increase the EWL of F2 until a solution is found, but this, on one hand, increases the design time significantly, and, on the other hand, will increase the hardware cost significantly due to the large overall EWL of the filter.

This design examples show that such indirect optimization approaches either generate designs with much higher hardware cost than the proposed GA or cannot produce feasible cascade designs for a given search space. In addition, the runtimes of these algorithms are also much longer because each subproblem (to optimize the subfilter) may take several hours for a filter with orders around 50.

The reason that such indirectly techniques cannot generate better results is due to the difficulty in how to set the orders of the subfilters, and how to allocate zeros to each subfilter. Using the interleaved zero approach, for a given filter orders, the way to allocate zeros to the two subfilters are fixed. Certainly, there are other ways to allocate zeros that may result in feasible and better solutions, but obviously finding a good allocation is not straightforward, and significant additional research may be required.

Overall speaking, the proposed technique is the first one efficiently achieving lower hardware cost for the design of long filters in cascade form. The coefficient values of the cascade designs of B, L1 and C are listed in Table VII, VIII and IX, respectively.

### B. Example B

In this example, the proposed GA is used for the design of two moderately long filters A1 and S2 in cascade form and the results are compared with that obtained by MILP based algorithm [32]. The specifications of A1 and S2 are listed in Table X. Table XI shows that for the filters with moderately long length, which can be handled by deterministic algorithm such as [32], the propose heuristic GA use much shorter design time than that of the algorithm in [32], while the adder cost of the final designs is not worse than that in [32]. It has to be noted that, for filter S2, when the EWL and order are kept to be 10 and 59 as in [32], the proposed GA can not find the feasible solution. Therefore, as described in Section II-G, the filter order is increased by 1 and the optimization is re-done. The design times of the proposed GA for filter A1 and S2 are 9m48s and 21m18s using multiple computers and 1h36m and 3h11m using one computer. The design time are significantly less than that of the algorithm in [32], where both designs use more than 24 hours. The coefficient values of the cascade design of A1 and S2 are listed in Table XII, and XIII, respectively.

### C. Robustness for the Design of Cascaded FIR Filters

Since the proposed GA for the design of cascaded FIR filter is based on the factorization of a given integer coefficient polynomial and the factorization is not guaranteed to be successful, it is possible that no cascade design is produced by the proposed GA. To test the robustness of the proposed GA for the design of cascaded FIR filters, filter B is designed with filter orders from 105 to 109, and the design results are listed in Table XIV. Table XIV shows that for each filter order except 108, cascade designs can be found.

An additional advantage of the proposed GA for the cascade design is its compatibility with the single-stage design, i.e., even if no cascade design is found, in the end of the optimization the proposed GA takes the best single-stage design as the final design, as discussed in Section IV-C.

<table>
<thead>
<tr>
<th>Filters</th>
<th>Filter order</th>
<th>( \omega_p )</th>
<th>( \omega_s )</th>
<th>( \delta_p )</th>
<th>( \delta_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1 (low pass)</td>
<td>88</td>
<td>0.125π</td>
<td>0.225π</td>
<td>0.011</td>
<td>0.004</td>
</tr>
<tr>
<td>S2 (low pass)</td>
<td>59</td>
<td>0.042π</td>
<td>0.14π</td>
<td>0.012</td>
<td>0.001</td>
</tr>
</tbody>
</table>

### TABLE XIV

<table>
<thead>
<tr>
<th>Order</th>
<th>EWL</th>
<th>( L_1 )</th>
<th>( L_2 )</th>
<th>( M_B A_1 )</th>
<th>( M_B A_2 )</th>
<th>( S_A_1 )</th>
<th>( S_A_2 )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>105</td>
<td>8</td>
<td>2</td>
<td>105</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>90</td>
<td>101</td>
</tr>
<tr>
<td>106</td>
<td>8</td>
<td>3</td>
<td>105</td>
<td>0</td>
<td>10</td>
<td>2</td>
<td>88</td>
<td>100</td>
</tr>
<tr>
<td>107</td>
<td>8</td>
<td>2</td>
<td>107</td>
<td>0</td>
<td>8</td>
<td>1</td>
<td>92</td>
<td>101</td>
</tr>
<tr>
<td>108</td>
<td>8</td>
<td>2</td>
<td>109</td>
<td>0</td>
<td>10</td>
<td>1</td>
<td>92</td>
<td>103</td>
</tr>
</tbody>
</table>

No cascade design is found.
### TABLE VI
Design results of Filters B, L1 and C. L, MBA, and S, are the length, number of multiplier block adders and number of structural adders of subfilter \( i \), respectively.

<table>
<thead>
<tr>
<th>Filters</th>
<th>WFL</th>
<th>L1</th>
<th>L2</th>
<th>MBA</th>
<th>S</th>
<th>Total</th>
<th>Runtime</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>2</td>
<td>7</td>
<td>115</td>
<td>2</td>
<td>30</td>
<td>114</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34m21s</td>
</tr>
<tr>
<td>L1</td>
<td>14</td>
<td>7</td>
<td>115</td>
<td>2</td>
<td>30</td>
<td>114</td>
<td>152</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>25m41s</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>3</td>
<td>323</td>
<td>0</td>
<td>20</td>
<td>278</td>
<td>298</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>43m3n</td>
</tr>
</tbody>
</table>

Algorithm in [18]

Filter B: \( h_1(n) = h_1(1 - n) \) for \( n = 0, h_2(n) = h_2(2 - n) \) for \( 0 \leq n \leq 51 \)

Filter L1: \( h_1(n) = h_1(0 - n) \) for \( 0 \leq n \leq 3, h_2(n) = h_2(1 - n) \) for \( 0 \leq n \leq 57 \)

Filter C: \( h_1(n) = h_1(1 - n) \) for \( 0 \leq n \leq 2, h_2(n) = h_2(2 - n) \) for \( 0 \leq n \leq 57 \)

### TABLE VII
The Coefficient Values of Filter B in Cascade Form

| Filter B \( h_1(n) = h_1(1 - n) \) for \( n = 0, h_2(n) = h_2(2 - n) \) for \( 0 \leq n \leq 51 \) |
|-----------------|-----------------|-----------------|-----------------|
| normalized passband ripple: 0.000995; normalized stopband ripple: 0.0000995 |
| \( h_1(0) = -2 \) | \( h_2(0) = -2 \) | \( h_3(0) = -2 \) | \( h_4(0) = -2 \) |
| \( h_1(1) = 5 \) | \( h_2(1) = 5 \) | \( h_3(1) = 5 \) | \( h_4(1) = 5 \) |
| \( h_1(2) = -4 \) | \( h_2(2) = -4 \) | \( h_3(2) = -4 \) | \( h_4(2) = -4 \) |
| \( h_1(3) = -2 \) | \( h_2(3) = -2 \) | \( h_3(3) = -2 \) | \( h_4(3) = -2 \) |
| \( h_1(4) = 2 \) | \( h_2(4) = 2 \) | \( h_3(4) = 2 \) | \( h_4(4) = 2 \) |
| \( h_1(5) = 1 \) | \( h_2(5) = 1 \) | \( h_3(5) = 1 \) | \( h_4(5) = 1 \) |

### TABLE VIII
The Coefficient Values of Filter L1 in Cascade Form

Filter L1: \( h_1(n) = h_1(0 - n) \) for \( 0 \leq n \leq 3, h_2(n) = h_2(1 - n) \) for \( 0 \leq n \leq 57 \)

Filter C: \( h_1(n) = h_1(1 - n) \) for \( 0 \leq n \leq 2, h_2(n) = h_2(2 - n) \) for \( 0 \leq n \leq 57 \)

Algorithm in [18]

### TABLE IX
The Coefficient Values of Filter C in Cascade Form
and cascade designs, is reduced in most cases. Uses the adder cost of the filter as the objective function, and crossover and mutation rates. In addition, instead of minimizing spaces according to the passband gains. Moreover, the search low hardware cost multiplierless FIR filters both in single-

\[ h(n) = h(58 - n) \text{ for } 0 \leq n \leq 29, \text{ passband gain: } 4894.15, \text{ EWL: } 10 \]

normalized passband ripple: 0.000908; normalized stop ripple: 0.0009907

\[ h(0) = 1, h(2) = 2, h(2) = 3; h(7) = 2 \]

\[ h(12) = 4; h(17) = 27 \]

\[ h(22) = 27 \]

\[ h(27) = 97 \]

\[ h(2) = 2, h(3) = 3, h(4) = 2 \]

\[ h(9) = 8 \]

\[ h(14) = 18 \]

\[ h(19) = 36 \]

\[ h(24) = 80 \]

\[ h(2) = 2, h(5) = 6 \]

\[ h(10) = 9 \]

\[ h(15) = 8 \]

\[ h(20) = 6 \]

\[ h(25) = 74 \]

\[ h(2) = 0, h(6) = 0 \]

\[ h(11) = 1 \]

\[ h(16) = 0 \]

\[ h(21) = 20 \]

\[ h(26) = 120 \]

\[ h(2) = 0, h(3) = 2 \]

\[ h(8) = -11 \]

\[ h(13) = -22 \]

\[ h(18) = 14 \]

\[ h(23) = 110 \]

\[ h(28) = 202 \]

\[ h(2) = 0, h(5) = -3 \]

\[ h(10) = -16 \]

\[ h(15) = -16 \]

\[ h(20) = 47 \]

\[ h(25) = 163 \]

\[ h(2) = 1, h(6) = -2 \]

\[ h(11) = -2 \]

\[ h(16) = -22 \]

\[ h(21) = -10 \]

\[ h(26) = 73 \]

\[ h(27) = 177 \]

\[ h(2) = 0, h(7) = -6 \]

\[ h(12) = -20 \]

\[ h(17) = 5 \]

\[ h(22) = 96 \]

\[ h(27) = 195 \]

VI. CONCLUSION

In this paper, a novel GA is proposed for the design of low hardware cost multiplierless FIR filters both in single-stage and cascade forms. In order to make the GA capable of the design of high order and wide coefficient wordlength filters, the discrete search space is partitioned into multiple spaces according to the passband gains. Moreover, the search efficiency of the GA is improved by adaptively adjusting the crossover and mutation rates. In addition, instead of minimizing the filter ripple as in conventional GAs, the proposed GA uses the adder cost of the filter as the objective function, and penalties are applied when the ripple requirement is not met, such that the hardware cost and filter ripples are balanced in the fitness values. The cascade design is incorporated into the GA search for the single-stage designs. Every single-stage design obtained during the GA operation, if meeting the filter specification, is applied with an integer coefficient polynomial factorization. Successful factorizations generate the cascade designs if the hardware cost are lower. Design examples show that the proposed GA uses much less computational time and the hardware cost of the resulting designs, for both single-stage and cascade designs, is reduced in most cases.
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