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Abstract—The contaminant source estimation problem is getting increasing importance due to more and more occurrences of sick building syndrome and attacks from covert chemical warfare agents. To monitor a building contamination condition, a number of sensors are connected through a network, and the sensor measurements are sent to a fusion center to estimate contaminant source information. An estimation algorithm is required such that timely actions can be taken to mitigate the adverse effects. This paper proposes a multiple model unscented Kalman filter (MM-UKF) to estimate the contaminant source location, the source emission rate and the release time. A simulation test is conducted on a computer generated three-story building. The results show that the MM-UKF algorithm can achieve real-time estimation.

I. INTRODUCTION

The presence of an airborne contaminant (pollutant) within an indoor environment can put every occupant’s health or even life at risk. It is critical for timely action to be taken to mitigate the adverse effects due to contamination. Hence, it is of paramount importance to design tools that can provide real-time information on the contaminant source, via the use of contaminant measurements at a limited number of sensors. The aim of this paper is to develop a methodology to obtain real-time estimation of contaminant source parameters, such as source location, source emission rate, source release time and so on, based on a time sequence of sensor detections in a known building layout.

This is a challenging estimation problem. Firstly, a low computational cost estimation algorithm is required, such that real-time estimation can be performed. Secondly, the transport function on the source location, which we will discuss later, is discontinuous. Thus, the estimation algorithms developed based on continuous functions are not applicable. Before we propose a suitable algorithm, we briefly review the research achievements in the area of contaminant source estimation.

There are two basic approaches for the contamination source estimation problem, namely, the forward approach [1] [2] [3] [4] [5] [6] and the backward approach [7] [8] [9] [10]. The forward approach assumes the transport/migration model, \( z = h(x) \), is known, where \( z \) is the measurement vector, which consists of all the contaminant concentrations detected by the sensors, \( x \) is the state vector, which contains the contaminant source information, such as source location, emission rate and so on, to be estimated. The forward approach predicts sensor measurements from possible states by the transport model, and finds the most possible state through comparing the detected measurement \( z \) and the predicted measurement \( \hat{z} \). The backward approach obtains the source information from the sensor measurements in the reverse direction. It assumes the backward model \( h^{-1}(z) \) is known. Although the backward approach can obtain the source information directly, the backward model \( h^{-1}(\cdot) \) is not always available.

In this paper, we focus on the forward approach, which consists of two main components, namely, the transport model and the estimation algorithm. Two commonly used transport methods for indoor contamination are the multi-zone airflow model [11] [12] and the computational fluid dynamics (CFD) model [13] [14]. The multi-zone airflow model generally represents rooms of a building as zones with homogeneous properties and can provide a quick prediction of airflow and contaminant migration. This model can provide fast estimation of contaminant source locations and the relevant source characteristics. Compared to the multi-zone airflow model, the CFD model can provide more spatial and temporal details on airflow and contaminant migration. However, it would not be practical to use a CFD model in real-world scenario simulation, due to the high computational complexity and cost required. We select the multi-zone airflow model in this paper.

The forward estimation algorithms can be categorized into two classes, namely, the optimization approach and the Bayesian approach. The optimization approach [1] [2] [3] [4] [5] [6] is commonly used in groundwater pollution source identification and estimation. This approach obtains the source information through optimizing an objective function on the measurement residual. Linear programming, Newton-Raphson algorithm and regularization method have been suggested to solve this optimization problem. These algorithms often incur high computational costs due to iteration processes. Thus the optimization approach is only applicable to problems with simple \( h(x) \). The Bayesian approach is more general.
The nodal formulation of the network leads to a set of algebraic mass balance equations that must be satisfied simultaneously, while the nonlinearity of the airflow paths necessitates a nonlinear equation solver such as the Newton-Raphson method

\[ \xi_k = \xi_{k-1} - J^{-1}_{k-1} v_{k-1}, \]

where \( k \) is the iteration index, \( J \) represents the Jacobian matrix of residual derivatives, \( \xi \) represents the pressure vector and \( v \) represents the flow residual vector.

The multi-zone transport model subsequently captures the transport of contaminants by advection via calculated interzone airflows and well-defined mechanical system flows via the mass conservation equation

\[ \frac{dm_i}{dt} = -R_iC_i - \sum_j F_{i,j}C_i + \sum_j F_{i,j}(1 - \eta_{j,i})C_j + G_i, \]

where \( t \) represents time, \( i \) and \( j \) are the zone indices, \( m_i \) is the contaminant mass in zone \( i \) (kg), \( R_i \) is the removal rate in zone \( i \) (kg air/s), \( C_i \) is the contaminant concentration in zone \( i \) (kg/kg air), \( F_{i,j} \) is the airflow rate from zone \( i \) to zone \( j \) (kg air/s), \( \eta_{j,i} \) is the filtration efficiency between zone \( i \) and zone \( j \), and \( G_i \) is the contaminant generation rate in zone \( i \) (kg/s).

In this research, we consider instantaneous emission as the emission type. The contaminant generation rate \( G_i \) of the instantaneous emission is defined as

\[ G_i = \begin{cases} \rho & t = \tau \\ 0 & t > \tau \end{cases}, \]

where \( \tau \) is the release time, and \( \rho \) is the emission rate.

![Fig. 1. Lookup table structure. \( M \) is the number of sensor zones, and \( N \) is the number of zones in the building. Each zone has at most one sensor, i.e. \( M \leq N \).](image)

Although the multi-zone airflow model incurs much less computational cost than a CFD model, it may still be too complex for practical implementation. We approximate the multi-zone airflow transport model by a lookup table [15] [16].
The lookup table is built up based on the multi-zone airflow transport model off-line. The structure of the lookup table is shown in Figure 1. It stores concentration value versus time for all possible dispersions from a source zone to a sensor zone. Thus, the size of the table would be \( M \times N \times K \), where \( M \) is the number of sensors deployed among the zones (each zone has at most one sensor), \( N \) is the number of zones in the building, and \( K \) is the number of time units in the whole dispersion process.

The emission rates in the lookup table are set to a standard value. If we assume that the resulting concentrations at sensor zones are approximately proportional to the source strength, all possible measurement values can eventually be obtained from the lookup table. This assumption is true for the instantaneous emission.

III. PROBLEM FORMULATION

A dynamic estimation problem can be described by the following equations

\[
\begin{align*}
x_k &= f_{k-1}(x_{k-1}) + w_{k-1}, \\
z_k &= h_k(x_k) + \epsilon_k,
\end{align*}
\]

where \( x_k \) is the state vector which normally consists of the parameters to be estimated, \( w_{k-1} \) is the process noise to compensate the transition model error, and \( \epsilon_k \) is the measurement noise; \( f_{k-1}(\cdot) \) and \( h_k(\cdot) \) are the state transition function and the measurement function respectively.

In our problem, we estimate a single contaminant source with instantaneous emission. The most important parameter to be estimated is the source location, which is represented by the zone index \( \lambda \). Since \( \lambda \) is discontinuous in the transport function, it cannot be estimated by the algorithms developed based on the continuous function. Thus, we formulate the problem as a hybrid system with multiple hypotheses, and each hypothesis stands for a particular zone. The hybrid system with \( N \) hypotheses is constructed as

\[
\begin{align*}
\text{Hypothesis}^1 \quad &\left\{ \begin{array}{l}
\lambda^1 = 1, \\
x_k^1 = I_2 x_{k-1}^1, \\
z_k = h_k(x_k^1, 1) + \epsilon_k,
\end{array} \right.
\\
\text{Hypothesis}^2 \quad &\left\{ \begin{array}{l}
\lambda^2 = 2, \\
x_k^2 = I_2 x_{k-1}^2, \\
z_k = h_k(x_k^2, 2) + \epsilon_k,
\end{array} \right.
\\
&\vdots
\\
\text{Hypothesis}^N \quad &\left\{ \begin{array}{l}
\lambda^N = N, \\
x_k^N = I_2 x_{k-1}^N, \\
z_k = h_k(x_k^N, N) + \epsilon_k,
\end{array} \right.
\end{align*}
\]

where \( N \) is the number of hypotheses in the hybrid system, and it is equal to the number of zones in the building; \( \lambda \) is the source zone index; \( x_k^i \) is the state of hypothesis \( i \), and it is defined as \([\rho^i \, \tau^i]^T\), with \( \rho^i \) and \( \tau^i \) being the source emission rate and the release time of hypothesis \( i \) respectively; \( z_k \) is the sensor measurements defined as

\[
z_k = [z_1 \ z_2 \ \cdots \ z_M]^T,
\]

where \( z_i \) is the contaminant concentration detected by sensor \( i \), \( i = 1, \cdots, M \), \( M \) is the number of sensors deployed. \( I_2 \) is the \( 2 \times 2 \) identity matrix, and the process noise \( w_{k-1} \) becomes 0 and is ignored in this problem. The transport function \( h_k(\cdot) \) is the lookup table, which has been described in Section II.

IV. MULTIPLE MODEL UNSCENTED KALMAN FILTER

We propose a multiple model unscented Kalman filter (MM-UKF) to solve the problem formulated in Section III. The MM-UKF has a total of \( N \) UKFs corresponding to \( N \) hypotheses run in parallel, and provides \( N \) estimation results \( x_k^1, \cdots, x_k^N \), where \( x_k^i = [\rho^i \ \tau^i]^T \). The final result is the state with the highest likelihood. The details of the UKF and the multiple model approach are described in the following subsections.

A. Unscented Kalman filter

A single UKF for one of the hypotheses estimates the local state \( x_k^i = [\rho^i \ \tau^i]^T \) conditioned on \( \lambda^i = i \), where \( i = 1, \cdots, N \).

The unscented Kalman filter [18] [19] uses a set of sample points (also known as “sigma points”) to represent the system state probability density function (pdf). These sigma points are transited through the nonlinear transformation functions. The mean and the covariance of the posterior state are computed through the transited sigma points. We select the UKF in this research as it is an efficient nonlinear estimator, and it outperforms the extended Kalman filter in many nonlinear estimation applications [20].

In the UKF, we represent the state pdf by \( 2n_x + 1 \) sigma points \( \chi_k^j \) and the associated weights \( W^j, j = 1, \cdots, 2n_x + 1 \), where \( n_x \) is the state size. In our nonlinear model, \( n_x = 2 \), and the number of sigma points \( N_x \) is 5. Let \( x_k^i \) denote the current state and \( P_k^i \) denote its corresponding covariance for hypothesis \( i \). The \( \chi_k^j \) and its weight \( W^j \) are

\[
\chi_k^j = \begin{cases} x_k^i, & j = 1 \\ x_k^i + \sqrt{(\kappa + n_x)P_k^i}, & j \in [2, n_x + 1] \\ x_k^i - \sqrt{(\kappa + n_x)P_k^i}, & j \in [n_x + 2, 2n_x + 1] \end{cases}
\]

and

\[
W^j = \begin{cases} \frac{\kappa}{\sqrt{n_x + \kappa}}, & j = 1 \\ \frac{1}{2(\kappa + n_x)}, & j \in [2, 2n_x + 1] \end{cases}
\]

where \( \sqrt{(\kappa + n_x)P_k^i} \) indicates the \( j \)th column of the matrix \( \sqrt{(\kappa + n_x)P} \), \( \kappa \) is a scalar to determine the spread of sigma points.

The prediction and update steps are then carried out at each cycle. They are described as follows.
The UKF does not require explicit calculation of the Jacobian matrix of the nonlinear state transition equation or the measurement equation. Thus, it is easy for implementation.

B. Multiple model approach

The multiple model estimation approach is widely used in state estimation when model or parameter uncertainty exists. Here, the problem is formulated as a hybrid system. The generic hybrid system can be described as

\[ x_k^i = f_k^i(x_{k-1}^i) + w_k, \]
\[ z_k = h_k^i(x_k^i) + v_k, \]

where \( i \) is the system model index at time \( k \). The models are predetermined in a model set. In our problem, \( N \) models representing \( N \) possible zones are constructed. Figure 2 illustrates the structure of the multiple model approach formulated for our problem. \( N \) UKFs provide \( N \) individual estimates, and the LK function computes the likelihood (or weight) for each model. The final output of the hybrid system \( \hat{x}_k \) is the individual state with the highest weight. The \( \hat{x}_k \) and its error covariance \( P_k \) are

\[ \hat{x}_k = x_k^i, \]
\[ P_k = P_k^i. \]

where

\[ \hat{i} = \arg \max_{i=1;N} w_k^i. \]

If we assume the weighting coefficient \( w_k^i \) is embedded in the measurement sequence, based on the Bayes’ rule, the weight for model \( i \) can be written as

\[ w_k^i = p\{\mu^i|z_k\} = p\{\mu^i|z_k, z_{k-1}\} = \frac{p\{z_k|z_{k-1}, \mu^i\} p\{\mu^i|z_{k-1}\}}{\sum_{j=1}^{N} \sum_{i=1}^{N} p\{z_k|z_{k-1}, \mu^j\} p\{\mu^j|z_{k-1}\}} \]

where \( z_k \) is the measurement sequence up to time \( k \), and is represented as \( \{ z_1, z_2, \ldots, z_k \} \), \( \mu^i \) is the \( i \)th model in the model set. \( p\{z_k|z_{k-1}, \mu^i\} \) can be derived from measurement residual \( v_k \) and its covariance \( S_k \) in the UKF estimation of model \( i \), which are defined in (12) and (17) respectively. It is

\[ p\{z_k|z_{k-1}, \mu^i\} = N[\nu_k;0,S_k], \]

where \( N[\cdot] \) is the white Gaussian function with covariance \( S_k \).

The algorithm we introduced above is a static MM algorithm. It assumes the models do not switch with time. The static MM algorithm can achieve the optimal solution if the following two assumptions are correct. Firstly, the correct model is in the model set. Secondly, the model does not vary with time. Obviously, the assumptions are true in our problem.

V. Simulation results

The simulation test is conducted for a 3-story building. The floor plan of the building is displayed in Figure 3. It is partitioned into \( N = 32 \) zones. The links between any two zones indicate there is airflow between them. There are six zones in the building, namely, zones 4, 5, 14, 15, 27 and 28, which are excluded from the simulation study. These zones are negatively pressurized areas, where exhaust fans are installed. Chemicals/contaminants in these zones are expelled from the building instead of being dispersed into the other zones. Some zones in the building belong to low dispersion zones. These zones are located at the end of airflow paths in general. It is difficult for them to disperse chemicals/contaminants to their neighbors. The low dispersion zones in our simulation include zones 22, 24 and 25.
A limited number of sensors are deployed among the zones to monitor the building condition. In this simulation, we design two sensor deployments. The first deployment places six sensors in zones 1, 19, 22, 24, 25 and 32. These zones include corridors (zones 1, 19 and 32) and low dispersion zones (zones 22, 24 and 25). The second deployment adds two more sensors in zones 8 and 13, which have similar dispersion pattern to the other zones. The measurements of these sensors are sent to the fusion center for contaminant source estimation at every time cycle with interval $T = 10s$.

In the tests, the emission rate $\rho$ is set to 1kg/s, and the release time $\tau = 5T$. It means that the contaminant source starts to emit at the 5th time cycle with the instantaneous emission rate 1kg/s. The test is carried out on each of the 26 possible zones (exclude six negatively pressurized zones). In each test, a simulator generates the sensor measurements at every time cycle using the lookup table based on $\rho$ and $\tau$ for a particular source zone. Since the measurement accuracy of a chemical sensor is decreasing with concentration value, we assume the measurement error is proportional to the measurement value. Thus, the white Gaussian noise with standard deviation of 10% of measurement value is added to the simulated sensor measurement.

The tests focus on the duration that is spent on finding a contaminant source after emission. The number of time cycles is recorded from the release time to the time that the source location is estimated correctly. Here the correct estimation means that the MM-UKF algorithm estimates the source location correctly in three consecutive times. The errors on the emission rate $\rho$ and release time $\tau$ are the estimation results at the third correct time. The test results from 50 Monte Carlo runs for the two sensor deployments are shown in Table I and Table II respectively.

<table>
<thead>
<tr>
<th>zone</th>
<th>duration (T)</th>
<th>error on $\rho$ (kg/s)</th>
<th>error on $\tau$ (T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1*</td>
<td>6</td>
<td>0.029</td>
<td>0.2</td>
</tr>
<tr>
<td>19*</td>
<td>5</td>
<td>0.043</td>
<td>0.2</td>
</tr>
<tr>
<td>22*</td>
<td>3</td>
<td>0.069</td>
<td>0.4</td>
</tr>
<tr>
<td>24*</td>
<td>3</td>
<td>0.046</td>
<td>0.4</td>
</tr>
<tr>
<td>25*</td>
<td>3</td>
<td>0.058</td>
<td>0.3</td>
</tr>
<tr>
<td>32*</td>
<td>5</td>
<td>0.030</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>0.142</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>0.030</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>0.076</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>0.067</td>
<td>0.3</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>0.028</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>0.067</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>0.081</td>
<td>0.2</td>
</tr>
<tr>
<td>11</td>
<td>9</td>
<td>0.049</td>
<td>0.2</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>0.069</td>
<td>0.2</td>
</tr>
<tr>
<td>13</td>
<td>18</td>
<td>0.028</td>
<td>0.2</td>
</tr>
<tr>
<td>16</td>
<td>7</td>
<td>0.244</td>
<td>0.3</td>
</tr>
<tr>
<td>17</td>
<td>4</td>
<td>0.062</td>
<td>0.3</td>
</tr>
<tr>
<td>18</td>
<td>5</td>
<td>0.068</td>
<td>0.2</td>
</tr>
<tr>
<td>20</td>
<td>6</td>
<td>0.058</td>
<td>0.3</td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>0.061</td>
<td>0.3</td>
</tr>
<tr>
<td>23</td>
<td>4</td>
<td>0.043</td>
<td>0.2</td>
</tr>
<tr>
<td>26</td>
<td>4</td>
<td>0.066</td>
<td>0.3</td>
</tr>
<tr>
<td>29</td>
<td>5</td>
<td>0.057</td>
<td>0.2</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>0.056</td>
<td>0.3</td>
</tr>
<tr>
<td>31</td>
<td>4</td>
<td>0.045</td>
<td>0.3</td>
</tr>
</tbody>
</table>

* indicates zone with sensor

From the tables, we observe that the contaminant source can be located promptly for the sensor zones. They achieve the fastest speed of 3T. Since we set a 3T buffer for declaring a correct estimation, the MM-UKF algorithm actually finds the correct location at the first time cycle for these sensor zones. It can be seen the performance improved with the 8-sensor deployment. The durations of finding the source for all zones are fewer than $10T$ in the 8-sensor deployment, whereas the longest duration is $18T$ in the 6-sensor deployment. The
average duration of finding the source reduces from $6.0T$ in the 6-sensor deployment to $4.6T$ in the 8-sensor deployment. The errors on emission rate and release time in the 8-sensor deployment are similar to the 6-sensor deployment, although the durations are shorter.

The computational efficiency is also recorded in the tests. The MM-UKF algorithm completes the estimation process for one time cycle in an average of $12\text{ms}$. This is much less than $T = 10\text{s}$. Thus, we can conclude that the MM-UKF algorithm can achieve real-time implementation.

VI. CONCLUSION

In this research, an MM-UKF algorithm is proposed for the task of contaminant source estimation in a given indoor environment. A simulation study has been carried out to evaluate the practicability of the proposed approach. The indoor area of interest is a multi-zone environment within a 3-story building. The simulation test results corroborate the feasibility of the MM-UKF algorithm. Generally, the method can achieve accurate estimation of the required contaminant source characteristics (location, emission rate, and release time), and it is real-time implementable.
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