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Abstract

There exist several practical applications that require high-speed shortest path computations. In many situations, especially in embedded applications, an FPGA-based accelerator for computing the shortest paths can help to achieve high performance at low cost. This paper presents an FPGA-based distributed architecture for solving the single-source shortest path problem in a fast and efficient manner. The proposed architecture is based on the Bellman-Ford algorithm adapted to facilitate early termination of computation. One of the novelties of the architecture is that it does not involve any centralized control and the processing elements, which are identical in construction, operate in perfect synchronization with each other. The functional correctness of the design has been verified through simulations and also in actual hardware. It has been shown that the implementation on a Xilinx Virtex-5 FPGA is more than twice as fast as a software implementation of the algorithm on a high-end general-purpose processor that runs at an order-of-magnitude faster clock. The speed-up offered by the design can be further improved by adopting an interconnection topology that maximizes the data transfer rate among the processing elements.
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1. Introduction

High-speed computation of shortest paths in a graph from a given source to one or more destinations is a vital requirement in many application domains such as intelligent transportation systems, robotics, VLSI computer-aided design and computer gaming. Highly compute-intensive applications such as urban traffic simulation typically utilize high-performance computing systems with powerful general-purpose processors for fast shortest path computations. However, in many other situations, especially in embedded applications, it is not feasible to utilize powerful general-purpose computing systems and cost-effective alternatives are desirable. For instance, cost and energy concerns rule out the use of high-end,
high-speed processors in portable navigation devices (PND), which nevertheless have to perform fast route computation in addition to several other compute-intensive real-time tasks.

A number of well-established algorithms [1] exist for solving the single-source shortest path problem through software running on a uniprocessor system. The demand for accelerating the shortest path computation has spawned research in many different directions including exploring efficient data structures [2] and the use of heuristics [3]. A comprehensive performance comparison of the various shortest path methods can be found in [4]. Another active area of research is the development of parallel shortest path algorithms [5, 6, 7] targeted towards parallel random access machines (PRAMs) where multiple sequential processors execute the same program in parallel and communicate through a shared global memory. While the PRAM is a useful abstract model for parallel computation, it is difficult to realize such machines in practice mainly due to the restrictions in accessing the global memory.

Field programmable gate array (FPGA) based application-specific hardware architectures have been shown to outperform programmable processor-based implementations in the case of computationally complex problems. The recent significant increases in the FPGA gate counts and clock rates have made it possible to realize highly parallel implementations of shortest path algorithms for relatively larger graphs. This paper presents an FPGA-based architecture that exploits the distributed nature of the Bellman-Ford single-source shortest path algorithm [1]. It is intended to serve as a hardware accelerator, whose services can be utilized by a host system for high-speed shortest path computation.

In the proposed architecture, where computations relating to a node in the graph are performed in parallel with those of all other nodes, the size of the FPGA limits the maximum size of the graph that can be handled. However, it has been established that path search problems in large networks can be broken down into multiple path searches in smaller sub networks using the concept of hierarchical abstraction [8, 9, 10]. For instance, our previous work with transportation networks [10] has shown that it is possible to compute near-optimal paths in a network with over 11000 nodes by reducing it to a series of shortest path computations in sub networks, whose size is limited to 128 nodes. Therefore, in the case of large networks, the FPGA-based accelerator can be used in conjunction with an appropriate hierarchical path-finding algorithm.

In the proposed setup, the FPGA-based circuit for shortest path computation is generic enough to handle any input graph provided the number of nodes in it do not exceed the maximum size limit. This is in contrast to the approach adopted in [11], where a unique
hardware circuit is generated for each input graph instance. Such approaches require the FPGA to be reconfigured with a newly generated circuit if the input graph changes. This in turn requires relatively more time for recompilation and configuring the FPGA. In our proposed framework, the FPGA needs to be configured only once and the same circuit can be used repeatedly for computing the shortest paths in different input graphs.

In the following section we examine the various FPGA-based architectures for the single-source shortest path problem proposed in the literature and contrast our approach with them. Subsequently in Section III, we describe a variation of the Bellman-Ford shortest path algorithm, which is an ideal candidate for hardware implementation due to its inherent parallelism. In Section IV, we describe the proposed distributed architecture and its operation. Section V presents the details of the FPGA implementation along with the area and timing results. Performance comparisons are made with a software implementation on a state-of-the-art general-purpose processor as well as with a comparable FPGA-based architecture reported in the literature. Finally concluding remarks are made in Section VI.

2. Related Work

Most FPGA implementations of shortest path algorithms reported in the literature conform to one of the following approaches. The first approach [11,12,13] is based on the idea that since graphs naturally correspond to circuits, it is beneficial to construct a circuit that resembles the graph topology. Babb et al. [11] describe a compilation technique that accepts a topological representation of a specific user input graph instance and generates a circuit that resembles the graph such that nodes correspond to logic and links correspond to wires. The circuit facilitates the computation of shortest paths by implementing logic based on the Bellman-Ford algorithm. However, this circuit representation of the graph is static and as stated earlier, any change in the input graph will require expensive recompilation and reconfiguration.

Huelsbergen [12] sought to introduce some flexibility into this method of circuit construction by providing for the insertion and deletion of nodes/links on the graph without having to regenerate a new circuit. The adjacency matrix of the graph used to represent the connectivity information is stored in the cells within the FPGA. Changes to the graph topology are achieved by selectively rewriting new values to the cells. For this, the FPGA needs to be partially reconfigurable. This work was further extended by Mencer et al. [13] who proposed that each cell corresponding to an entry in the adjacency matrix be made to drive a tri-state
buffer to make or break a connection. This method of circuit representation requires hardware space quadratic in size of the set of nodes. Mencer et al. also introduced a scaling scheme for realizing circuits corresponding to large graphs by splitting them into multiple contexts and using the lookup tables (LUTs) within the FPGAs as context memories. A major limitation of the architectures [12,13] described above is that they can only compute the shortest unit path. In other words, all the links are assumed to be of unit weight and the ‘shortest path’ found using this circuit is synonymous with the minimum-hop path.

The second approach [14] adopted for hardware implementation of shortest path algorithms employ multiple processing elements (PEs) such that each PE corresponds to a node in the graph. Information about the links is stored in an external memory such that each link is represented using three values namely the index of the start node, the index of the end node and the weight of the link. A completely different graph topology can be supplied to the FPGA-based accelerator as input by changing the contents of the external memory. The FPGA’s configuration does not need to be modified as long as the number of nodes in the graph does not exceed the number of PEs. Our proposed architectural scheme is based on this approach as it offers maximum flexibility.

The architecture proposed by Dandalis et al. [14], which solves the single-source shortest path problem using the Bellman-Ford algorithm, is the closest to our proposed architecture. In this design, the PEs corresponding to the nodes in the graph are arranged as a pipeline within the FPGA. The shortest path computation is performed by feeding each link data through the pipeline. The Bellman-Ford algorithm described in the next section involves an iterative process where the status of all the nodes in the graph are updated during each iteration. Since the design proposed in [14] requires all the links to be passed serially through the pipeline, the number of clock cycles required to perform one iteration is at least equal to the number of links in the graph. In contrast to this pipelining scheme, we propose a novel design where each PE receives and processes data in parallel such that the number of clock cycles required to perform one iteration in the Bellman-Ford algorithm is just one more than the number of nodes. Since the number of links in a typical graph is several times the number of nodes, our design computes the shortest paths in significantly less clock cycles.

An FPGA-based architecture, which does not conform to any of the two broad approaches described above, has been proposed by Tommiska and Skytta [15]. This design is based on Dijkstra’s shortest path algorithm [1], which does not permit the status of all the nodes in the graph to be updated in parallel. Therefore, in this architecture the parallelism is limited to
processing all the links connected to a given node using a parallel comparator bank. Baker and Gokhale [16] presented a parallel architecture in which several shortest path cores based on the A* algorithm are implemented on the FPGA such that each core is responsible for one shortest path calculation. However, unlike the Bellman-Ford algorithm, the A* algorithm is incapable of finding the shortest paths from a given source to multiple destinations, as required by some applications. For example, a car navigation system may need to compute the travel distance from the car's position to several fuel stations before presenting the multiple options to the driver. With the A* algorithm, this would entail several shortest path computations to be performed sequentially.

3. The Bellman-Ford Algorithm and its Adaptation

The choice of a suitable shortest path algorithm for porting onto hardware is mainly dictated by the ability to parallelize its operations. Most attempts at hardware implementation of the single-source shortest path problem have been based on variations of the Bellman-Ford algorithm. Given a weighted, directed graph and a source node, it finds a shortest path from the source node to every other node. For a graph G(V,E) with n nodes and e links, the pseudocode of the Bellman-Ford shortest path algorithm is presented below.

**Bellman-Ford algorithm:**

1. for each node \( k \in V \)
2. \( \text{cost}[k] = \infty \)
3. \( \text{predecessor}[k] = \text{nil} \)
4. \( \text{cost}[s] = 0 \)
5. for \( j = 1 \) to \( n-1 \)
6. for each link \((u,v) \in E\)
7. \( \text{temp} = \text{cost}[u] + w[u,v] \)
8. if \( \text{temp} < \text{cost}[v] \)
9. \( \text{cost}[v] = \text{temp} \)
10. \( \text{predecessor}[v] = u \)

In the pseudocode above, \( s \) denotes the source node and the weight of a link from node \( u \) to node \( v \) is represented as \( w[u,v] \). Each node in the graph maintains the cost of the shortest path from the source node to itself along with the index of the node that precedes it in the shortest path. During each iteration, the cost and predecessor node index of all the nodes with an incoming link are updated. This results in a shortest path tree with the source node as its root.
being expanded such that during each iteration, its height is incremented by one hop. The runtime complexity of the Bellman-Ford algorithm is \( O(ne) \) where \( n \) is the number of nodes and \( e \) is the number of links.

Line 5 in the pseudocode indicates that the algorithm involves \( n-1 \) iterations. This is based on the fact that a shortest path in an \( n \)-node graph can theoretically have \( n-1 \) hops. However, in actual practice, the maximum number of hops in any shortest path in a graph is far less than \( n \). This observation has been confirmed through extensive software simulations [14]. Therefore, the iterations can be terminated as soon the algorithm converges resulting in a significant degree of speed-up. For graphs with no negative-weight links, the convergence of the algorithm can be confirmed if the status of none of the nodes is modified during an iteration. Other single-source shortest path algorithms such as Dijkstra’s algorithm do not permit this property of graphs to be exploited to improve performance.

4. The Architecture

In the proposed setup shown in Figure 1, the FPGA-based design serves as a shortest path computation unit (SPCU), whose services are utilized by a host system when necessary. The connectivity information of the input graph is represented in the form of links in the host system’s memory in any random order. Data corresponding to each link consists of the index of the start node, the index of the end node and the weight of the link. Since the SPCU serves as a slave co-processor, the host issues instructions to the SPCU through a 2-bit-wide instruction bus. Data transfer between the host and the SPCU occur through a bi-directional data bus, whose width depends on the number of bits required to represent a node (which in turn depends on the maximum number of nodes) and the number of bits required to represent a link’s weight. In the present implementation, we use 8 bits to represent the weight of a link.

The host issues one of the four instructions listed in Table 1 to the SPCU through the instruction bus. Before invoking the SPCU, the host has to first supply each link in the input graph along with the instruction code ‘00’. Subsequently, it places the index of a source node on the data bus and tasks the SPCU to perform the shortest path computation by issuing the instruction code ‘01’. After this instruction, the host releases the data bus (by placing its data outputs in high-impedance state) though it continues to monitor (read) the bus’ contents. The SPCU signals the completion of the shortest path computation by outputting a special value on the data bus. The host can then read the result of the computation by repeatedly issuing the instruction code ‘10’. The last instruction code ‘11’ indicates that the host has released its
control of the bi-directional data bus for the internal use of the SPCU. The host also uses this instruction code as a separator between any two instructions.

4.1 The Shortest Path Computation Unit (SPCU)

As shown in Figure 1, the SPCU consists of multiple PEs such that each PE corresponds to a node in the graph. Each PE parallely receives the instruction code from the host and the input data from the bi-directional data bus. However, at any given time only one PE can output data into the data bus. The rest of the PEs place their outputs in high-impedance state using internal tri-state buffers. The proposed architecture of the SPCU is completely distributed without any centralized control. All the PEs have identical architecture and each one operates independently in complete synchronization with the rest. Synchronization is made possible by ensuring that each PE starts the execution of each step at the same time. Although the same step is executed by all the PEs in parallel, they may perform different actions based on the result of a condition evaluation.

Before describing the internal architecture of a PE, a high-level description of the operation of the SPCU may be in order here. Upon receiving data corresponding to a link from the host, each PE checks if the index of the end node of the link is the same as the index of the node it represents. If so, the index of the start node of the link and the link’s weight are stored in a RAM within the PE referred as the adjacency RAM. Thus, the input graph representation is distributed among the PEs such that each PE stores its incoming links in its adjacency RAM. Upon receiving the instruction for computing the shortest path, the status of all the PEs are initialized such that all the PEs other than the one which represents the source node have their cost value set to infinity (in practice, however, it is set to a very large value). The cost value of the source node is set to zero. As a one-time step, the contents of the adjacency RAM in each PE are sorted based on the index of the link’s start node. Subsequently, the computation of the shortest path tree with the source node as its root is performed in an iterative manner.

Each iteration lasts \( n + 1 \) clock cycles, where \( n \) is the number of nodes in the graph (i.e., the number of PE’s). Each PE maintains an internal counter to keep track of the clock cycle count during each iteration. During the \( i^{th} \) clock cycle, the PE corresponding to the \( i^{th} \) node broadcasts its cost to all other PEs through the data bus. Each PE checks if the index of the PE that transmitted the data is the same as that of the start node in its adjacency RAM location currently addressed. If so, it adds the weight of the corresponding link to the received cost and compares the result with its previously stored cost value. If the newly
computed cost is lesser, the cost of the PE is updated. Also the index of the PE, which transmitted the data, is assigned as the predecessor node. The PEs receive the data transmitted by another PE after a latency of one clock cycle and hence \( n + 1 \) clock cycles are required for each iteration instead of \( n \). At the end of a sufficient number of iterations, the cost of the shortest path from the source node to each node and the predecessor node in the path are stored in the PE corresponding to the node.

The computation is terminated when the algorithm converges such that the status of none of the PEs is modified during an iteration. This condition is detected in the following manner. When it is the turn of a PE to broadcast its cost, it also broadcasts a signal (using one of the unused bits in the data bus) to indicate if its status was modified during the previous iteration. The rest of the PEs receive and process this information during the next clock cycle. Thus, at the end of the iteration, each PE would be able to decide if the status of any of the PEs was modified during the previous iteration. If the status of none of the PEs is modified, then the PE, which corresponds to the source node, outputs a special value on the data bus to indicate to the host that the shortest path computation has been completed. Thus, if the algorithm converges in \( m \) iterations, \( m + 1 \) iterations need to be performed as one extra iteration is required to detect the convergence.

The internal architecture of the PE is shown in Figure 2. It incorporates an adder, comparator and multiplexer in the data path for implementing the elementary operations in the Bellman-Ford algorithm. An adjacency RAM stores information about the incoming links of the node represented by the PE. An internal control unit, implemented as a state machine, interprets the instruction code received from the host and performs the necessary operations. It incorporates a counter for keeping track of the clock cycle count and logic for detecting the algorithm convergence. The logic required for sorting the contents of the adjacency RAM is implemented within the control unit. The control unit also causes data to be broadcast to the data bus when necessary by enabling the tri-state buffers that drive the PE’s output.

### 5. Implementation and Results

The SPCU architecture described in the previous section was coded in VHDL and functionally verified the ModelSim simulator. Logic synthesis and physical implementation of the design were performed using the Xilinx Integrated Software Environment (ISE) design tools. Four versions of the SPCU were synthesized corresponding to graph sizes of 16, 32, 64 and 128. The designs were targeted towards the Xilinx Virtex-5 SX95T FPGA, which
contains 14720 configurable logic slices [17]. Each Virtex-5 FPGA slice contains 4 Look-Up Tables (LUT) and 4 flip-flops (FF).

The design utilizes only the configurable logic portion of the FPGA and does not make use of any on-chip dedicated resources available. The resource utilization data in terms of the number of LUT-FF pairs used and slices occupied for SPCUs of various sizes are presented in Table 2. The 128-node SPCU occupies only about 38% of the LUT-FF pairs present in the Virtex-5 SX95T FPGA and could be fitted into a smaller device. Some caution should be exercised while interpreting the FPGA slice usage as all the occupied slices may not be fully utilized (In some cases, only some of the four LUT-FF pairs within a slice may be utilized).

Figure 3 presents the relationship between the SPCU size and the number of LUT-FF pairs. Since the number of PEs in the design is equal to the number of nodes in the graph, it is reasonable to expect the design to have a linear area complexity of $O(n)$. However, in practice, the area growth rate of the design is slightly superlinear. This is because the number of bits needed to represent a node is one of the factors that determine the area of an individual PE. Therefore, in a large-sized SPCU, each PE would occupy marginally more hardware area compared to a smaller-sized SPCU.

All the four versions of the SPCU have been synthesized to operate at the best possible clock frequency. The size of the SPCU appears to have an effect on the design’s critical path delay such that larger-sized SPCUs result in a lower operating frequency. Referring to the architecture shown in Figure 2, the critical path of the 128-node SPCU extended from the data register to an internal register of the control unit and passed through the adder and the comparator. The maximum possible clock frequency ranged from 143 MHz for the 128-node SPCU to 180 MHz for the 16-node SPCU.

We have generated and used four two-dimensional rectangular grid graphs of the abovementioned sizes for testing the functional correctness of the SPCU architecture and to evaluate its performance. Such grid graphs, in which each node is connected to at most four of its neighbors, have been used in prior studies for evaluating shortest path algorithms [18,19] and are known to reflect the characteristics of most real-world networks. The link weights were randomly assigned in the range of 0 to 255. The size of the adjacency RAM in the SPCU limits the number of links that can be connected to a node (i.e., its in-degree). In the present implementation, we have set the maximum in-degree of a node to four. However, this should not be construed as a limitation since an increase in the maximum in-degree will require only a marginal increase in the circuit area and the computation time. In fact, the
speed-up offered by our design over other solutions increases with increase in the average in-degree.

The test graphs were incorporated into a VHDL testbench and the functionality of the design was verified using the ModelSim simulator. Also, the design was verified in actual hardware using an FPGA development board by configuring the FPGA with a 16-node SPCU. For the sake of convenience, a circuit emulating the host’s behavior was also implemented on the FPGA itself. The shortest paths computed by the FPGA-based SPCU were verified to be accurate.

5.1 Performance Comparison

In the following, we present a breakdown of the time required by the SPCU architecture for computing the shortest paths from a given source node to all other nodes in the graph. We assume that the graph topology, in the form of link details, has already been supplied to the SPCU. The computation time can be broken into the following two parts.

(a) The time required to perform the one-time step of sorting the contents of the adjacency RAM within each PE. If we denote the maximum in-degree as \(d\), then using a simple bubble sort, the RAM of depth \(d\) can be sorted in \(d(d-1)/2\) steps. Each step involves a compare-and-swap operation that takes 3 clock cycles. Therefore, the total number of clock cycles required for sorting the adjacency RAM of depth \(d\) is \(3d(d-1)/2\). Since we have chosen the value of \(d\) as 4 in the present implementation, a constant time of 18 clock cycles is required for this one-time step.

(b) The time required to perform \(m + 1\) iterations, where \(m\) is the number of iterations required by the Bellman-Ford algorithm to converge. As explained in the previous section, each iteration lasts \(n + 1\) clock cycles. Therefore, \((m+1) \times (n+1)\) clock cycles are required to perform the sufficient number of iterations.

Therefore, the total computation time of the SPCU in terms of clock cycles is given as

\[
T_{\text{SPCU}} = 3d(d-1)/2 + (m+1)(n+1) \quad (1)
\]

The above expression has been empirically verified to be accurate through simulations using the ModelSim simulator. The average number of iterations required for algorithm
convergence in each test graph, shown in Table 3, was determined through simulations involving a number of different source nodes.

The FPGA-based SPCU architecture was compared with a software implementation running on a powerful workstation. The Bellman-Ford algorithm was coded in C and executed on an Intel Pentium-4, single-core 3400 MHz processor with 4 GB physical memory. For the sake of fair comparison, the C program was also made to terminate upon algorithm convergence. Also, the time required to load the graph topology into the memory was excluded. It can be seen from the results in Table 4 that despite running at a clock about 20 times slower compared to the CPU, the FPGA-based architecture for shortest path computation is more than twice as fast as the CPU.

We also compare the performance of the SPCU with the FPGA-based architecture proposed by Dandalis et al. [14] that operates under conditions most similar to ours facilitating a fair comparison. This solution is also based on the Bellman-Ford algorithm and exploits its early convergence capability. Like our approach, this work requires the links stored in the memory to be fed one by one to the FPGA-based architecture. It is the only implementation in the literature that provides an expression for accurately determining the execution time for solving the single-source shortest path problem in terms of the number of clock cycles. In [14], the number of clock cycles required to compute the shortest path tree for a given source node in a graph with \( n \) nodes and \( e \) links is given as

\[
T_D = (m+1)e + 2n
\]

where \( m \) is the number of iterations required for algorithm convergence. Each iteration lasts \( e \) clock cycles and \( 2n \) clock cycles correspond to the latency required for traversing the pipeline of \( n \) PEs and back. The execution time estimated in this manner also includes the time required for supplying the links in the graph to the FPGA from the host system's memory.
In our implementation, transferring a link to the FPGA takes 2 clock cycles. Therefore, a total of $2e$ clock cycles are required to transfer all the links in the graph. In Table 5, we compare the total number of clock cycles required to transfer a graph to the SPCU and to perform one shortest path computation with the corresponding number for the architecture in [14]. A comparison in terms of absolute times is not possible as the maximum achievable clock frequency for [14] on a Xilinx Virtex-5 FPGA is not known. It could be seen from Table 5 that the SPCU takes significantly less clock cycles for all the cases. The speed-up is relatively low for the lower-sized SPCUs as the time required to supply the links to the SPCU overshadows the time required to perform the computation. It is worth noting that the links, once supplied, need not be supplied again for subsequent shortest path computations with different source nodes as long as the input graph remains unchanged.

6. Conclusions

There are a number of compute-intensive applications that strongly justify the need for high-speed shortest path computation. We have introduced an FPGA-based distributed architecture for solving the single-source shortest path problem. The proposed architecture seeks to exploit the parallelism inherent in the Bellman-Ford algorithm and its ability to facilitate early termination of computation. The architecture has been implemented on a Xilinx Virtex-5 FPGA and its functional correctness has been verified. With the help of simulations using different-sized test graphs, we have shown that the proposed architecture consistently outperforms a software implementation on a high-end general-purpose processor operating at an order-of-magnitude higher clock rate. The benefits of FPGA-based acceleration would be much more valuable in embedded applications where it is not feasible to utilize such high-end, high-speed processors. The performance of the SPCU has also been found to be superior to another comparable FPGA implementation reported in the literature.
A closer observation of the Bellman-Ford algorithm and our architectural scheme would reveal that the theoretical maximum level of parallelism in the algorithm has not been fully exploited. This is because all the PEs make use of a single shared bus such that it takes $n$ clock cycles for all the $n$ PEs to broadcast their cost during each iteration. A hypothetical interconnection topology where each PE has a dedicated bus to broadcast data would require just a single clock cycle for all the PEs to broadcast their cost. While such a topology is expensive and infeasible especially for large designs, it is worth exploring other feasible alternatives to the single-bus topology such that multiple PEs can transmit data simultaneously without causing bus contention problems. We believe that the performance of the proposed architecture can be further improved by adopting an interconnection topology that permits parallel data transfer among the PEs.
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Figure 1: FPGA-based accelerator for shortest path computation

Figure 2: Internal architecture of the processing element
Figure 3: Area growth rate of the SPCU in terms of the number of LUT-FF pairs

### Table 1: Interaction between the host and the SPCU

<table>
<thead>
<tr>
<th>Instruction code</th>
<th>Description</th>
<th>Data (On the data bus)</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>Write link.</td>
<td>Host supplies a link to the SPCU in the form of start node index, end node index and weight.</td>
</tr>
<tr>
<td>01</td>
<td>Compute shortest paths.</td>
<td>Host supplies the index of the source node.</td>
</tr>
<tr>
<td>10</td>
<td>Supply cost and predecessor node.</td>
<td>Host supplies the index of the node whose cost and predecessor node are required.</td>
</tr>
<tr>
<td>11</td>
<td>None</td>
<td>Host releases control of the data bus for the use of SPCU.</td>
</tr>
<tr>
<td>SPCU size</td>
<td>No. of LUT-FF pairs used</td>
<td>% of LUT-FF pairs used</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td>16</td>
<td>2545</td>
<td>4%</td>
</tr>
<tr>
<td>32</td>
<td>5803</td>
<td>10%</td>
</tr>
<tr>
<td>64</td>
<td>11340</td>
<td>19%</td>
</tr>
<tr>
<td>128</td>
<td>22534</td>
<td>38%</td>
</tr>
</tbody>
</table>

Table 2: Resource utilization data for different-sized SPCUs on the Virtex-5 SX95T FPGA

<table>
<thead>
<tr>
<th>SPCU size</th>
<th>Test graph (nodes × links)</th>
<th>Number of iterations (average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>16 × 48</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>32 × 104</td>
<td>10</td>
</tr>
<tr>
<td>64</td>
<td>64 × 224</td>
<td>14</td>
</tr>
<tr>
<td>128</td>
<td>128 × 466</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 3: Average number of iterations required for algorithm convergence

<table>
<thead>
<tr>
<th>SPCU size</th>
<th>Clock rate of SPCU (MHz)</th>
<th>Test graph (nodes × links)</th>
<th>Average number of clock cycles (SPCU)</th>
<th>Execution time of SPCU (μs)</th>
<th>Execution time of CPU (μs)</th>
<th>Speed-up factor of SPCU</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>180</td>
<td>16 × 48</td>
<td>137</td>
<td>0.76</td>
<td>1.65</td>
<td>2.2</td>
</tr>
<tr>
<td>32</td>
<td>176</td>
<td>32 × 104</td>
<td>355</td>
<td>2.02</td>
<td>5.40</td>
<td>2.7</td>
</tr>
<tr>
<td>64</td>
<td>162</td>
<td>64 × 224</td>
<td>954</td>
<td>5.89</td>
<td>14.69</td>
<td>2.5</td>
</tr>
<tr>
<td>128</td>
<td>143</td>
<td>128 × 466</td>
<td>2418</td>
<td>16.91</td>
<td>38.56</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 4: Execution times of the SPCU and the CPU
Table 5: Performance comparison of the SPCU with the solution in [14]

<table>
<thead>
<tr>
<th>SPCU size</th>
<th>Test graph (nodes x links)</th>
<th>Number of clock cycles for [14]</th>
<th>Number of clock cycles for SPCU</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>16 × 48</td>
<td>368</td>
<td>233</td>
</tr>
<tr>
<td>32</td>
<td>32 × 104</td>
<td>1125</td>
<td>563</td>
</tr>
<tr>
<td>64</td>
<td>64 × 224</td>
<td>3354</td>
<td>1402</td>
</tr>
<tr>
<td>128</td>
<td>128 × 466</td>
<td>8924</td>
<td>3350</td>
</tr>
</tbody>
</table>