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Abstract

The effect of strain gradient on mechanical property of material is implemented through depth-dependent stress strain relation model in conventional finite element simulations for use in friction prediction. For the incorporation of strain gradient effect, contact simulation involving asperities was developed with the assumption that the deformation pattern created by asperities from tool surface in microforming is comparable to the deformation created by the indenter in a hardness test. Consequently, depth-dependent stress-strain relation was derived from the indentation size effect model and this stress-strain relation was used in a simulation to show the effect of strain gradient to friction behaviour in microforming at different surface roughness levels. Experiment was conducted alongside the simulation and the results showed that with asperity ploughing considered as major contributor to friction in microforming at room temperature, the simulation involving depth-dependent material properties is able to predict the better predict the friction behaviour as compared to its continuum simulation counterpart.
1. INTRODUCTION

Current technologies have been developed through and around the development of miniaturization techniques. IT, technology hardware and process automation for micro-processes are examples of industries which have benefited from the knowledge towards miniaturization. At the present, the production of micro-parts has been dominated by micromachining and MEMS-based techniques such as ion beam and electron beam lithography. Because of the merits of producing parts to the near-net shape at high volume and for minimum waste, metal forming processes continues to be developed to stretch their limits to produce smaller components to the sub-millimetre scale, known as microforming [1].

The design of metal forming processes has been aided greatly by the development in 2D and 3D Finite Element (FE) simulation. In a typical FE simulation, users need to provide the material properties (mechanical, thermal, etc.) and the interfacial conditions (friction, heat transfer) for the analysis code to provide predictions such as die stresses as well as strain and damage distribution inside the deforming component.

One major challenge in miniaturizing metal forming processes is that the knowledge in macro metal forming is not always transferrable to microforming, i.e. the material properties and interfacial conditions are different. The shift of behaviours in microforming, known as size effects, has been well documented [1, 2] and categorized [3, 4].

For conventional metal forming processes, the FE simulation generally uses the continuum material model where the stress (σ) can be described as a function of the strain (ε), the strain rate (εε) and the temperature (T). However, for smaller size deformation, various simulation approaches have been attempted such as the crystal plasticity simulation [5, 6] and the gradient-dependent plasticity simulation [7, 8] in order to provide better process prediction.
This paper proposes an approach to account the effect of strain gradient to mechanical properties of materials [9] which contributes to the size effects using finite element simulation through a modified continuum model in order to avoid performing the more computationally-exhaustive crystal plasticity or gradient-dependent plasticity simulation for use in microforming prediction. With the inclusion of strain gradient model, the mechanical properties of materials at and near the surface is significantly affected, resulting in shift in surface behaviour. While this shift of surface behaviour is not large enough to influence the overall process behaviour in metal forming, the process behaviour in microforming with much smaller workpieces is significantly affected due to the larger surface area to volume ratio.

In a previous study with conical asperity [10], it was shown that the measured friction during the simulation is lower when the depth-dependent flow stress is introduced. More importantly, the influence of indentation size effect model is stronger in smoother surface. The current study aims to develop further the depth-dependent flow stress model and provide validation to the strain gradient friction model.

2 SIMULATION

2.1 Indentation size effects

Along with the growing interest in recent years for micro- and nano-structures such as thin films, micro-wires, flexible electronics and fibre composites, there is increasing interest in understanding the mechanical properties of materials at very small scale. Experiments in micro- and nano-indentation test have revealed the dependency of material hardness on the size [9] and shape [11] of the indentation. Nix and Gao [9] proposed a mechanism-based model (Equation 1) which agrees to micro-indentation results by considering the
development of geometrically necessary dislocations (GND) and statistically stored dislocation (SSD) during deformation by a conical indenter. In the model, the hardness at the indentation depth of interest \( H \) can be related to the indentation depth \( h \) through experimentally determined constants of the bulk hardness \( H_0 \) and the material length scale \( h^* \) which are material dependent.

\[
\frac{H}{H_0} = \sqrt{1 + \frac{h^*}{h}} \tag{1}
\]

This phenomenon is known as the Indentation Size Effect (ISE) and linked to strain gradient plasticity. However, experimental results from nano-indentation at very small indentation depth have shown significant deviation from the model of Nix and Gao. Consequently, models have been proposed to account and explain this deviation using different indenter geometries, at different indentation depths and with different materials [12-14]. In general, the hardness at shallow indentation (using nano-indentation tests) is lower than the value suggested by Nix and Gao.

Qiu et al. [15] proposed that when dislocation is considered, the effect of material friction stress \( \tau_0 \) should not be ignored and the complete Taylor’s equation of flow stress (equation 2) should be considered. In equation 2, \( \mu \) and \( b \) are shear modulus and Burgers vector, \( \alpha \) is a proportionality constant and \( \rho \) is the dislocation density (SSD and GND). The material friction stress was not considered in Nix and Gao model as the materials in observation were copper and silver. However, for BCC metals and other materials with strong covalent bonds, the material friction stress is significant. Equation 2 essentially separates the flow stress from dislocation from those otherwise. As a result, the ISE equation from Qiu et al. [15] contains a threshold hardness value related to the flow stress not attributed to dislocation generation (denoted \( Y \), Equation 3). It was proposed that for FCC metals, the \( Y \) should be negligible and
hence the equation reverts to Equation 1.

\[
\tau = \alpha \mu b \sqrt{\rho_s + \rho_G + \tau_0}
\]

(2)

\[
\frac{H - Y}{H_0} = \sqrt{\left(\frac{H - Y}{H}\right)^2 + \frac{h^*}{h}}
\]

(3)

The size of the plastic zone was further studied in the work by Feng and Nix [14]. This deviation has been attributed to a difference in formation and arrangement of GND and SSD from very small deformation in nano-indentation test. The motivation for the work was to provide other explanation for the lower hardness at very shallow indentation. The explanation by Qiu et al [15] was considered inadequate by Feng and Nix [14] as the lower hardness at very shallow indentation applies not only to BCC metals but also in FCC metals. A coefficient which represents plastic zone growth, \( f \) (Figure 1), was included into the ISE equation (Equation 4). It was also determined that the plastic zone can grow up to 66\% larger (\( f = 1.66 \)) than the contact for MgO at the surface (\( h \to 0 \)) and 71\% (\( f = 1.71 \)) for iridium (FCC metal) [14].

\[
\frac{H}{H_0} = \sqrt{1 + \frac{h^*}{f^*h}}
\]

(4)
Chicot [13] proposed a bi-linear equation to treat micro-indentation and nano-indentation separately. In the model, micro- and nano-indentation regimes were treated using two separate Nix and Gao type equations. Each regime was then assigned different values of $H_0$ and $h^*$ to fit the experimental results for the entire range of the indentation tests. The two indentation regimes were further proposed to be renamed as uniform dislocation spacing (UDS) and non-UDS regimes for micro- and nano-indentation, respectively. In the micro-indentation, the plastic zone (zone of GND development) diameter is equal to the contact diameter. The same does not apply in nano-indentation or non-UDS regime. However, the bi-linear equation was proposed with inadequate physical explanation for the difference in constants for the two regimes.

The model of Abu Al-Rub [16] has been proven reliable to predict the ISE of various metals through micro- and nano-indentation experiments and it includes physical meaning of variables as have been considered in previous studies. It is therefore used in the current investigation. In general, Abu Al-Rub model considers both a threshold hardness value as well as the growth of plastic zone. In addition, similar to the observation by Feng and Nix, the growth of the plastic zone was also related to the indentation size (or depth) through the dislocation coupling coefficient, $\beta$. The main difference between Nix-Gao and Abu Al-Rub model is presented in Table 1. The present work treats surface asperities of metal forming tool as indenters in hardness testing.

Table 1: ISE formulae of Nix-Gao and Al-Rub

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ISE Formula</td>
<td>$\frac{H}{H_0} = \sqrt{1 + \frac{h^*}{h}}$</td>
<td>$\frac{H - Y}{H_0 - Y} = \sqrt{1 + \left(\frac{h^*}{h}\right)^{\beta/2}}$</td>
</tr>
</tbody>
</table>
2.2 Simulation setup

Friction involves the presence of roughness convex and concaves on contacting surfaces, called asperities (Figure 2). This asperities distribution generally governs the real area of contact which is generally much smaller than the apparent area of contact [17]. The large number of asperities during surface to surface contact was then used to justify that the friction coefficient during continuous sliding can be attributed to the averaged behaviour of the interaction between asperities, from initiating contact to deformation to separation. Green [18] used this assumption to develop the basis of friction simulation involving asperities in which friction can be modelled using two asperities (one from each surface) undergoing the full cycle of asperity interaction (initiating contact to deformation to separation). The averaged tangential and normal forces derived from this simulation were therefore extracted as the frictional properties.

Figure 2: Surface profile of the polished steel pin

This modelling approach is valid with the assumption of uniformity among asperities including their mechanical properties. Mulvihill et al. [19] provided good summary on the development of researches on friction simulation using this approach. However, the modelling approach has a setback: the resulting friction predicted from the simulation generally suggests values which are much lower compared to experimental results from metal to metal contacts. In order to generate simulation results in better agreement with
experiments, researchers generally used the Coulomb friction coefficient to offset for the higher friction observed in experiments. Such incorporation of Coulomb friction coefficient as additional friction definition in order to offset the simulation results is generally inaccurate as the Coulomb friction law was derived from macroscopic experiment whereas the microscopic simulation using asperities was initiated to understand the mechanism of macroscopic friction.

Instead of using the averaged transient process of contact initiation to deformation to separation, the simulation in the current work uses steady state sliding of two surfaces with appropriate material definition to generate the friction behaviour. As the current investigation is aimed to address medium to high contact pressure problems such as those occurring in metal forming, the simulation work was designed to use single-sided asperity contact. The harder surface during metal forming contact, the tool, was prescribed with one asperity while the workpiece was represented by a smooth surface. This configuration is adequate for metal forming purpose as the workpiece surface is usually much softer than the tool surface. In which case, the workpiece will copy the surface roughness of the tool.

Generally, at medium to high pressure contact during metal forming, the two materials can have a full contact in which the real contact area equals the apparent contact area [20] and therefore the final surface profile (after contact) of the workpiece is more important than the initial surface profile (before contact) and the definition of asperities on the workpiece surface has little meaning.

The yield stress of a material is generally accepted to be proportional to its hardness, with the proportionality constant (\(x\) in Equation 5) varies from 2.5 to 3.0 for most metals.

Tabor [21] suggested a method to construct stress-strain relation from a series of hardness
testing by assuming the true strain during indentation as proportional to $d/D$, with $d$ the contact diameter and $D$ the ball diameter for spherical indenter (Equation 6) if the strain hardening exponent, $n$, is known. However, implementing this conversion is not possible because: a) increasing $d/D$ to get larger strain would result in increasing indentation depth, which is known to affect the measured hardness, and b) the maximum $d/D$ is limited to 1 which is equivalent to a true strain of 0.2.

$$H = x\sigma$$  \hspace{1cm} (5)

$$p \approx 3\sigma_0 \left(0.2 \frac{d}{D}\right)^n$$  \hspace{1cm} (6)

As there is no systematically established method to create the stress-strain relation over large range of strain from hardness testing, the current study assumes that the bulk of the workpiece has the property of a typical copper material represented in Figure 3. This stress-strain relation is further multiplied by the depth-dependent coefficient $H/H_0$ presented in Figure 4 to create the depth-dependent flow stress of the material ($\sigma(e,h)$, Equation 7).

Figure 3: Stress-strain relation used in simulation
Figure 4: Depth-dependent stress-strain relation coefficient

\[ \sigma(\varepsilon, h) = \sigma(\varepsilon) \times \frac{H}{H_0}(h) \]  \hspace{1cm} (7)

The depth-dependent coefficient was derived using the ratio between the measured hardness and the bulk hardness, \( H/H_0 \), from the work by Abu Al-Rub [16] for copper (Figure 4). The work reveals that the relative hardness \( (H/H_0) \) doubles at approximately 3 µm from the surface. The effect exponentially increases for region nearer to the surface with the relative hardness quadruples at approximately 0.4 µm. The mechanical properties for the first 3 µm from the surface is highly important with respect to friction as it is within range of naturally formed asperity size from surfaces made through machining processes and polishing.

The interaction between the tool and workpiece was specified as frictionless since adhesive friction is ignored in the current examination. Adhesive friction can be included by considering micro-welds formation during contact and can be included through fixed shear strength which corresponds to the stress required to break the micro-welds. However, the appropriate magnitude of the fixed shear strength can only be determined empirically by
comparing experimental results with simulation with various fixed shear strength.

In the simulation, 3D workpiece domain adapted from the 2D friction reading mesh of Stupkiewicz [22] as illustrated in Figure 5 was used to investigate the influence of surface roughness on sliding friction.

![Figure 5: Full workpiece material mesh and assignment of faces](image)

The tool surface in the simulation (Figure 6) is designed to have a periodic array spherical asperity with the period of 10 µm in x- and z-direction. Because of the assumed periodicity, the simulation domain is selected as 10 x 10 µm with the necessary periodic boundary conditions applied. The simulation domain has a thickness of 25 µm and this thickness is considered adequate for good representation of the DSS relation as it covers the range of depths with steep $H/H_0$ gradient (Figure 4).

The level of surface roughness is created by changing the radius of the spherical asperity (Table 2). The surface roughness used in this simulation was approximately $S_a$ 0.5, 1.0 and 2.5 µm representing polished surface, ground surface and rough surface respectively. Areal roughness parameter, $S_a$, was used instead of the more common linear roughness parameter, $R_a$, in order to provide better definition for the whole area of contact in the simulation. Inclusion of other surface profile parameters (e.g. skewness, kurtosis, density of asperities)
would create more accurate representation of actual surfaces. However, this inclusion requires larger simulation mesh to constitute representative volume elements and this was not the focus of the current study.

Figure 6: Tool material domain for: a) Sa 0.5, b) 1.0 and c) 2.5 \( \mu \text{m} \)

Table 2: Conversion of surface roughness to asperity radius

<table>
<thead>
<tr>
<th>Surface roughness (Sa, ( \mu \text{m} ))</th>
<th>Equivalent spherical asperity radius (( \mu \text{m} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>1.0</td>
<td>8</td>
</tr>
<tr>
<td>2.5</td>
<td>7</td>
</tr>
</tbody>
</table>

Finite element code Abaqus was used for the modelling. Due to the demanding contact calculations, the Abaqus/Explicit was used. The simulation used linear hexahedral elements with reduced integration for the workpiece and rigid body elements for the tool. Both bodies are prescribed with concentrated elements surrounding the contact area. The temperature degree of freedom was used to provide pseudo temperature-dependent mechanical properties to describe mechanical properties at different depth from the surface. Prior to the analysis step, the workpiece mesh was prescribed heat and cold sink boundary conditions and it was allowed to generate constant gradient of temperature across the thickness Figure 7. In this simulation, the region closer to the surface is set with cold sink boundary condition representing the harder volume due to the depth-dependent coefficient and the region farthest
from the surface is set with heat sink boundary condition representing the softer volume (material property leaning towards the bulk material).

![Temperature Gradient (NT11 variable)](image)

Figure 7: Temperature gradient (NT11 variable) fully develops across domain thickness

In the simulation, the workpiece mesh was pinned at the bottom (-Y face). The periodic boundary condition was prescribed using zero-translation boundary condition at the +Z and -Z faces and using tie constraints at every mirroring nodes at the +X and -X faces such that the translation field in all three directions experienced at the +X face is also experienced at the -X face. The contact pressure was produced by moving the tool into the workpiece (-Y direction). Afterwards, the tool is prescribed with a sliding movement parallel to the workpiece surface (+X direction) and the reaction forces along X and Y directions were recorded to produce normal and friction stresses. The simulation was repeated with a different displacement of the tool into the workpiece to provide prediction of friction behaviour at various contact pressures.

Tool steel pin on copper flat tribometer experiments were performed alongside the simulation to provide verification for the model. The pins are produced with circular contact of 1 mm diameter. The small contact diameter was necessary to reduce the tribometer load required to create high contact pressure which is the interest in metal forming. The pins were
supplied with two kinds of surface finish: polished and ground using 600-grit sand paper. The surface roughnesses of the pins are 0.4-0.5 µm and 0.9-1.0 µm, for polished and ground pins respectively.

The tribometer experiment is conducted at room temperature and ambient humidity (80-95%). The simulation considers solely the friction behaviour during ploughing friction without the presence of third body particles or friction heating. In order to produce the most representative experiment to this simulation, the experiment in this study involves only a one-time sliding on fresh samples with sliding speed approximately 0.1 mm/s. The one-time sliding is chosen as repetitive sliding between surfaces is likely to produce third body particles through surface shearing and sub-surface cracking [23, 24]. Slow sliding speed further minimizes the production of heat on the surface due to friction [25] which is not currently considered in the simulation.

3 DISCUSSION

Figure 8 shows the simulation results using DSS model for Sa 1.0 µm and tribometer experiment using ground pin. Figure 8 showed an increase of coefficient of friction with increasing contact pressure which is in agreement with the observation of Mulvihill et al. [19] in which the coefficient of friction increases with the amount of asperity overlap. In the current study, the changing contact pressure was obtained by introducing a known deformation depth from the asperity, which is equivalent to the asperity overlap in the simulation works inspired by Green.

Unlike the simulation results, experiments do not result in an increase of friction with contact pressure. This can be explained because the current simulation was aimed specifically to examine the influence of the DSS relation on friction based on asperity deformation
mechanism whereas friction in experiments also includes aspects such as adhesion and steady-state surface degradation. The large error bar in the experimental results for ground pin is attributed to the significant stick-slip behaviour between the pin and plate.

Figure 8: Simulation (DSS) and experimental results for ground surface

The agreement between simulation and experimental results is excellent in the case of polished pin (Figure 9) and the error bar from the experiment is significantly smaller due to the reduced stick-slip behaviour.

The accuracy of the model in relation to experimental results was considered better than the simulation without DSS model with the non-DSS simulation overestimated friction coefficient as illustrated in Figure 10. In addition, both experimental and simulation results with DSS for the polished surface showed a weaker trend of increasing friction coefficient with contact pressures.
Figure 9: Simulation (DSS) and experimental results for polished surface

Figure 10: Simulation (non-DSS) and experimental results for polished surface

Ultimately, the DSS simulated rough surface suggests that there is no significant friction influence between tool surface with Sa 1.0 and 2.5 μm as presented in Figure 11.
4 APPLICATION TO METAL FORMING SIMULATION

In order to illustrate the influence of the DSS model on a metal forming process, additional simulation on an actual metal forming geometry was performed on Deform-3D 6.9. The Deform-3D analysis code was selected because its simulation algorithm (e.g. remeshing, solution mapping) has been optimized to simulate large deformation in metal forming.

The role of finite element simulation in metal forming design has been crucial with the initial purpose of determining the suitable size and shape of metal forming preform [26, 27]. With the vast improvement in computing power over the past decade, the use of finite element method in metal forming design has extended to other purposes such as forming limit [28, 29] and springback analysis [30-32], damage prediction such as wrinkle in sheet metal forming [33] as well as non-isothermal process design [34].

The microforming T-Shape test [35] was selected as the simulation aims to identify the effect of the changing friction behaviour from DSS. The microforming T-Shape test is a
friction test designed for friction investigation in microforming. As such, it has great sensitivity to friction and is therefore very effective in demonstrating the influence of changing friction behaviour from current study on DSS mainly through the differential metal flow behaviour. The microforming T-Shape test was first introduced and developed by Taureza et al. [35, 36] and the geometry of the tested specimen (flange and total height, Figure 12) can be characterized to deduce the prevailing friction existing during the test [37].

![Friction dependent geometry in microforming T-Shape test](image)

Figure 12: Friction dependent geometry in microforming T-Shape test [37]

Due to the symmetries in the microforming T-Shape test, the process simulation can be simplified by only prescribing one-quarter of the whole workpiece. The rest of the specimen can be assumed to deform in the same way to reduce the computation cost. In full, the workpiece has a starting geometry of a cylinder with 1 mm diameter and 5 mm axial length. The one-quarter workpiece – half cylinder with 2.5 mm axial length was constructed using approximately 30,000 tetrahedral elements. The mechanical properties of the workpiece used the properties definition in Figure 3.
As for the friction definition, the Deform-3D simulation compared the two averaged friction coefficients obtained from the Abaqus simulation for the polished surface: a) with DSS model and b) without DSS model (conventional continuum simulation).

However, the current simulation is limited to contact pressure to up to 200 MPa and was focused on the shift of behaviour attributed to the addition of DSS model. For higher contact pressures, it was suggested by the work of Wanheim et al. [38] and Petersen et al. [20] that the concept of constant coefficient of friction (or Coulomb friction) does not apply in high contact pressure.

In Coulomb friction, the friction stress is proportional to the contact pressure thus yielding a constant friction coefficient. However, there is a proportionality limit to this Coulomb friction, which is further governed by the law of ‘general friction’ [20]. This law dictates that when the friction stress saturates when \( q/2k \) exceeds 1.3 with \( q \) and \( k \) correspond to the contact pressure and the yield strength of the material in pure shear, respectively. In which case, the DSS model can be applied up to contact pressure \( 2.6k \), beyond which the general friction (or its gradient-dependent derivative) should apply.
In the friction definition, the proportionality limit of friction stress was determined at 267 MPa of contact pressure, which corresponds to the 2.6k of the copper material being investigated. Hence in the Deform-3D simulation, the friction definition used was therefore reconstructed in Figure 14 with the averaged coefficient of friction from DSS simulation prescribed up to 267 MPa and the extrapolation using general friction was made for contact pressures higher than 267 MPa.

![Friction definition used in the Deform-3D simulation](image)

Figure 14: Friction definition used in the Deform-3D simulation

As the DSS model has been validated using tribometer experiment, the Deform-3D simulation is now aimed to demonstrate behavioural shift affected by the change of friction definition from the DSS model. As illustrated in Figure 15, when the simulation uses friction definition derived from DSS simulation, it predicts the material flow differently, i.e. lower total height at the same flange height in modified T-Shape test.
The DSS model in general affects only the surface with the region within 3 μm from the surface having the largest effect. It was derived from hardness testing of specimens with its thickness much greater than the indentation depth. Therefore, further hardness testing experiments will help to understand the ISE behaviour when the indentation depth becomes comparable to the specimen thickness.

However, as understood in the current study, the DSS model is more accurate in predicting friction behaviour in tribometer experiment. When it is used in microforming simulation, DSS provides different metal flow prediction, which can be used to provide a size-dependent metal flow prediction, especially when the thickness of the workpiece material becomes comparable to the DSS affected depth.

5 SUMMARY

The depth-dependent stress-strain (DSS) modelling approach was developed for friction prediction simulation especially for microforming application where the shift of surface behaviour can affect the overall process behaviour significantly due to the very small
workpieces. The model was presented as an alternative to asperity simulation approach by Green which generally underestimates the amount of friction in metal to metal contact.

The current DSS model showed satisfactory agreement when it is compared with tribometer experimental results for polished and ground surfaces even without artificial implementation of friction coefficient. It is also noted that in comparison to the DSS model, the conventional continuum model overestimates friction when used with single sided asperity contact.

Ultimately, a complete metal forming simulation approach based on DSS model and a shift in metal flow preference was shown to be affected by the change of friction definition due to DSS model.
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- Depth-dependent stress-strain relation based on indentation size effect model is presented.
- The effect of surface roughness size effect on friction is studied.
- Tribometer experiment showed good agreement with strain gradient dependent friction simulation.
Graphical abstract

A very small portion (one asperity contact) of pin on plate experiment is simulated using finite element modeling with depth-dependent stress-strain relation to simulate the effect of strain gradient during metallic contact for pressures between 0 and 200 MPa.